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1. INTRODUCTION 

Takahashi [ 1 ] introduced a notion of convex metric spaces and studied 
the fixed point theory for nonexpansive mappings in such setting. For 
further investigations in this setting the reader may consult [24] and 
references therein. 

For the convex metric spaces Kirk [S] and Goebel and Kirk [6] use the 
term “hyperbolic type space.” They studied the iteration processes for 
nonexpansive mappings in the abstract framework and generalize and unify 
some known results in [7, S]. 

In this paper, we shall deal with Ishikawa’s iteration scheme to construct 
fixed points of quasi-contractive, generalized quasi-contractive, and quasi- 
nonexpansive mappings in convex metric spaces. Our results generalize and 
unify the corresponding results in [ 10-171. 

2. CONVERGENCE OF ITERATES OF QUASI-C• NTRACTIVE 
AND GENERALIZED QUASI-CONTRACTWE MAPS 

DEFINITION 2.1. [l]. Let (X, d) be a metric space and I= [0, 11. A 
mapping W: Xx Xx I + X is said to be a convex structure on X if for each 
(x,y,I1)~XxXxZand UEX, 

44 wx, Y, 1)) d Mu, x) + (1 - 2) 44 Y). (2.1) 

X together with a convex structure W is called a convex metric space. A 
nonempty subset K of X is said to be convex if W(x, y, 2)~ K for all 
(x,y,A)~KxKxz. 
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Obviously, all normed linear spaces and their convex subsets are convex 
metric spaces. But there are many examples of convex metric spaces which 
are not embedded in any normed linear spaces (See [ 11). 

THEOREM 2.1. Let K be a nonempty closed convex subset of a complete 
convex metric space X and let T: K + K be a quasi-contractive mapping [9], 
i.e., there exists a constant q E [0, 1) such that for all x, y E K, 

4% TY) < q .max{db-, Y), 0, TX), d(y, TY), 4x, TY), d(y, TX)}. 

Suppose that {xn} is Zshikawa type iterative scheme defined by 

(2.2) 

XCIEK x,+1 = WTY,, x,, a,) 

Yn = WTxm x,3 PA n = 0, 1, 2, . . . . (2.3) 

where {CC,,} and {/I?,} satisfy that 0 <a,,, p,, < 1 and C,, c(, diverges. Then 
{x, } converges to a unique fixed point of Tin K. 

Proof Let N be the set of all nonnegative integers. For n, m E N with 
O<n<m, we write 

Dn.m = fi {X/y Yj, TXjv TY~}, 
j=n 

and o(D,,,) = sup{d(x, y): x, y E D,,,} denotes the diameter of D,,. By 
(2.2) we easily show that for all k, 1 E N with n d k, 1 <m, 

max(d(Tx,, TX,), 4Txk, TY,), d(Ty,, TY,)} G qW,J. (2.4) 

Now we show that 

a(D,,,)=max(d(x,, Txj), d(x,, Tyj):n<j<m}. (2.5) 

We consider the following several cases: 

(i) d(D,,,) = max{d(xi, TX,): n d i, j<m}. In the case if 6(D,,) = 
4x k+l, TX,) for ndk<m and n<l<m, then, by (2.1), (2.3), and (2.4), 
we have Wn,J = WWyk,xk,~,), TX,) 6 ak4Tyk, TX,) + (l-a,) 
4x/c. TX,) < a,qd(D,,) + (1 - txk) 6(D,,). It follows that ak =0 and 
W,,,) = 4x/c, TX,). By induction we obtain 6(D,,) = d(x,, TX,) and so 
(2.5) holds. 

(ii) 6(D,,,) = max{ d(x,, Tyj): n < i, j < m}. Using same argument as 
in (i), we obtain 6(D,,,)=d(x,, Ty,) with nd l<m and so (2.5) holds. 

(iii) 6(D,,) = d(y,, TX,), n < k, 1~ m. In this case, by (2.1), (2.3), 
and (2.4), we have 6(D,.,) = d( W( Txk, xk, fik), TX,) < Bkd( TXk, TX,) + 
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(1 -Bk), 4-x,, T-Y,) d B,qG(D,,,) + (1 -Pk) 4x, TX,) d h(D,,,,), and so 
~(~,,m) = 4x,, TX,). It follows from (i) that (2.5) holds. 

(iv) h(D,,,,) = 4yk, TY,L n d k, 1 d m. Using same argument as in 
(iii), (2.5) holds. 

(v) d(D,,,)=max{d(x,, xi): n<i,j<m}. In this case there exist 
k, 1~ N with n 6 k 6 1 <m such that 6(D,,,) = d(x,, x,, ,) > d(x,, x1). By 
(2.1) and (2.3), 6(D,,,) = d(x,, WTY,,X,> a,)) G MT?t,,Xk) + 
(1 -a,) d(x,, x,) 6 6(D,,,). It follows that c1[= 1 and 6(D,,) = d(x,, Ty,). 
Hence from (ii) it follows that (2.5) holds. 

(vi) 6(D,,,) = d(y,, x,), n 6 k, 16m. In the case 6(D,,,) = 
d(w(Txk, xk, bk), x,) 6 ljkdlTXkr xj) + t1 -Pk) d(xk, x,) < 6tD,,,). It 

follows that 6(D,.,) =d(7’xk, x,) or d(x,, x,). By (i) or (v), (2.5) holds. 
(vii) 6(D,,)=d(y,,y,), nd k, l<m. In this case, using the same 

argument as in (vi), (2.5) holds. Hence (2.5) is true. 

By (2.4) and (2.5), for any m E N we have 

&Do,,) = max(d(x,, TX,), 4x0, Qj): 0 <j<m} 

<4x0, Tx,)+max{d(Tx,, TX,), d(Tx,, Ty,):Obj<m} 

d 4x0, TX,) + q~(~0.m) 

and so 

1 
&Do,,) d - 4x0, TX,). 

1-q 

From (2.1), (2.3), and (2.5) we obtain that for any n, m E N with 0 <n cm, 

6(D,,) =max{d(x,, TX,), d(X,, TY,): n <j<m} 

~a,~lq~(~,~l,,)+(1-a,~l)~(~,-l,,) 

=(1-(1-4)a,~l)~(~,-l.,). 

By induction we have 

J=o 

< 

d(x0, TX,) n-1 

l-q fl (l-(l-daJ)’ 

J=o 

Since 1 - q > 0 and x,2 o aj diverges, n,“_ o (1 - (1 - q) aj) = 0. Thus 
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lim n,m- o. 6(I),,,) = 0 and so {xn} is a Cauchy sequence and 
lim, _, o. d(x,, TX,) = 0. Letting x, + z E K, we have TX, -+ z. By (2.2), 

d(Tx,, Tz) G q max(d(x,, z), 4x,, TX,,), d(z, Tz), 

4x,, Tz), 42, TX,)}. 

Putting n -+ cc in the above inequality, we obtain d(z, Tz) < qd(z, Tz). 
Since 0 < q < 1, therefore d(z, Tz) = 0 and so z = Tz, i.e., z is a fixed point of 
Tin K. 

Remark 2.1. Theorem 2.1 unities and generalizes Theorem 1 of [lo], 
Theorem 7 of [ 111, and Corollaries 1 and 2 of [ 121 and answers positively 
the open problem mentioned by Rhoades [13] in the more general setting. 

THEOREM 2.2. Let K be a nonempty closed convex subset of a complete 
convex metric space X and let T: K + K is a generalized quasi-contractive 
mapp,ing, i.e., there exist a constant qE [0, 1) and a function n: K-t N+ (the 
set oj’all positive integers) such that for all x, y E K, n(x) 1 n( TX) and 

d( T”‘“‘x, Tnty)y) < q max{ d(x, y), d(x, TnCX)x), d( y, T”(y)y), 

d(x, TflCy)y), d( y, T’+)x) >. (2.6) 

Suppose {x,} is an iterative scheme defined by 

x,EK, x,,+,= WT"(Yn)~n, x,, a,), 

Y, = WT”‘%z, x,, B,), n E N, (2.7) 

where (a”} and {p,,} satisfy the conditions in Theorem 2.1. Then {xn} 
converges to a unique fixed point of Tin K. 

Proof: Let TX = T”‘“’ x for all x E K. Then T and {x,} satisfy the 
suppositions of Theorem 2.1. By Theorem 2.1, {x,} converges to a unique 
fixed point z of T in K. Since n(z) 1 n( Tz), we have 

T n(TzjZ = T”(zjz = Tz = z and 7((z)= Tz 

and so Tz is also a fixed point of iY By the uniqueness of fixed points of p, 
z = Tz and so z is a unique fixed point of T in K. 

Remark 2.2. Theorem 2.2 generalizes and unifies Theorems 2 and 3 of 
[12] and Theorem 2 of [lo]. Theorem 2.1 is also a special case of 
Theorem 2.2. 

THEOREM 2.3. Let K be a nonempty closed convex subset of a complete 
convex metric space X and let T: K + K. Suppose that there exists a 
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nondecreasing upper semicontinuous function @: R: -R+ (the set of all 
nonnegative real numbers) such that .jtir all t > 0, @(t, t, t, 0, t) c t and such 
that for all x, y E K, 

4% TY) < @(4x, y), 4x3 TX), 4 y, Ty), 4x, Ty), d(y, TX)). (2.8) 

rf {xn} is the iterative sequence defined by (2.3) where {CC,} and {p,,} satisfy 
0 < CI,, /I, < 1 and (cl,,} is bounded away from zero and if x, -+p, then p is a 
fixed point of T. 

ProoJ From (2.3) and [l, p. 1453 it follows that 

4x n+~~~,)=d(~(T~,,x,,~,),x,)=a,d(Ty,,x,). 

Since x, -+p, d(x,+ , , x,) + 0. Since {cl,,} is bounded away from zero, it 
follows that d( Ty,, x,) + 0. By (2.8) we have 

d(Tx,, TY,) G @(4x,, Y,), 4x,, TX,), d(y,, TY,), 

4x,> TY,), d(y,, TX,)), 

4x,, Y,) =4x,, WTxm x,, P,))=Pnd(Tx,, -0, 

Gd(Tx,, Ty,)+4Ty,,x,), 

d(yn, Ty,) = 4WTxm x,, B,), TY,) 

~kzd(Tx,, TYJ+(~-B,)~(~,, TY,) 

G d(Tx,, TY,) + 4x,,, TY,), 

d(y,, Tx,)=4WTx,,x,,B,), Tx,)=(l-D,)d(x,, TX,) 

d 4x,, TY,) + d(TY,, TX,). 

If lim sup d( TX,, Ty,) = d* > 0, then from the above inequalities and the 
assumptions of @ it follows that 

d* = lim sup d( TX,, Ty,) d @(d*, d*, d*, 0, d*) < d*. 

This is a contradiction and so limd( TX,, Ty,) = 0 as n + co. It follows that 
4x,> Tx,)bd(x,, Ty,)+d(Ty,, Tx,)+O and d(Tx,,p)+O as n+co. By 
(2.8), we have 

d(Tp, Txn)~@(4p, x,1, d(p, TP), 4x,,, TX,), d(p, TX,), d(x,, Tp)), 

d(p, Tp) G d(p, x,1 + 4x,, TX,) + d(Tx,, Tp), 

4x,,, Tp)<d(x,, Tx,)+d(Tx,, Tp). 
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If lim sup d( T’, TX,) = t > 0 as n --) co, then from above inequalities and 
the assumptions of @ it follows that 

t = lim sup d( Tp, TX,) d @(O, t, 0, 0, t) < t. 

This a contradiction and so lim d( Tp, TX,) = 0 as n + CQ. It follows that 
d(p, Tp)<d(p,x,)+d(x,, Tx,)+d(Tx,, Tp)+O as n+cc and sop=Tp. 

COROLLARY 2.1. Let K be a nonempty closed convex subset of a 
complete convex metric space X and let T K + K. Suppose there exists a 
constant kE [0, 1) such that for all x, YE K, 

4% 0) <k~max{d(x, yh 4x, TX), d(y, TY), 

0, Ty)+d(y, TX)}. (2.9) 

If {x,,} is an iterative sequence satisfying the conditions in Theorem 2.3 and 
x,+pasn-+cO,thenpisafixedpointofTinK. 

Proof Let @(tl, t,, t,, t,, tJ=k.max{t,, t,, t,, t,+t,) for all 
(t,, t,, t3, t,, ts) E R: . Then 0 satisfies the supositions in Theorem 2.3. The 
conclusion of this corollary follows from Theorem 2.3. 

Remark 2.3. Theorem 2.3 improves Theorem 3 of [ 143. Corollary 2.1 
improves and generalizes Theorem 1.2 of [15] and Theorem 9 of [13]. 

3. CONVERGENCE OF ITERATES OF QUASI-NONEXPANSIVE MAPPINGS 

Let D be a closed subset of a complete convex metric space X. A 
mapping T: D + X is said to be conditionally quasi-nonexpansive if the set 
F(T) of fixed points of T is nonempty and for x E D and p E F( T), 
d(Tx,p)Gd(x,p). 

THEOREM 3.1. Let D be a closed subset of a complete convex metric 
space X and let T: D -+ X be a conditionally quasi-nonexpansive mapping. 
Suppose that for some x0 E D, the iterative sequence {x,} defined by 

X nt I:= WTY,, x,, 4, Y, = WTxm x,, IL), n = 0, 1, 2, . . . . (3.1) 

where 0 < CI,, < 1 and 0 < /?, < 1 satisfies {x,} c D. Then {x,} converges to a 
fixed point of T in D if and only if there exists a closed subset G of X such 
that 

(i) d(Tx,p)dd(x,p)for XED andpEG, 

(ii) liminfd(x,,G)=Oasn+co. 
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Proof: We first show the necessity. Let {x,,} converge to a fixed point 
x* of T and let G = {x* }. Obviously, G is a closed subset of A’. Since T is 
conditionally quasi-nonexpansive and x, -+x*, conditions (i) and (ii) are 
true. 

Now we prove the sufficiency. By (3.1) and condition (i) we have that for 
all p E G, 

4x .+,,P)=d(W(Ty,,x,,cr,),p)dcc,d(T?i,,p)+(l-cc,)d(x,,p) 

6cr,d(y,,p)+(l-a,)d(x,,p) 

=~,d(W(Tx,,x,,B,),~)+(l-Nn)d(x,,p) 

~cr,B,d(Tx,,p)+a,(l-B,)d(x,,p)+(l-cr,)d(x,,p) 

6 CG& + cdl- BJ + (1 - 414x,> P) = d(x,, P). 

Hence we have 

4x n+,, G)dd(x,, G). 

From (3.2) and condition (ii) it follows that 

lim d(x,, G) = lim inf d(x,, G) = 0. 

) (3.2 

(3.3 

Let E > 0. Then there exists an n, such that d(x,, G) < 42 for n >, n,. Hence 
if n, m > n, we have 

4x,, x,) 6 4x,, P) + d(x,, P) 6 2d(x,,,, P) 

for all p E G. It follows that 

d(x,, x,) < 2d(xno, G) <E 

ans so {xn} is a Cauchy sequence. Let x, -+ x* ED. Since the metric d is 
continuous and G is closed, it follows from (3.3) that x* E G. By condition 
(i) we have d( TX*, x*) < d(x*, x*) = 0 and so x* = TX*. 

Remark 3.1. Theorem 3.1 unifies and generalizes Theorem 5 of [ 121, 
the theorem of [16], and Theorems 1.1 and 1.1’ of [17]. 

THEOREM 3.2. Let D be a closed convex subset of a complete convex 
metric space X with W continuous and let T: D -+ D be a continuous mapping 
such that 

6) F(T) Z la, 
(ii) T is quasi-nonexpansive, i.e., d( TX, p) < d(x, p) for XE D and 

p E F(T) and, 
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(iii) for each x E D\F( T), there exists a pX E F(T) such that 
4 TX, P, ) < d(x, PX ), 

(iv) there exists an X,,E D such that the iterative sequence {xn} 
defined by (3.1) contains a convergent subsequence (x,} converging to some 
x*ED. 

Then x* E F(T) and x, + x*. 

Proof Conditions (i) and (ii) imply that F(T) is a nonempty closed 
subset of X and lim d(x,, F(T)) = d exists. Hence it suffices to show that 
d=O, for then Theorem 3.1 may be applied. If x* E F(T), then d=O. If 
x* $ F(T), then by the condition (iii) there exists a p =pX. such that 
d( TX*, p) < d(x*,p). By the continuity of W and T, for each nE N, 
T,,x = W( W( TX, x, /I,), x, a,) is also a continuous mapping on D. For all 
n E N,, we have 

d( T,x*,p) = d( W( W(Tx*, x*, B,J, x*, a,), P) 

6 a,4 W(Tx*, x*, PA P) + (1 -a,) d(x*, P) 

~a,B,d(Tx*,p)+a,(l --/?A d(x*,p)+ (1 -a,,) 4x*, P) 

< a,P,d(x*, p) + a,(1 - BJ d(x*, p) + (1 -a,) d(x*, P) 

= d(x*, p). (3.4) 

On the other hand, by the continuity of T,,, and condition (iv), we have 

d(T,,x*p)=d(T,,(limx,),p)=limd(x,+,,p)=limd(x,,p) 

= lim d(x,, p) = d(lim x,,, p) = d(x*, p), as n+co, 

where the middle equalities hold since condition (ii) implies that 
lim d(x,, p) exists as n -+ co. This is a contradiction, hence x* E F( T) and 
the theorem is proven. 

Remark 3.2. Theorem 3.2 improves Theorem 6 of [12] and 
Theorem 1.3 of [17]. 
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