Meshless methods for the inverse problem related to the determination of elastoplastic properties from the torsional experiment
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A B S T R A C T

The problem of determining the elastoplastic properties of a prismatic bar from the given experimental relation between the torsional moment $M$ and the angle of twist per unit length of the rod's length $h$ is investigated as an inverse problem. The proposed method to solve the inverse problem is based on the solution of some sequences of the direct problem by applying the Levenberg-Marquardt iteration method. In the direct problem, these properties are known, and the torsional moment is calculated as a function of the angle of twist from the solution of a non-linear boundary value problem. This non-linear problem results from the Saint-Venant displacement assumption, the Ramberg–Osgood constitutive equation, and the deformation theory of plasticity for the stress–strain relation. To solve the direct problem in each iteration step, the Kansa method is used for the circular cross section of the rod, or the method of fundamental solutions (MFS) and the method of particular solutions (MPS) are used for the prismatic cross section of the rod. The non-linear torsion problem in the plastic region is solved using the Picard iteration.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The torsion analysis of bars has a long history and can be traced back to Saint-Venant, who provided a final conclusion to the problem of elastic uniform torsion. The Saint-Venant semi-inverse method is used notably often for elastic and elastoplastic torsion analyses (see for example, the following texts: Chakrabarty, 1987, Chapter 3; Mendelson, 1968, Chapter 11; and Kliusznikov, 1979, Chapter 4). The main interest from a designer point of view is the torsional rigidity, which can be easily obtained from the relations between the torsional moment and the angle of twist per unit length. If the elastoplastic material properties of a bar are known, this relation is obtained by solving a non-linear boundary value problem. Here, such problem is called a direct problem of elastoplastic torsion.

Currently, there are many methods to solve a direct problem. Nadai (1931) was the first to propose a solution for an elastoplastic pure-torsion problem, and he calculated a fully plastic torque based on his sand heap analogy. In this analogy, sand is piled onto a horizontal table with the shape of the cross section of a bar. The slope of the resulting heap cannot exceed the angle of internal friction, which corresponds to the shear yield stress. Sadowsky (1941) extended this analogy to sections with holes. Nadai (1954) developed an approximate solution for an elastoplastic torsion by combining the membrane analogy and the sand heap analogy. The analytical solution for the elastoplastic problem was first proposed by Sokolovskiy (1942); he prepared and used independent governing equations for elastic and plastic regions. He also developed a solution for the torsion of an oval section of a bar of an elastic/perfectly plastic material using an inverse method. Christopherson (1940) obtained a numerical solution for an elastoplastic problem for an I-section using the finite deference method (FDM) and the relaxation method. The analytical solutions of rectangular sections, which have elastoplastic material property, were developed by Smith and Sidebottom (1965) based on the Rayleigh–Ritz expansion and the principle of stationary complementary energy. Hodge (1966, 1967) used non-linear programming for the elastoplastic torsion problem for perfectly plastic material. Hodge et al. (1968) used the comparison between FDM and the non-linear programming method in solving elastoplastic torsion problems. Yamada et al. (1972) studied the elastoplastic uniform torsion and was the first to the finite element method (FEM). Baba and Kajita (1982) used a 2-node, 4-degree-of-freedom beam element for the uniform torsion analysis and a 4-node, 12-degree-of-freedom rect-
angular section element for the warping analysis of the sections. May and Al-Shaarabfi (1989) used a standard 3-dimensional, 20-node isoparametric quadratic brick element in the elastoplastic analysis of the uniform and non-uniform torsion of members that were subjected to pure and warping torsion. Dwivedi et al. (1990) used FDM to solve a torsional springback in a square bar with non-linear work-hardening material. The authors used the deformation theory of plasticity with a Ramber–Osgood type stress–strain relationship. The problem of torsional springback was also considered (Dwivedi et al., 2002, 1992a, 1992b). Billinghurst et al. (1992) developed a miter model for the shear strain distribution in steel members under uniform torsion. Baniasadi et al. (2010) proposed a solution for the torsion of a heat-treated rod of an elastic/perfectly plastic material using a semi-inverse method. The method of fundamental solutions (MFS) for the elastoplastic torsion of prismatic rods has been presented (Kołodziej and Gorgelanieczyk, 2012). If the elastoplastic material properties are not known and are determined from experimentally provided discrete values of the torsional moment \( M_T = M_T(\theta) \) and the angle of twist per unit length \( \theta \), we have an inverse problem of elastoplastic torsion. Such inverse problem has received relatively less attention in literature than the direct problem. Mamedov (1995, 1998) considered the inverse problem to determine the so-called plasticity function in the Hencky correlation. The inverse problem was solved by solving the sequence direct problem using finite element method. In the study by Hasanov and Tatar (2010a), the plasticity function was also identified within the range of the \( J_2 \)-deformation theory. The method used by the authors was based on the finite-difference discretization of the non-linear elastoplastic problem and on the parameterization of the unknown plasticity curve. Similar considerations were provided in by Hasanov and Tatar (2010b), where the authors considered a power-law material. In the aforementioned papers, the mesh methods (FEM and FDM) were used to solve the inverse elastoplastic problems. In recent decades, meshless methods have become popular in computational mechanics. For example, the MFS method was successfully used to solve inverse heat conduction problems. Currently, MFS is applied in the following inverse heat conduction problems, which involve the identification of heat sources (Mierzwiczak and Kołodziej, 2010; Yan et al., 2008, 2009; Kołodziej et al., 2010; Jin and Marin, 2007; Mierzwiczak and Kołodziej, 2011 and Yang et al., 2013), the boundary heat flux (Xiong et al., 2010; Hon and Wei, 2004; Dong et al., 2007; Shidfar et al., 2009), the Cauchy problem (Li et al., 2011; Yang and Ling, 2011; Marin, 2005; Wei et al., 2007; Zhou and Wei, 2008; Shigeta and Young, 2009; Marin, 2011; Wei et al., 2013), the backward heat conduction problem (Johansson et al., 2011a; Tsai et al. 2011), the Stefan problem (Johansson et al., 2011b) and the identification of the boundary geometry (Karageorghis and Lesnic, 2011; Lesnic and Bin-Mohsin, 2012; Bin-Mohsin and Lesnic, 2012). The aforementioned application of MFS is related to 2-dimensional problems. Another meshless method that can be used to solve 1-dimensional non-linear equations is the Kansa method (Kansa, 1990).

2. Problem formulation

The uniform torsion of prismatic rods may be formulated according to the deformation theory as follows

\[
\frac{\partial}{\partial x} \left( \frac{1}{C_0} \frac{\partial \psi}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{C_0} \frac{\partial \psi}{\partial y} \right) = -2\theta \quad \text{in } \Omega, \tag{1}
\]

where \( \psi(x, y) \) is the Prandtl’s stress function, \( \theta \) is an angle of twist per unit length of the rod, \( C \) is a secant shear modulus, \( \Omega \) is the cross sectional region of the bar.

The only two non-zero components of the stress tensor are given by

\[
\sigma_{xy} = \frac{\partial \psi}{\partial y}, \quad \sigma_{yx} = -\frac{\partial \psi}{\partial x}. \tag{2}
\]

The resultant shear stress is given by

\[
\tau = \left( \frac{\partial \psi}{\partial x} \right)^2 + \left( \frac{\partial \psi}{\partial y} \right)^2 = \frac{1}{2} \frac{\partial^2 \psi}{\partial x \partial y}. \tag{3}
\]

Because the lines of shear stress at each point of the section boundary must be directed along the tangent to the boundary, the lateral surface of the bar is stress-free, and the boundary curve \( \Gamma \) must be a line of constant stress function. For a simply connected cross section, we may take

\[
\psi = 0 \quad \text{on } \Gamma. \tag{4}
\]

For the elastic torsion, the secant shear modulus is constant and is known as the elastic shear modulus. Consequently, in this region, the torsional rigidity is constant, and the torsional moment is linearly related to the angle of twist per unit length. For the elastoplastic torsion, there are a few different models of plastic behavior. Here, we will use the Ramberg–Osgood for the secant shear modulus in the following form

\[
C_0^2 = 1 + \frac{C_0^2}{\beta} \left( \frac{\partial \psi}{\partial x} \right)^2 + \left( \frac{\partial \psi}{\partial y} \right)^2 \tag{5}
\]

where \( G_0 \) is the elastic shear modulus, and \( \beta \) and \( n \) are dimensionless constants that characterize the given material.

Putting (5) into (1), we have the following governing equation

\[
\frac{\partial}{\partial x} \left( \frac{1}{G_0} \left( \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} \right) \frac{\partial \psi}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{G_0} \left( \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} \right) \frac{\partial \psi}{\partial y} \right) = -2\theta \cdot G_0. \tag{6}
\]

The torsional moment can readily be obtained by integrating the stress function

\[
M_T = 2 \iint \psi dxdy. \tag{7}
\]

It is convenient to introduce the following dimensionless quantities

\[
\Psi = \frac{\psi}{a \cdot \tau_p}, \quad X = \frac{x}{a}, \quad Y = \frac{y}{a}, \quad \frac{\partial \theta}{\partial r} = \frac{\theta}{\tau_p} \cdot \frac{G_0}{a}, \quad \kappa = \frac{\beta \cdot \tau_p^\beta}{G_0}, \quad M_T = \frac{M_T}{a^2 \cdot \tau_p}, \tag{8}
\]

where \( a \) is a characteristic dimension of the cross section, and \( \tau_p \) is a nominal yield stress.

Then, the governing equation and the boundary condition have the following forms
\[ \nabla^2 \Psi - \frac{1}{1 + \kappa} \left[ 2 \hat{\theta} + \kappa \cdot n \right] \nabla^2 \left[ \left( \frac{\partial \Psi}{\partial X} \right)^2 + \frac{\partial^2 \Psi}{\partial X^2} + 2 \frac{\partial^2 \Psi}{\partial X \partial Y} + \left( \frac{\partial \Psi}{\partial Y} \right)^2 \right] \right] \text{ in } \Omega, \]
\[ \Psi = 0 \text{ on } \Gamma, \]  
(9)  

where \( T \) is the non-dimensional resultant shear stress given as follows
\[ T = \frac{1}{\kappa} \left[ \left( \frac{\partial \Psi}{\partial X} \right)^2 + \left( \frac{\partial \Psi}{\partial Y} \right)^2 \right] = \left[ \left( \frac{\partial \Psi}{\partial X} \right)^2 + \left( \frac{\partial \Psi}{\partial Y} \right)^2 \right]. \]  
(10)  
The non-dimensional torsional moment has the form
\[ \dot{M}_T = 2 \int_\Omega \Psi \, dX \, dY. \]  
(12)

For the torsion of the rod with a circular cross section, the stress function is only a function of polar coordinates, and Eq. (1) takes the form
\[ \frac{1}{\kappa} \frac{d}{dr} \left( \frac{r}{\kappa} \frac{d\psi}{dr} \right) = -2 \hat{\theta}, \quad 0 \leq r \leq a, \]  
(13)  
where \( a \) is the radius of the rod, and the secant shear modulus is given by
\[ \frac{1}{\kappa} = \frac{1}{c_0} \left[ 1 + \beta \frac{|d\psi|^n}{|d\psi|^n} \right]. \]  
(14)  
The stress is given by
\[ \tau = \frac{d\psi}{dr}. \]  
(15)  

Eq. (13) must be solved with the following boundary conditions
\[ \psi = 0 \text{ for } r = a, \]  
\[ \frac{d\psi}{dr} = 0 \text{ for } r = 0. \]  
(16)

After introducing the non-dimensional variables \( \psi \) and \( R = r/a \), Eq. (13) and the boundary conditions (16) take the forms
\[ \left( 1 + \kappa \cdot |d\Psi| \right) \frac{d^2\Psi}{dR^2} + \frac{1}{R} \frac{d\Psi}{dR} = -2 \hat{\theta} - \kappa \cdot n \cdot |d\Psi|^n \right] \frac{d^2\Psi}{dR^2} \text{ in } \Omega, \]  
\[ \Psi = 0 \text{ for } R = 1, \]  
\[ \frac{d\Psi}{dR} = 0 \text{ for } R = 0. \]  
(17)  

The non-dimensional torsional moment has the form
\[ \dot{M}_T = 4\pi \int_0^1 \Psi R \, dR. \]  
(19)

3. Application of meshless methods to solve direct and inverse problems

In the direct problem, the non-dimensional angle of twist \( \hat{\theta} \) and the non-dimensional material parameters \( \kappa \) and \( n \) are known. The problem lies in solving the non-linear differential equation (9) with boundary condition (10) or Eq. (17) with boundary condition (18) for the square or the cylindrical cross section of the rod, respectively.

Algorithm 1 – direct problem for the square cross section of the rod

Step 1. Choose the initial values for the parameters \( \kappa = 0 \) and \( n = 0 \).

Take \( j = 0 \) and solve a simple problem using the MFS method
\[ \nabla^2 \Psi_j = -2 \hat{\theta}, \quad (X, Y) \in \Omega, \]  
\[ \Psi_j(X, Y) = 0, \quad (X, Y) \in \Gamma_1, \]  
\[ \frac{\partial \Psi_j(X, Y)}{\partial n} = 0, \quad (X, Y) \in \Gamma_2, \]  
\[ \Psi_j(X, Y) = \sum_{i=1}^{N_i} c_i \ln \left( \sqrt{(X - X_i)^2 + (Y - Y_i)^2} \right) - \frac{\hat{\theta}}{2} (X^2 + Y^2). \]  
(20)

Remark. In the numerical experiment, the cross section of the bars can have an axis of symmetry. In such cases, it is convenient to consider some repeated elements of the cross section. On the axis of symmetry \( \Gamma_2 \) in the repeated element, one has the boundary condition with a normal derivative, and the other parts of the boundary \( \Gamma_1 \), have the Dirichlet boundary conditions.

Step 2. For known \( \kappa \), \( n \) values, the right-hand-side function can be approximated as
\[ f(X, Y) = \frac{1}{1 + \kappa} \left[ 2 \hat{\theta} + \kappa \cdot n \right] \nabla^2 \left[ \left( \frac{\partial \Psi}{\partial X} \right)^2 + \frac{\partial^2 \Psi}{\partial X^2} + 2 \frac{\partial^2 \Psi}{\partial X \partial Y} + \left( \frac{\partial \Psi}{\partial Y} \right)^2 \right]. \]
using the radial basis function and the monomials
\[ f(X, Y) \equiv \sum_{m=1}^{N_i} \alpha_m \hat{\Psi}_m(R_m) + \sum_{k=1}^{K} \beta_k \hat{\psi}_k(X, Y), \]  
(21)  

where \( \hat{R}_m = \sqrt{(X - X_m)^2 + (Y - Y_m)^2} \)
\[ \sum_{m=1}^{N_i} \alpha_m \hat{\Psi}_m(R_m) + \sum_{k=1}^{K} \beta_k \hat{\psi}_k(X, Y) = \hat{f}(X, Y), \quad l = 1, 2, \ldots, N_i, \]
\[ \sum_{m=1}^{N_i} \alpha_m \hat{\Psi}_m(X_m, Y_m) = 0, \quad k = 1, 2, \ldots, K. \]

Step 3. Calculate the particular solution
\[ \Psi_j^{11}(X, Y) = \sum_{m=1}^{N_i} \beta_m^{(i+1)} \hat{\Psi}_m(R_m) + \sum_{k=1}^{K} \beta_k^{(i+1)} \hat{\psi}_k(X, Y), \]  
(22)  

Step 4. Solve the homogenous problem
\[ \nabla^2 \Psi_j^{11}(X, Y) = 0, \quad (X, Y) \in \Omega, \]  
\[ \Psi_j^{11}(X, Y) = -\Psi_j^{11}(X, Y), \quad (X, Y) \in \Gamma_1, \]  
\[ \frac{\partial \Psi_j^{11}(X, Y)}{\partial n} = -\frac{\partial \Psi_j^{11}(X, Y)}{\partial n}, \quad (X, Y) \in \Gamma_2 \]
using the MFS method.
Step 5. Calculate the solution as a sum of the homogenous and the particular solutions

$$\Psi_{j+1}(X,Y) = \sum_{i=1}^{N_k} C_i^{(j+1)} \ln \left( \sqrt{(X-X_i)^2 + (Y-Y_i)^2} \right)$$

$$+ \sum_{m=1}^{N_l} C_m^{(j+1)} \hat{\psi}(\hat{R}_m) + \sum_{k=1}^{K} C_k^{(j+1)} \psi_k(X,Y).$$

(23)

Step 6. Evaluate $\Psi = \|\Psi_{j+1} - \Psi_j\|_2$.

If $\Psi \leq tol$, calculate $M_j(\hat{\theta},\kappa,n) = 2 \int_{0}^{1} \Psi_{j+1} \cdot dXdY$ and STOP.

Else, take $j = j + 1$ and go back to Step 2.

Algorithm 2 – direct problem for the circular cross section of the rod

Step 1. Choose the initial values for the parameters $\kappa = 0, n = 0$. Take $j = 0$ and solve the simple problem

$$\frac{d^2 \Psi_0}{dr^2} + \frac{1}{R} \frac{d \Psi_0}{dr} = -2\hat{\theta},$$

$$\Psi_0 = 0 \quad \text{for} \quad R = 1,$n $= 0,$
$$d^2 \Psi_0 \frac{dr^2}{dr} = 0 \quad \text{for} \quad R = 0,$$
$$\Psi_0 = \frac{\hat{\theta}}{2} (1 - R^2).$$

Step 2. Make a uniform distribution of the area with $N$ nodes $R_i = (i - 1)/(N - 1), i = 1, 2, \ldots, N$.

Step 3. For known $\kappa, n$, take $j = j + 1$ and solve the linear boundary value problem

$$\frac{d^2 \Psi_j}{dr^2} + \frac{1}{R} \frac{d \Psi_j}{dr} = -\left( 2\hat{\theta} + \kappa \cdot n \cdot \frac{d^2 \Psi_j}{dr^2} + \frac{d^3 \Psi_j}{dr^3} \right) \left( 1 + \kappa \cdot \frac{d^3 \Psi_j}{dr^3} \right)^{-1},$$

$$\Psi_j = 0, \quad R = 1,$n $= 0,$
$$\frac{d \Psi_j}{dr} = 0, \quad R = 0,$$

using the Kansa collocation method.

Step 4. Calculate the solution as a linear combination of the multiquadric functions

$$\Psi_j = \sum_{i=1}^{N} C_i^{(j)} \sqrt{(R - R_i)^2 + c^2},$$

where $c$ is the shape parameter.

Step 5. Evaluate $\Psi = \|\Psi_{j+1} - \Psi_j\|_2$.

If $\Psi \leq tol$, calculate $M_j = 4\pi \int_{0}^{1} \Psi dRdY$ and STOP.

Else, go back to Step 3.

In the inverse problem, the non-dimensional material parameters $\kappa$ and $n$ are unknown, but we know the non-dimensional torsional moment as a function of the non-dimensional angle of twist $M_t = M_t(\hat{\theta})$. To solve this problem for both the prismatic and the cylindrical cross sections of the rod, the Levenberg–Marquardt method can be used according to the following algorithm (Press et al., 1992).

Algorithm 3 – inverse problem for the square and the circular cross sections

Fig. 1. The non-dimensional torsional moment $M_t$ as a function of the non-dimensional angle of twist $\hat{\theta}$ for the square cross section of the rod and for two different values of parameters $\kappa, n$.

Fig. 2. The influence of the multi-quadric parameter $c$ on the accuracy of the approximate solution in the lower (black solid line) and upper (gray dashed line) range of $\hat{\theta}$ together with the number of Levenberg–Marquardt iterations (in brackets) ($N = N_c = 80, N_l = 100, s = 0.2$ and $\lambda_0 = 0.021195, n_0 = 3.447$).
Step 1. Choose an initial guess for the fitted parameters $\kappa = \kappa_0, n = n_0$ and the constants $h_\kappa, h_n$ subsequently used for the approximation of derivatives with the central finite differences.

Step 2. Compute $\varepsilon(\kappa, n)$ according to the following formula

$$\varepsilon(\kappa, n) = \sum_{i=1}^{N_c} [M_i(\bar{\theta}_i, \kappa, n) - \bar{M}_i]^2,$$

$$\frac{\partial \varepsilon(\kappa, n)}{\partial \kappa} = 2 \sum_{i=1}^{N_c} [M_i(\bar{\theta}_i, \kappa, n) - \bar{M}_i] 	imes \frac{M_i(\bar{\theta}_i + h_\kappa, \kappa, n) - M_i(\bar{\theta}_i, \kappa - h_\kappa, n)}{2 \cdot h_\kappa},$$

$$\frac{\partial \varepsilon(\kappa, n)}{\partial n} = 2 \sum_{i=1}^{N_c} [M_i(\bar{\theta}_i, \kappa, n) - \bar{M}_i] 	imes \frac{M_i(\bar{\theta}_i, \kappa, n + h_n) - M_i(\bar{\theta}_i, \kappa, n - h_n)}{2 \cdot h_n}.$$ 

Remark. This step requires solving the direct problem (Algorithm 1 or 2) $5N_c$ times.

Step 3. Pick a modest value for $\lambda$, e.g. $\lambda = 0.001$.

Step 4. Solve the linear system of equations

$$\begin{bmatrix} A_{1,1} & A_{1,2} \\ A_{2,1} & A_{2,2} \end{bmatrix} \begin{bmatrix} \delta \kappa \\ \delta n \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix},$$

Fig. 3. The influence of the number $N_c$ of the RBF functions on the accuracy of the approximate solution in the lower (black solid line) and upper (gray dashed line) range of $\theta$ together with the number of Levenberg–Marquardt iterations (in brackets) ($N_s = N_c = 80, c = 0.1, s = 0.2$ and $\kappa_0 = 0.021195, n_0 = 3.447$).

Fig. 4. The influence of the distance $s$ of the source points to the fictitious boundary on the accuracy of the approximate solution in the lower (black solid line) and upper (gray dashed line) range of $\theta$ together with the number of Levenberg–Marquardt iterations (in brackets) ($N_s = N_c = 80, N_i = 100, c = 0.1$ and $\kappa_0 = 0.021195, n_0 = 3.447$).

Fig. 5. The influence of the distance $d$ between the collocation points on the accuracy of the approximate solution in the lower (black solid line) and upper (gray dashed line) range of $\theta$ together with the number of Levenberg–Marquardt iterations (in brackets) ($N_s = 80, N_i = 100, c = 0.1, s = 0.2$ and $\kappa_0 = 0.021195, n_0 = 3.447$).
The identification of the material parameters ($\kappa = 0.023552997, n = 3.83$) for a square cross section of the rod in the lower range of $\phi$ for different number $N$ of data points and selected initial values $\eta_0, \eta_0 (N = Nc = 80, N = 100, c = 0.1, s = 0.2)$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\kappa$</th>
<th>$n$</th>
<th>$\delta_{\text{dK}}$</th>
<th>$\delta_{\text{dH}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.0232725</td>
<td>3.6385</td>
<td>3.8299999992</td>
<td>4.25e-11</td>
</tr>
<tr>
<td>30</td>
<td>0.0235529972</td>
<td>3.8299999999</td>
<td>8.20e-12</td>
<td>4.33e-12</td>
</tr>
<tr>
<td>60</td>
<td>0.0235529972</td>
<td>3.8299999999</td>
<td>4.00e-12</td>
<td>3.94e-13</td>
</tr>
</tbody>
</table>

$\kappa_0 = 0.021195, \eta_0 = 3.447$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\kappa$</th>
<th>$n$</th>
<th>$\delta_{\text{dK}}$</th>
<th>$\delta_{\text{dH}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.0235529972</td>
<td>3.8300000001</td>
<td>1.10e-11</td>
<td>4.95e-11</td>
</tr>
<tr>
<td>30</td>
<td>0.0235529972</td>
<td>3.8300000000</td>
<td>1.19e-11</td>
<td>6.29e-13</td>
</tr>
<tr>
<td>60</td>
<td>0.0235529972</td>
<td>3.8300000000</td>
<td>2.56e-13</td>
<td>5.98e-14</td>
</tr>
</tbody>
</table>

Step 7. If $\varepsilon(\kappa + \Delta \kappa, n + \Delta n) < \varepsilon(\kappa, n), \lambda = \lambda/10$, update the trial solution $\kappa = \kappa + \Delta \kappa, n = n + \Delta n$.

If $|\Delta \kappa| < 10^{-5}$ and $|\Delta n| < 10^{-5}$ STOP; Else, go back to Step 4.

Note that in the above algorithms we use the following notation: $N$ is the number of source points, $Nc$ is the number of interpolation points $(X, Y) \in \Omega$ and $K$ is the number of monomials. Subsequently, we denote by $N$ the number of collocation points $(X, Y) \in \Gamma$. Subsequently, we denote by $N$ the number of collocation points $(X, Y) \in \Gamma$. The source points are located on the fictitious contour similar to the boundary of the area at a given distance $s$. To interpolate the right hand side of the governing equations with the radial basis functions (RBF), the multiquadric function $\phi(r_m) = \sqrt{r_m^2 + c^2}$ is used with the shape factor $c$.

### 4. Numerical results

The first numerical experiment performed by the authors concerns a prismatic rod made of chrome-nickel steel, which is hard and is represented by the following $G_0 = 65.16$ MPa, $\beta = 2.1 \cdot 10^7$, $\tau_p = 300$ MPa, $n = 3.83$, and $\kappa = 0.023552997$ (Fig. 1(a)). In the second numerical experiment, we choose the material with the following parameter values $n = 5$, and $\kappa = 0.005$ (Fig. 1(b)). Subsequently, we analyze the properties of the methods proposed in the paper on the basis of the numerical results obtained for chrome-nickel steel.

Consider the prismatic rod with the square cross section. For the given parameters $\kappa, n$, the non-dimensional torsional moment $M_T = M_T(\theta)$ is first approximated as a function of the non-dimensional angle of twist $\theta$ using Algorithm 1 (see Fig. 1(a)). The obtained results $\{M_T, \theta\}_{i=1}^{Nc}$, where $Nc$ denotes the number of data points, are used as input data for the inverse problem to determine the non-dimensional material parameters $\kappa$ and $n$ with Algorithm 3. For subsequent values of $\kappa$ and $n$, in step 2 of Algorithm 3, the value of $M_T(\theta, \kappa, n)$ in (24) is calculated with Algorithm 1. The derivatives $\frac{\partial M_T}{\partial \kappa}$, $\frac{\partial M_T}{\partial n}$ are approximated with the central finite differences for $h_k = 0.001$ and $h_n = 0.005$. For the comparison reasons we consider two different sets of the data points $(M_T, \theta)$ corresponding to two appropriate ranges of the angle of twist $\theta$. The first one (hereinafter referred to as the lower range) relates to $\theta \in [0, 1.5]$ and it features a nearly linear relationship between the angle of twist and the torsional moment. The second one (referred to as the upper range) relates to $\theta \in [1.0, 2.5]$ and it features a nonlinear characteristics (see also Fig. 1(a)). The material parameters $\kappa$ and $n$ are identified in each range considered for $Nc = [15, 30, 60]$, respectively.

First we study the influence of the MFS and MPS parameters on the accuracy of the numerical solutions. We choose a representa-
The non-dimensional torsional moment $\tilde{M}_T$ as a function of the non-dimensional angle of twist $\tilde{\theta}$ for the cylindrical cross section of the rod for four different values of parameters $\kappa, n$.

Table

<table>
<thead>
<tr>
<th>$N_e$</th>
<th>Iteration</th>
<th>$\kappa$</th>
<th>$n$</th>
<th>$\delta_{rel}^{\kappa}$</th>
<th>$\delta_{rel}^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0223725, $n_0 = 3.6385$</td>
<td>15 5</td>
<td>0.023580302</td>
<td>3.83102365</td>
<td>1.16E-03</td>
<td>2.67E-04</td>
</tr>
<tr>
<td>15 9</td>
<td>0.023573018</td>
<td>3.83100515</td>
<td>8.50E-04</td>
<td>2.62E-04</td>
<td></td>
</tr>
<tr>
<td>45 12</td>
<td>0.023560753</td>
<td>3.829379</td>
<td>3.29E-04</td>
<td>1.62E-04</td>
<td></td>
</tr>
<tr>
<td>60 12</td>
<td>0.023558322</td>
<td>3.83073284</td>
<td>2.26E-04</td>
<td>1.91E-04</td>
<td></td>
</tr>
<tr>
<td>0.023580302, $n_0 = 3.447$</td>
<td>15 5</td>
<td>0.023580357</td>
<td>3.83033308</td>
<td>1.16E-03</td>
<td>8.70E-05</td>
</tr>
<tr>
<td>30 6</td>
<td>0.023552997</td>
<td>3.83</td>
<td>1.16E-10</td>
<td>1.42E-13</td>
<td></td>
</tr>
<tr>
<td>45 8</td>
<td>0.023584659</td>
<td>3.82974971</td>
<td>1.34E-03</td>
<td>6.35E-05</td>
<td></td>
</tr>
<tr>
<td>60 10</td>
<td>0.023552997</td>
<td>3.83</td>
<td>1.00E-11</td>
<td>2.10E-11</td>
<td></td>
</tr>
<tr>
<td>0.023580302, $n_0 = 3.0$</td>
<td>15 5</td>
<td>0.023593588</td>
<td>3.00198089</td>
<td>4.26E-01</td>
<td>2.16E-01</td>
</tr>
<tr>
<td>30 9</td>
<td>0.034471288</td>
<td>2.93921204</td>
<td>4.64E-01</td>
<td>2.33E-01</td>
<td></td>
</tr>
<tr>
<td>45 18</td>
<td>0.033568516</td>
<td>2.98532579</td>
<td>4.25E-01</td>
<td>2.21E-01</td>
<td></td>
</tr>
<tr>
<td>60 6</td>
<td>0.034853126</td>
<td>2.91302017</td>
<td>4.80E-01</td>
<td>2.39E-01</td>
<td></td>
</tr>
<tr>
<td>0.023580302, $n_0 = 4.0$</td>
<td>15 5</td>
<td>0.023552997</td>
<td>3.83000003</td>
<td>3.30E-08</td>
<td>7.13E-09</td>
</tr>
<tr>
<td>30 11</td>
<td>0.023533189</td>
<td>3.83210575</td>
<td>8.41E-04</td>
<td>5.50E-04</td>
<td></td>
</tr>
<tr>
<td>45 26</td>
<td>0.03497404</td>
<td>3.83284157</td>
<td>2.36E-03</td>
<td>7.42E-04</td>
<td></td>
</tr>
<tr>
<td>60 32</td>
<td>0.023552996</td>
<td>3.83000003</td>
<td>3.30E-08</td>
<td>7.13E-09</td>
<td></td>
</tr>
<tr>
<td>0.023580302, $n_0 = 5.0$</td>
<td>15 5</td>
<td>0.023552997</td>
<td>3.83000002</td>
<td>1.69E-08</td>
<td>5.42E-09</td>
</tr>
<tr>
<td>30 25</td>
<td>0.023552997</td>
<td>3.83000002</td>
<td>1.73E-08</td>
<td>4.38E-09</td>
<td></td>
</tr>
<tr>
<td>45 48</td>
<td>0.023552997</td>
<td>3.83000002</td>
<td>2.15E-08</td>
<td>5.49E-09</td>
<td></td>
</tr>
<tr>
<td>60 32</td>
<td>0.023552997</td>
<td>3.83000002</td>
<td>2.40E-08</td>
<td>5.02E-09</td>
<td></td>
</tr>
</tbody>
</table>

The influence of the shape parameter $c$ in the Kansa method on the accuracy of the approximate solution for the cylindrical cross section of the rod ($N = 11$, $N_e = 21$, $k_0 = 0.01$, $n_0 = 5.0$).
The higher accuracy is also possible if we use more data points in the Levenberg–Marquardt iteration procedure (see also Tables 1 and 2). In Tables 1 and 2 we consider the identification of the material parameters \( \kappa, n \) for different numbers \( N \) of data points and selected initial values \( \kappa_0, n_0 \) in the lower and the upper range of \( \theta \), respectively. As we could expect, the greater number of \( N \) causes the increase of the numerical results accuracy with virtually constant number of iterations: more iterations is required only in the case of selected experiments in the upper range of \( \theta \). Finally, we examine the influence of the random noise of data points on the accuracy of the identification process. As we can observe in Tables 3 and 4, the method proposed in the paper is stable and a small number of iterations is required. The higher accuracy can be observed for the greater number \( N \) of the data points used.

For the cylindrical cross section, all numerical experiments are performed for \( N = 20 \) nodes and \( c = 0.2 \). At the beginning, for four different pairs of coefficients \( \kappa, n \), the direct problem for the circular cross section of the rod has been solved, and the results are shown in Fig. 6. The angle of twist per unit length \( \theta \) in the range of \( 0.1–1.5 \) of the direct problem, which determined the results of the torque \( M_T = M_T(\theta) \), is similar for different pairs of \( (\kappa, n) \). Therefore, when solving the inverse problem, the coefficients \( \kappa, n \) are obtained using the inverse procedure where the coefficients \( \kappa, n \) are selected so that \( \bar{\theta} \) is in the range of \([1.5,3.0]\).

A numerical-experiment identification of the coefficients \( \kappa, n \) has been performed for different numbers of known pairs \( (M_T, \bar{\theta}) \) and various initial values of \( \kappa_0, n_0 \). The input data \( (M_T, \bar{\theta}) \) have been generated by solving a direct problem (Algorithm 2) for given values of \( \kappa = 0.023552997 \) and \( n = 3.83 \) (chrome-nickel steel). The values of twist angles were determined using the formula \( \theta = 1.5 + (i – 1) \times 1.5 / N \), where \( N = \{15, 30, 45, 60\} \). Table 5 shows the results for five various pairs of the initial values \( (\kappa_0, n_0) \) for the Levenberg–Marquardt method, i.e., \( (\kappa_0 = 0.0223725, n_0 = 3.6385), (\kappa_0 = 0.1, n_0 = 3.4477), (\kappa_0 = 0.1, n_0 = 3.0), (\kappa_0 = 0.01, n_0 = 4.0) \) and \( (\kappa_0 = 0.01, n_0 = 5.0) \). It can be observed that the convergence for the expected value of the identified parameters was not achieved in all examples. The convergence of the method affects both the initial value of \( \kappa_0, n_0 \) and the number of data \( N \). Consider the influence of the Kansa method parameters on the accuracy of the inverse solutions presented in Figs. 7 and 8. We can see that the smallest values of the relative errors \( \delta_{rel} \kappa \) and \( \delta_{rel} n \) for a given elastoplastic problem are obtained for \( N = 21 \) (Fig. 7) and for \( N = 11 \) (Fig. 8). Table 6 shows the influence of the random noise of data of identification of the material parameters \( n = 3.83, \kappa = 0.023552997 \) for \( N = 21 \) with, \( \kappa_0 = 0.01 \) and \( n_0 = 5.0 \). With the increase of noise of the data, identification of the material parameters deteriorates. However, the effect of random noise of data on the results of the identification is insignificant.

5. Conclusions

A new inverse method to determine the elastoplastic properties of materials that were described by the Ramberg–Osgood stress–strain relation is proposed. In such stress–strain relation, there is an identical formula for the elastic and the elastoplastic regions, which permits an identical governing equation to be applied throughout the cross section. The algorithm is based on the knowledge of some couplings of the torsional moment and the angle of twist \( \{M_T, \bar{\theta}\} \), which allows one to obtain the non-dimensional material parameters \( \kappa \) and \( n \) in the Ramberg–Osgood’s equation. In the proposed inverse method, the Leveberg-Marquardt iteration is used, which requires solving the direct problem at each iteration. The direct non-linear torsion problem is solved using Picard iteration procedure. For the prismatic cross section of the rod, at each iteration step, the method of fundamental solution and the method of particular solution are used. Particular solutions are obtained using the radial basis function. For the cylindrical cross section of the rod, the Kansa method is used at each iteration step. In both cases, the propose algorithms are easy to implement and can be used for complicated geometry because they are mesh-free. The Leveberg-Marquardt iteration method with the MFS (square rod) is always quickly convergent, and the Kansa method (circular rod) does not always guarantee a convergence to the expected results.
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