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#### Abstract

In this paper, we show that if $\left(u_{n}\right)_{n \geqslant 1}$ is a Lucas sequence, then the Diophantine equation $u_{n} \cdot u_{n+1} \cdots \cdot u_{n+k}=y^{m}$ in integers $n \geqslant 1, k \geqslant 1, m \geqslant 2$ and $y$ with $|y|>1$ has only finitely many solutions. We also determine all such solutions when $\left(u_{n}\right)_{n \geqslant 1}$ is the sequence of Fibonacci numbers and when $u_{n}=\left(x^{n}-1\right) /(x-1)$ for all $n \geqslant 1$ with some integer $x>1$. © 2004 Elsevier Inc. All rights reserved.
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## 1. Introduction

There are several papers in the literature dealing with Diophantine equations involving powers in products of consecutive integers, or in products of consecutive terms in arithmetic progressions. For example, Erdős and Selfridge [6] showed that a product of at least two consecutive integers is never a perfect power. For a survey, see [17].

In this paper, we address a similar question when the product of consecutive terms in arithmetic progressions is replaced by the product of terms in Lucas sequences

[^0]whose indices form an arithmetic progression. To fix the notations and terminology, we assume that $r$ and $s$ are nonzero integers with $\Delta=r^{2}+4 s \neq 0$, put $\ell=\operatorname{gcd}(r, s)$, let $\alpha$ and $\beta$ be the two roots of the equation $x^{2}-r x-s=0$, with the convention that $|\alpha| \geqslant|\beta|$ and write $\left(u_{n}\right)_{n} \geqslant 0$ and $\left(v_{n}\right)_{n} \geqslant 0$ for the Lucas sequences of first and second kind, respectively, of general terms
\[

$$
\begin{equation*}
u_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta} \quad \text { for all } n \geqslant 0 \tag{1.1}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
v_{n}=\alpha^{n}+\beta^{n} \quad \text { for all } n \geqslant 0 . \tag{1.2}
\end{equation*}
$$

The sequences $\left(u_{n}\right)_{n \geqslant 0}$ and $\left(v_{n}\right)_{n \geqslant 0}$ have $u_{0}=0, u_{1}=1, v_{0}=2$ and $v_{1}=r$ and they both satisfy the recurrence relation $u_{n+2}=r u_{n+1}+s u_{n}$ and $v_{n+2}=r v_{n+1}+s v_{n}$ for all $n \geqslant 0$. We shall also assume that these sequences are nondegenerate, i.e., that $\alpha / \beta$ is not a root of unity. In general, when dealing with such sequences one also assumes that $\ell=1$ (i.e., that $r$ and $s$ are coprime), but for our purpose we shall not need to impose this restriction. Examples of such sequences which have received considerable interest are when $(r, s)=(1,1)$ for which the resulting sequences $\left(u_{n}\right)_{n} \geqslant 0$ and $\left(v_{n}\right)_{n} \geqslant 0$ are the sequences of Fibonacci and Lucas numbers denoted from here on by $\left(F_{n}\right)_{n} \geqslant 0$ and $\left(L_{n}\right)_{n} \geqslant 0$, respectively, and when $(r, s)=(x+1,-x)$ with some positive integer $x>1$, for which the corresponding general terms of the Lucas sequences of the first and second kind are

$$
u_{n}=\frac{x^{n}-1}{x-1} \quad \text { and } \quad v_{n}=x^{n}+1 \quad \text { for all } n \geqslant 0
$$

respectively.
Closely related to the Lucas sequences are the Lehmer sequences. Given nonzero integers $r>0$ and $s$ such that $r+4 s \neq 0$, let $\gamma$ and $\delta$ be the two roots of the quadratic equation $x^{2}-\sqrt{r} x-s=0$. Then the Lehmer sequence of roots $\gamma$ and $\delta$ is the sequence of general term

$$
w_{n}= \begin{cases}\frac{\gamma^{n}-\delta^{n}}{\gamma-\delta} & \text { if } n \equiv 1(\bmod 2) \\ \frac{\gamma^{n}-\delta^{n}}{\gamma^{2}-\delta^{2}} & \text { if } n \equiv 0(\bmod 2)\end{cases}
$$

The number $w_{n}$ is an integer for all $n \geqslant 0$. We assume that $\gamma / \delta$ is not a root of 1 , but we do not assume that $r$ and $s$ are coprime.
For an integer $k$ we write $P(k)$ for the largest prime divisor of $k$ with the convention that $P(0)=P( \pm 1)=1$. We suppose throughout the paper that $n, d, k, m$ and $y$ are positive integers with $m \geqslant 2, \operatorname{gcd}(n, d)=1$ and $y>1$ and that $b$ is a nonzero integer. We put

$$
f(k, d)=\left\{\begin{aligned}
2 k & \text { if } d>1 \\
k & \text { if } d=1
\end{aligned}\right.
$$

We consider the Diophantine equations

$$
\begin{equation*}
u_{n} u_{n+d} \ldots u_{n+(k-1) d}=b y^{m} \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{n} v_{n+d} \ldots v_{n+(k-1) d}=b y^{m} \tag{1.4}
\end{equation*}
$$

in unknowns ( $n, d, k, b, y, m$ ). Arithmetic properties with products of consecutive terms in binary recurrences were investigated in [15]. For a given $b$, it follows from results proved independently by Pethö [12] and Shorey and Stewart [18], that either one of Eqs. (1.3) and (1.4) with $k=1$ or 2 implies that $n, d, y$ and $m$ are bounded by an effectively computable number depending only on $r, s$ and $b$. In fact, the preceding assertion with $b$ composed only of primes from a given finite set follows from the result of Pethö. For $k \geqslant 3$ we prove the following result.

Theorem 1. Assume that $k \geqslant 3$.
(i) Eq. (1.3) with $P(b) \leqslant f(k, d)$ implies that $k$ is bounded by an effectively computable number depending only on the sequence $\left(u_{n}\right)_{n} \geqslant 0$.
(ii) Let $P \geqslant 1$. Then Eq. (1.3) with $P(b) \leqslant P$ implies that

$$
\max \{n, d, k,|b|, y, m\}<c_{1},
$$

where $c_{1}$ is an effectively computable number depending only on $r$, s and $P$.
(iii) Assertions (i) and (ii) with the sequence $\left(u_{n}\right)_{n} \geqslant 0$ replaced either by the sequence $\left(v_{n}\right)_{n} \geqslant 0$ or $\left(w_{n}\right)_{n \geqslant 0}$ are also valid.

Here are some particular instances of Theorem 1. We begin with $u_{n}=F_{n}$. A longstanding conjecture that $F_{n}$ is a perfect power only when $n=0,1,2,6$ and 12 has been recently confirmed by Bugeaud et al. [4]. We prove the following result.

Theorem 2. Eq. (1.3) with $u_{n}=F_{n}, n>1, b=1$ and $k \geqslant 2$ is not possible.
In particular, a nonzero product of two or more consecutive Fibonacci numbers is never a perfect power except for the trivial case $F_{1} \cdot F_{2}=1$.

Theorem 3. Let $x>1$ be an integer. Then Eq. (1.3) with $(r, s)=(x+1,-x)$, for which

$$
u_{n}=\frac{x^{n}-1}{x-1} \quad \text { for all } n \geqslant 0
$$

$b=1, n>1, k \geqslant 2$ and $d$ odd does not hold.
We note that the sequence $\left(u_{n}\right)_{n \geqslant 0}$ appearing in the statement of Theorem 3 is the sequence of all the rep-units in base $x$, namely the sequence consisting of 0 together will all positive integers whose base $x$ representation consists of a string of 1 's.

We recall that the Diophantine equation from Theorem 3 with $k=1, x>1, n>2$, and $m>2$ is still unsolved, although several particular instances of this equation have been dealt with (see the survey papers $[3,16]$ ).

Throughout the proofs, $c_{2}, c_{3}, \ldots$ are effectively computable constants larger than 1 which depend only on the initial data. For a real number $x>1$ we use $\log x$ for the natural logarithm of $x$ and $\pi(x)$ for the number of prime numbers $p \leqslant x$. For a nonzero integer $k$ and a prime number $p$ we write $\operatorname{ord}_{p}(k)$ for the exact order at which $p$ appears in the factorization in prime factors of $k$. For two positive integers $m$ and $n$ we write either $\operatorname{gcd}(m, n)$ or $(m, n)$ for the greatest common divisor of $m$ and $n$.

## 2. The proof of Theorem 1.1

We shall prove this theorem only for the case of the Lucas sequence of the first kind $\left(u_{n}\right)_{n \geqslant 0}$ as the proofs for the cases of the Lucas sequence $\left(v_{n}\right)_{n} \geqslant 0$ or the Lehmer sequence $\left(w_{n}\right)_{n} \geqslant 0$ are entirely similar. In order to simplify the presentation, we shall first assume that $\ell=1$ and we shall treat the general case later. There are three well-known properties of the Lucas sequence $\left(u_{n}\right)_{n} \geqslant 0$ which we will use, namely:
(a) $\operatorname{gcd}\left(u_{m}, u_{n}\right)=u_{(m, n)}$.
(b) If $m \mid n$ and $p$ is a prime dividing $\operatorname{gcd}\left(u_{m}, u_{n} / u_{m}\right)$, then $p$ divides $n / m$.
(c) If $n>30$, then there exists a prime factor $p$ of $u_{n}$ which does not divide either $\Delta$ or $u_{m}$ for any positive integer $m<n$. Such a prime $p$ is always congruent to $\pm 1$ modulo $n$ (see [1]).
We shall assume that $k>c_{2}=\max \{30, P(\Delta)\}$ and we shall write $Q=P(n(n+d)$ $\cdot \ldots \cdot(n+(k-1) d))$. We distinguish two cases:
Case 1: Assume that either $d>1$, or $d=1$ but $n \geqslant k+1$.
When $d=1$, then $Q>k>c_{2}$ by a theorem of Sylvester. When $d>1$, then the same inequality holds except when $(n, d, k)=(2,7,3)$ by a result from [20]. Since we are assuming that $k>c_{2} \geqslant 30$, it follows that the inequality $Q>k$ always holds. We write $i$ for the unique positive integer in the interval $[0, k-1]$ such that $Q \mid(n+i d)$ and we write $v$ for $\operatorname{ord}_{Q}(n+i d)$. Thus, $n+i d=Q_{1} \cdot m_{i}$, with $Q_{1}=Q^{v}$ and $P\left(m_{i}\right)<Q$. We rewrite Eq. (1.3) as

$$
u_{Q_{1}} \cdot M_{1}=b y^{m}
$$

where

$$
\begin{equation*}
M_{1}=\frac{u_{n+i d}}{u_{Q_{1}}} \cdot \prod_{\substack{j \in[0, k-1] \\ j \neq i}} u_{n+j d} \tag{2.1}
\end{equation*}
$$

We now show that $\operatorname{gcd}\left(u_{Q_{1}}, M_{1}\right)=1$. In order to prove this, we first look at the prime factors of $\operatorname{gcd}\left(u_{Q_{1}}, u_{n+i d} / u_{Q_{1}}\right)$. By (b) above, these numbers divide $(n+i d) / Q_{1}=m_{i}$. Since $Q_{1}$ is a power of $Q>P(\Delta)$ and $Q$ is odd, it follows, by (c) above, that all the prime divisors of $u_{Q_{1}}$ are congruent to $\pm 1$ modulo $2 Q_{1}$. In particular, either $u_{Q_{1}}= \pm 1$, or any prime divisor of $u_{Q_{1}}$ is at least $2 Q_{1}-1>P\left(m_{i}\right)$. The instance $u_{Q_{1}}= \pm 1$ is impossible by (c) above when $Q_{1} \geqslant Q>30$. We now look at $\operatorname{gcd}\left(u_{Q_{1}}, u_{n+j d}\right)$ for $j \neq i$. By (a) above, this number equals $u_{\left(Q_{1}, n+j d\right)}$. However, since $j \neq i$, we have
that $P(n+j d)<Q$, therefore $\operatorname{gcd}\left(Q_{1}, n+j d\right)=1$. Thus, $\operatorname{gcd}\left(u_{Q_{1}}, u_{n+j d}\right)=u_{1}=1$ for $j \neq i$. Now Eq. (2.1) together with the fact that any prime divisor $p$ of $u_{Q_{1}}$ satisfies $p \geqslant 2 Q_{1}-1 \geqslant 2(k+1)-1>2 k$ implies that if either condition (i) or (ii) is satisfied and $k>P / 2$, then equation $u_{Q_{1}}= \pm y_{1}^{m}$ holds with some integer $y_{1} \geqslant 1$. From [19, Corollary 9.2, p. 152], we obtain that $Q_{1}<c_{3}$. Since $k<Q \leqslant Q_{1}<c_{3}$, we have obtained that $k<c_{3}$. This proves (i) for this case as well as the fact that $k$ is bounded in this case and in instance (ii).

Case 2: Assume that $d=1$ and that $n \leqslant k$.
In this case, $n(n+1) \ldots(n+k-1)$ is a multiple of $k$ !. By Bertrand's postulate, there exists a prime number $p$ in the interval $[k / 2, k]$. Since we are assuming that $k>30$, we can infer even more, namely that there exists a prime number in the interval $[2 k / 3, k]$. Indeed, this assertion is equivalent to the fact that $\pi(k)-\pi(2 k / 3) \geqslant 1$ holds for $k \geqslant 30$. From [14, Theorem 2], we know that the inequality

$$
\begin{equation*}
\frac{x}{\log x-0.5}<\pi(x)<\frac{x}{\log x-1.5} \tag{2.2}
\end{equation*}
$$

holds for all $x>67$. We checked that the inequality

$$
\frac{x}{\log x-0.5}-\frac{(2 x / 3)}{\log (2 x / 3)-1.5}>1
$$

holds for all $x>150$, which implies that the interval $[2 x / 3, x]$ contains a prime number whenever $x>150$. This is also true for $x \in[30,150]$ and in this range the above assertion can be checked by hand.

Thus, we know that $Q \geqslant 2 k / 3$. If there exists only one index $i \in[0, k-1]$ such that $Q \mid(n+i)$, then the argument from Case 1 shows that $k$ is bounded in either instance (i) or (ii). Assume therefore that $i_{1}<i_{2}$ are in [ $0, k-1$ ] and have the property that both $n+i_{1}$ and $n+i_{2}$ are multiples of $Q$. It is clear that $i_{2}=i_{1}+Q$. Write $n+i_{1}=Q m_{i_{1}}$ and $n+i_{2}=Q\left(m_{i_{1}}+1\right)$. Then $Q\left(m_{i_{1}}+1\right) \leqslant n+k-1 \leqslant 2 k-1$, therefore $2 \leqslant m_{i_{1}}+1 \leqslant \frac{(2 k-1)}{Q} \leqslant \frac{3(2 k-1)}{2 k}<3$. Thus, $m_{i_{1}}=1$. We therefore get $n+i_{1}=Q$ and $n+i_{2}=2 Q$. Hence, $u_{n+i_{2}}=u_{2 Q}=u_{Q} \cdot v_{Q}$. We rewrite Eq. (1.3) as

$$
\begin{equation*}
\frac{v_{Q}}{v_{1}} \cdot v_{1} \cdot u_{Q}^{2} \cdot \prod_{\substack{j \in[0, k-1] \\ j \neq i_{1}, i_{2}}} u_{n+j}=b y^{m} \tag{2.3}
\end{equation*}
$$

One proves easily that $v_{Q} / v_{1}$ is always odd for $Q>3$, that $\operatorname{gcd}\left(v_{Q} / v_{1}, v_{1}\right)=Q$ or 1 according to whether $Q \mid v_{1}$ or not, and that $\operatorname{gcd}\left(v_{Q} / v_{1}, u_{n+j}\right)=1$ holds whenever $j \neq i_{1}, i_{2}$ is in [0,k-1]. Assuming now that $Q$ does not divide $v_{1}=r$ (this can be arranged say if $2 k / 3>P(r)$, or, equivalently, if $k>c_{4}=3 P(r) / 2$ ), we then get that Eq. (2.3) together with the fact that every prime divisor of $v_{Q} / v_{1}$ is $\geqslant 2 Q-1 \geqslant 4 k / 3-1>k$ imply that

$$
v_{Q} / v_{1}= \pm y_{1}^{m}
$$

holds with some positive integer $y_{1} \geqslant 1$. From [19, Corollary 9.2, p. 152], we obtain that $Q<c_{3}$, and since $2 k / 3 \leqslant Q<c_{3}$, we get that $k<c_{5}=3 c_{3} / 2$. This completes the proof of (i).

To complete the proof of (ii), assume that $P$ is a given constant and that Eq. (1.3) holds with some integer $b$ such that $P(b) \leqslant P$. By the above arguments, it follows that both $k<c_{6}$ and $P(n(n+d) \ldots(n+(k-1) d))<c_{6}$ hold with an effectively computable constant $c_{6}$ depending on $r, s$ and $P$. We assume, of course, that $c_{6}>P$. Let $\mathcal{S}=\left\{n \geqslant 1 \mid P(n)<c_{6}\right\}$. We recall that $k \geqslant 3$. We now claim that there exists a computable constant $c_{7}$ such that if $n(n+d)(n+2 d) \in \mathcal{S}$ then $\max \{n, d\}<c_{7}$. Indeed, the relation $n(n+d)(n+2 d) \in \mathcal{S}$ together with the fact that $n$ and $d$ are coprime implies that the three positive integers $x=n, y=n+d$ and $z=n+2 d$ have $\operatorname{gcd}(x, y)=\operatorname{gcd}(y, z)=1, \operatorname{gcd}(x, z) \mid 2,2 y=x+z$ and $x, y, z \in \mathcal{S}$. This last equation is an $S$-unit equation and it is well-known that this equation has only finitely many effectively computable such solutions ( $x, y, z$ ). Since $3 \leqslant k \leqslant c_{6}$ it follows that $\max \{n, d, k\}<c_{7}$ holds with some effectively computable constant $c_{7}$, which together with the fact that $y>1$ implies that $|b|, m$ and $y$ are also bounded by an effectively computable constant.

Assume now that $\ell>1$, suppose that $k$ satisfies $k>\max \{30, P(\Delta), 3 P(r) / 2, P(\ell)\}$ and write $\ell_{1}=\operatorname{gcd}\left(r^{2}, s\right)$. Notice that every prime number dividing $\ell_{1}$ divides $\ell$ as well. Put $r_{1}=r / \sqrt{\ell}_{1}, s_{1}=s / \ell_{1}$ and put $\alpha_{1}$ and $\beta_{1}$ for the roots of the quadratic equation $x^{2}-r_{1} x-s_{1}=0$ with the convention that $\left|\alpha_{1}\right| \geqslant\left|\beta_{1}\right|$. Clearly, $\alpha_{1}=\alpha / \sqrt{\ell_{1}}$ and $\beta_{1}=\beta / \sqrt{\ell_{1}}$. Moreover, notice that $s_{1} \in \mathbf{Z}$ and $r_{1}^{2}=r^{2} / \ell_{1} \in \mathbf{Z}$. Write $\left(w_{n}\right)_{n} \geqslant 0$ for the sequence of Lehmer numbers of roots $\alpha_{1}$ and $\beta_{1}$ whose general term is given by

$$
w_{n}= \begin{cases}\frac{\alpha_{1}^{n}-\beta_{1}^{n}}{\alpha_{1}-\beta_{1}} & \text { if } n \equiv 1(\bmod 2)  \tag{2.4}\\ \frac{\alpha_{1}^{n}-\beta_{1}^{n}}{\alpha_{1}^{2}-\beta_{1}^{2}} & \text { if } n \equiv 0(\bmod 2)\end{cases}
$$

It is well-known that $w_{n}$ is an integer for all $n \geqslant 0$. Moreover (see [19, Lemma A.10]), the two ideals $\left[\alpha_{1}^{2}\right]=\left[\alpha^{2} / \ell_{1}\right]$ and $\left[\beta_{1}^{2}\right]=\left[\beta^{2} / \ell_{1}\right]$ are coprime in $\mathcal{O}_{\mathbf{K}}$ where $\mathbf{K}=\mathbf{Q}[\alpha]$. It is also easy to see that the formula

$$
u_{n}=\left\{\begin{align*}
\ell^{\lfloor n / 2\rfloor} w_{n} & \text { if } n \equiv 1(\bmod 2),  \tag{2.5}\\
r \ell^{\lfloor n / 2\rfloor-1} w_{n} & \text { if } n \equiv 0(\bmod 2),
\end{align*}\right.
$$

holds for all $n \geqslant 0$. Since we are assuming that $k>\max \{P(\ell), 3 P(r) / 2\}$, it follows that every solution of Eq. (1.3) leads to a solution of

$$
\begin{equation*}
w_{n} w_{n+d} \cdot \ldots \cdot w_{n+(k-1) d}=b_{1} y^{m} \tag{2.6}
\end{equation*}
$$

with the same value of $y$ and with some different nonzero integer $b_{1}$ satisfying $P\left(b_{1}\right) \leqslant f(k, d)$. The sequence $\left(w_{n}\right)_{n} \geqslant 0$ enjoys the same divisibility properties as the

Lucas sequence of the first kind and its $n$th term has primitive divisors for $n>30$ by the result from [1]. Moreover, since the ideals $\left[\alpha_{1}^{2}\right]$ and $\left[\beta_{1}^{2}\right]$ are coprime in $\mathcal{O}_{\mathbf{K}}$, one may now employ the same arguments as the ones used in the proof of the case in which $\ell=1$ to conclude that both (i) and (ii) hold in this instance as well.

The proofs for the cases of the sequences $\left(v_{n}\right)_{n} \geqslant 0$ and $\left(w_{n}\right)_{n \geqslant 0}$ are entirely similar and we give no further details here. Theorem 1 is therefore proved.

Remark 1. Note that the condition $k>P(\Delta)$ appearing in the above arguments can be relaxed in the following sense. There exists a constant $k_{0}$ which depends only on $\omega(\Delta)$ such that if $k>k_{0}$, then Eq. (1.3) with $P(b) \leqslant k$ implies that there exists a prime number $Q$ (with $Q>k$ if $d>1$, or $n \geqslant k+1$ and $Q>2 k / 3$ otherwise) and which does not divide $\Delta$, such that the equation $u_{Q_{1}}= \pm y_{1}^{m}$ holds with $Q_{1}$ a power of $Q$ and some positive integer $y_{1}$. Indeed, a close analysis of our arguments shows that the only relevant feature of our choice of the number $Q=P(n(n+d) \ldots(n+(k-1) d))$ is that $Q>k$ and that $Q$ does not divide $\Delta$. Assume that $d>1$. Then a recent result from [8] confirming a conjecture of Moree from [11] shows that the inequality $\omega(n(n+d) \ldots(n+(k-1) d))>\pi(2 k)-1$ holds save for the exceptional triple $(n, d, k)=$ $(1,3,10)$. In particular, imposing that $k>k_{0}$ where $k_{0}$ is the smallest solution to the inequality $\pi(2 k)-\pi(k)-1>\omega(\Delta)$, it follows that up to the above exception Eq. (1.3) with such a value of $k$ will lead to an equation of the form $u_{Q_{1}}= \pm y_{1}^{m}$ with $Q_{1}$ a power of some prime $Q>k$ and some positive integer $y_{1}$ (which could be 1 and then $u_{Q_{1}}$ will have no primitive divisors). A similar argument can be employed in the case when $d=1$ and $n \geqslant k+1$ by a result from [7] where it is shown that the inequality $\omega(n(n+1) \ldots(n+k-1))>\pi(k)+\lfloor 3 \pi(k) / 4\rfloor-1$ holds for all $n \geqslant k+1$ with finitely many exceptions ( $n, k$ ) which are all explicitly known. Such observations can be useful when trying to find all the solutions of an equation like (1.3) with an explicitly given sequence $\left(u_{n}\right)_{n} \geqslant 0$. We also offer the following conjecture.

Conjecture 1. Let $\left(u_{n}\right)_{n \geqslant 0}$ be a Lucas sequence of the first kind. Then the Diophantine equation

$$
\begin{equation*}
u_{n} u_{n+d} \cdot \ldots \cdot u_{n+(k-1) d}=b y^{m} \tag{1.5}
\end{equation*}
$$

in integer unknowns ( $n, d, k, b, y, m$ ) with $n \geqslant 1, d \geqslant 1$ and coprime to $n, k \geqslant 1, m \geqslant 2$, $y>1$, and $P(b) \leqslant k$ implies that $k$ is bounded by an absolute constant. A similar conjecture can be made for the sequences $\left(v_{n}\right)_{n \geqslant 0}$ and $\left(w_{n}\right)_{n \geqslant 0}$.

Remark 2. We note that the conclusion of Theorem 1 remains valid if we replace the assumption that $\operatorname{gcd}(n, d)=1$ by the assumption that $\operatorname{gcd}(n, d)$ is bounded by a fixed constant.

## 3. The proof of Theorem 2

Just to eliminate the small solutions, we used Mathematica to show that

$$
\begin{equation*}
F_{n} \ldots F_{n+(k-1) d}=y^{m} \tag{3.1}
\end{equation*}
$$

does not have any integer solutions $n>0, k>1, d \geqslant 1$ and coprime to $n$ and with $n+(k-1) d \leqslant 190$ except for the trivial one $F_{1} \cdot F_{2}=1$. What we did was to check computationally that if $p>17$ is a prime number and $0<\ell \leqslant 190$ then $p^{2}$ does not divide $F_{\ell}$. Since for $\ell>12$ the number $F_{\ell}$ has primitive divisors which are larger than or equal to $\ell-1$, it follows that if $18<n+(k-1) d \leqslant 190$, then $F_{n+(k-1) d}$ has a primitive divisor $p$ such that $p^{2}$ does not divide $F_{n+(k-1) d}$. This certainly shows that Eq. (3.1) is impossible when $n+(k-1) d>18$. The fact that Eq. (3.1) has no solutions with $n>0, k>1, d \geqslant 1$ and coprime to $n$ and $3 \leqslant n+(k-1) d \leqslant 18$ other than $F_{1} \cdot F_{2}=1$ can be checked by hand.

From now on, we shall assume that $n+(k-1) d>190$. We may certainly assume that $m=q$ is a prime number. We split the argument into two steps.

Step 1: Assume that $d=1$ and that $n \leqslant k$.
In this case, it is easy to see that the interval $[0, k-1]$ contains a number $i$ such that $n+i$ is a power of 2 . Indeed, this is clearly so when $n=k$ because in this case the interval $[n, n+k-1]$ is simply $[k, 2 k-1]$, while when $n \leqslant k-1$ then

$$
I=\left(\frac{n+k-1}{2}, n+k-1\right] \subset[n, n+k-1]
$$

and the interval $I$ clearly contains a unique power of 2 . Let us write this power of 2 as $n+i=2^{\mu}$. Thus, if $j \neq i \in[0, k-1]$, then $\operatorname{ord}_{2}(n+j)<\mu$. Notice also that $2 k-1 \geqslant n+k-1 \geqslant 191$ therefore $k \geqslant 96$. Since $2^{\mu}>\frac{n+k-1}{2} \geqslant \frac{k}{2} \geqslant 48$, we deduce that $\mu \geqslant 6$. Thus, we may rewrite Eq. (3.1) as

$$
\begin{equation*}
L_{2^{\mu-1}} \cdot F_{2^{\mu-1}} \cdot \prod_{\substack{j \in[0, k-1] \\ j \neq i}} F_{n+j}=y^{q} \tag{3.2}
\end{equation*}
$$

It follows immediately that $\operatorname{gcd}\left(L_{2^{\mu-1}}, F_{j}\right)=1$ for $j \neq i \in[0, k-1]$ and $\operatorname{gcd}\left(F_{2^{\mu-1}}\right.$, $\left.L_{2^{\mu-1}}\right)=1$. Thus, Eq. (3.2) implies that $L_{2^{\mu-1}}=y_{1}^{q}$ holds with some integer $y_{1}>1$ and some prime number $q \geqslant 2$. Since $2^{\mu-1} \geqslant 32$, it follows, by the results from [4], that this equation is impossible.

From now on, we assume that $n \geqslant k+1$ if $d=1$.
Step 2: The final contradiction.
By Sylvester's theorem, we have that $Q=P(n(n+d) \ldots(n+(k-1) d))>k$ when $d=1$, because $n \geqslant k+1$ in this case. The same is true when $d>1$ (without the restriction that $n \geqslant k+1$ ) by the result from [20] which says that the only exception to the above inequality is the instance $(n, d, k)=(2,7,3)$ for which $n+(k-1) d=$ $16<190$. It is also clear that in our range we have $Q \geqslant 5$. Indeed, for if $Q \leqslant 3$, it would then follow that $k=3$ and that each one of the three positive integers $n, n+d$ and $n+2 d$ is either 1 , or is divisible only by primes from the set $\{2,3\}$. Thus, either $n=1$ and $\{n+d, n+2 d\}=\left\{2^{a}, 3^{b}\right\}$, or $n+d=3^{b}$ and $\{n, n+2 d\}=\left\{2^{a_{1}}, 2^{a_{2}}\right\}$. In the first instance we get the Diophantine equation $3^{b}-2^{a+1}=1$, while in the second
instance we get the Diophantine equation $2^{a_{2}}-2^{a_{1}}=2 \cdot 3^{b}$. The largest solution of such equations is $n+2 d=9<190$.

It now follows that there exists a unique value of the index $i \in[0, k-1]$ such that $Q \mid(n+i d)$. Write $n+i d=Q_{1} m_{i}$, where $Q_{1}=Q^{\mu}$ holds with some positive integer $\mu$ and some positive integer $m_{i}$ coprime to $Q$. We may therefore rewrite Eq. (3.1) as

$$
\begin{equation*}
F_{Q_{1}} \cdot \frac{F_{n+i d}}{F_{Q_{1}}} \cdot \prod_{\substack{j \in[0, k-1] \\ j \neq i}} F_{n+j d}=y^{q} \tag{3.2}
\end{equation*}
$$

By the argument from the proof of Theorem 1, we have that $\operatorname{gcd}\left(F_{Q_{1}}, F_{n+j d}\right)=$ $F_{\operatorname{gcd}\left(Q_{1}, n+j d\right)}=F_{1}=1$ when $j \neq i$ and that $\operatorname{gcd}\left(F_{Q_{1}}, F_{n+i d} / F_{Q_{1}}\right)=\operatorname{gcd}\left(F_{Q_{1}}, m_{i}\right)=$ 1 , because $m_{i}$ is coprime to $Q \geqslant 5$. Moreover, all the prime divisors of $F_{Q_{1}}$ are congruent to $\pm 1(\bmod 2 Q)$ and therefore at least as large as $2 Q-1>P\left(m_{i}\right)$ when $Q>5$, or they are at least as large as 5 when $Q=5$, but in this case we have again that $P\left(m_{i}\right)<Q=5$. Eq. (3.2) now implies that $F_{Q_{1}}=y_{1}^{q}$ must hold with some positive integer $y_{1}$, which is impossible by the result of [4].

This completes the proof of Theorem 2.

## 4. The proof of Theorem 3

We start with a couple of well-known facts. For a proof of the Lemma 1 below, we refer the reader to Ribenboim's book [13].

Lemma 1. The Diophantine equation

$$
\begin{equation*}
X^{2 p}+1=\delta Y^{q} \tag{4.1}
\end{equation*}
$$

with $\delta \in\{1,2\}$ does not admit any solution in positive integers $(X, Y, p, q)$ with $X>1, Y>1$ and $p$ and $q$ prime numbers.

We shall also need the following result due to Ljunggren [9].
Lemma 2. The only solutions of the Diophantine equation

$$
\begin{equation*}
\frac{x^{n}-1}{x-1}=y^{2} \tag{4.2}
\end{equation*}
$$

in positive integers $x>1, y>1, n>2$ are $(x, y, n)=(3,5,11),(7,4,20)$.

Proof of Theorem 3. For any nonnegative integer $m$ we write $u_{m}=\left(x^{m}-1\right) /(x-1)$ and $v_{m}=x^{m}+1$. As in the proof of the Theorem 2, we shall achieve our goal in a few steps. We let $\mathcal{A}=\{n, n+d, \ldots, n+(k-1) d\}$. The Diophantine equation
to be proved impossible is

$$
\begin{equation*}
\prod_{j=0}^{k-1} \frac{x^{n+j d}-1}{x-1}=y^{q} \tag{4.3}
\end{equation*}
$$

Step 1: Assume that the interval $[0, k-1]$ contains a number $i$ with the following properties:
(1) $n+i d>4$;
(2) $4 \mid n+i d$;
(3) either $n+i d=2^{\mu}$ is a power of 2 , and there is no other number $j \neq i$ in the interval $[0, k-1]$ such that $n+j d$ is a multiple of $2^{\mu}$, or $Q=P(n+i d)>2$, and $n+i d$ is the only positive integer in $\mathcal{A}$ which is a multiple of $4 Q$.
Then Eq. (4.3) is impossible.
The argument we shall use here is somewhat similar to the one used in the proof of Theorem 2.

For example, if $n+i d=2^{\mu}$ is the only number which is a multiple of $2^{\mu} \geqslant 8$ in $\mathcal{A}$, then Eq. (4.3) can be rewritten as

$$
\begin{equation*}
v_{2^{\mu-1}} \cdot u_{2^{\mu-1}} \cdot \prod_{\substack{j \in[0, k-1] \\ j \neq i}} u_{n+j d}=y^{m} \tag{4.4}
\end{equation*}
$$

One proves immediately that $\operatorname{ord}_{2}\left(v_{2^{\mu-1}}\right) \leqslant 1$ and that 2 is the only prime which can divide either $\operatorname{gcd}\left(v_{2^{\mu-1}}, u_{2^{\mu-1}}\right)$ or $\operatorname{gcd}\left(v_{2^{\mu-1}}, u_{n+j d}\right)$ with some $j \neq i$. Thus, we get that $x^{2^{\mu-1}}+1=\delta y_{1}^{q}$ holds with $\delta \in\{1,2\}$ and $y_{1}>1$.

Assume now that $n+i d=2^{\mu} Q^{v} m_{i}$, where $\mu \geqslant 2, v \geqslant 1, m_{i}$ is coprime to $2 Q$ and $n+i d$ is the only multiple of $4 Q$ in $\mathcal{A}$. In this case, with $Q_{1}=Q^{v}$, one may rewrite Eq. (4.3) as

$$
\begin{equation*}
v_{2^{\mu-1}} Q_{1} \cdot u_{2^{\mu-1}} Q_{1} \cdot\left(\frac{u_{n+i d}}{u_{2^{\mu}} Q_{1}}\right) \cdot \prod_{\substack{j \in[0, k-1] \\ j \neq i}} u_{n+j d}=y^{q} \tag{4.5}
\end{equation*}
$$

From the conditions we have imposed on $n+i d$ one checks immediately that the only prime number that can divide either one of the following four numbers:

$$
\begin{aligned}
& \operatorname{gcd}\left(v_{2^{\mu-1}} Q_{1}, u_{2^{\mu-1}} Q_{1}\right), \quad \operatorname{gcd}\left(v_{2^{\mu-1}} Q_{1}, \frac{u_{n+i d}}{u_{2^{\mu}} Q_{1}}\right), \quad \operatorname{gcd}\left(v_{2^{\mu-1} Q_{1}}, u_{n+j d}\right) \\
& \quad \text { with } j \neq i \in[0, k-1]
\end{aligned}
$$

is 2 (or some of these numbers are 1 ) and since $\mu \geqslant 2$, we have that $\operatorname{ord}_{2}\left(v_{2^{\mu-1}} Q_{1}\right) \leqslant 1$. With Eq. (4.5), we get again that there exist integers $\delta \in\{1,2\}$ and $y_{1}>1$ such that

$$
x^{2^{\mu-1}} Q_{1}+1=\delta y_{1}^{q}
$$

holds.

Thus, we always obtain a diophantine equation of the form $X^{2 p}+1=\delta Y^{q}$ with $\delta \in\{1,2\}$ in positive integers $X>1$ and $Y>1$ and prime numbers $p$ and $q$ and such an equation is impossible by Lemma 1.

Step 2: If the set $\mathcal{A}$ contains a multiple of 4 larger than 4 , then the hypotheses from Step 1 are satisfied.

Let $n_{1}=4 n_{2}$ be the smallest multiple of 4 in $\mathcal{A}$, and let $t$ be the number of multiples of 4 in $\mathcal{A}$. Clearly, these multiples of 4 in $\mathcal{A}$ are precisely $4 n_{2}, 4\left(n_{2}+d\right), \ldots, 4\left(n_{2}+\right.$ $(t-1) d)$. If $t=1$, then $n_{1}>4$ and the hypotheses from Step 1 are satisfied. If $t \geqslant 2$ and $d>1$, then $Q=P\left(n_{2}\left(n_{2}+d\right) \ldots\left(n_{2}+(t-1) d\right)\right)>t$, except when $\left(n_{2}, d, t\right)=$ $(2,7,3)$. In this exceptional case, we have that $4\left(n_{2}+(t-1) d\right)=4 \cdot 16=2^{6}$. Thus, the hypotheses from Step 1 are satisfied when $d>1$.

Assume now that $d=1$. If $n_{2} \geqslant t+1$, then $Q>t$ by Sylvester's Theorem, and so the hypotheses from Step 1 are satisfied. Finally, when $n_{2} \leqslant t$, then the argument from the beginning of Step 1 of the proof of Theorem 2 shows that the interval $\left[n_{2}, \ldots, n_{2}+t-1\right]$ contains a unique power of 2 and so the hypothesis from Step 1 are satisfied in this instance as well, which completes the proof of Step 2.

Step 3: The final contradiction.
From Steps 1-2, it follows that the only case in which Eq. (4.3) might have a solution is either when $\mathcal{A}$ does not contain a multiple of 4 , or when $4 \in \mathcal{A}$ is the only multiple of 4 in $\mathcal{A}$.
Assume first that 4 in $\mathcal{A}$ is the only multiple of 4 in $\mathcal{A}$. Since $n>1$, it follows that either $d>1$ and $n=4$ or $d=1$.

Assume first that $d>1$ and that $n=4$. Clearly, $k \leqslant 4$. Arguments similar to the ones employed before show that $\operatorname{gcd}\left(v_{2}, u_{2}\right) \mid 2$ and that $\operatorname{gcd}\left(v_{2}, u_{n+j d}\right) \mid 2$ for all $j \in[1, k-1]$. Thus, Eq. (4.3) implies that

$$
\begin{equation*}
x^{2}+1=v_{2}=\delta y_{1}^{q} \tag{4.6}
\end{equation*}
$$

holds with some positive integers $\delta \in\{1,2\}$ and $y_{1}>1$. The case $\delta=1$ does not lead to a solution of Eq. (4.6) while in the case $\delta=2$ only $q=2$ is possible. Since $k \in[2,4]$ and $d$ is odd, it follows easily that $u_{4+d}$ is coprime to $u_{4}, u_{4+d}$ and to $u_{4+3 d}$, and since we now know that $q=2$, Eq. (4.3) implies an equation of the form

$$
\begin{equation*}
u_{4+d}=\frac{x^{4+d}-1}{x-1}=y_{2}^{2} \tag{4.7}
\end{equation*}
$$

with some positive integer $y_{2}$. The above equation does not have any positive integer solution ( $x, d, y_{2}$ ) and $d \geqslant 3$ by Lemma 2 .

We shall now assume that $d=1$. It then follows that $\mathcal{A} \subseteq[2,7]$. Writing $u_{4}=u_{2} \cdot v_{2}$, it follows that we may write Eq. (4.3) as

$$
\begin{equation*}
v_{2} \cdot u_{2} \cdot \prod_{\substack{j \in[0, k-1] \\ n+j \neq 4}} u_{n+j}=y^{q} . \tag{4.8}
\end{equation*}
$$

Arguments similar to the ones employed above show once again that $\operatorname{gcd}\left(v_{2}, u_{n+j}\right) \mid 2$ holds for all $n+j \in \mathcal{A}$ distinct from 4 and that $\operatorname{ord}_{2}\left(v_{2}\right) \leqslant 1$. Thus, Eq. (4.8) implies that Eq. (4.6) must hold, and now we know that the only possibility in Eq. (4.6) is $\delta=q=2$. Thus, Eq. (4.6) becomes

$$
\begin{equation*}
x^{2}+1=2 y_{1}^{2} \tag{4.9}
\end{equation*}
$$

Since $k \geqslant 2$, it follows that $\mathcal{A}$ contains either the number 5 or 3 . If $5 \in \mathcal{A}$, it then follows that $\operatorname{gcd}\left(u_{5}, u_{n+j}\right)=u_{\operatorname{gcd}(5, n+j)}=1$ holds for all $n+j \neq 5$ in $\mathcal{A}$ and therefore Eq. (4.3) implies that

$$
\frac{x^{5}-1}{x-1}=y_{2}^{2}
$$

holds with some integer $y_{2}>1$. By Lemma 2 , this last equation has only one integer solution ( $x, y_{2}$ ) with $x>1, y_{2}>1$, namely $\left(x, y_{2}\right)=(3,11)$. However, with $x=3$, Eq. (4.9) becomes $2 y_{1}^{2}=3^{2}+1=10$, which is impossible.

Thus, $5 \notin \mathcal{A}$ therefore $3 \in \mathcal{A}$ and $\mathcal{A} \subseteq[2,4]$. But in this case $3 \in \mathcal{A}$ and $\operatorname{gcd}\left(u_{3}, u_{n+j}\right)=u_{\operatorname{gcd}(3, n+j)}=1$ holds for all $n+j \neq 3$ in $\mathcal{A}$ therefore Eq. (4.3) implies that

$$
\begin{equation*}
x^{2}+x+1=u_{3}=y_{3}^{2} \tag{4.10}
\end{equation*}
$$

holds with some integer $y_{3}>1$. Obviously, Eq. (4.10) does not admit any solution in integers $x>1, y_{3}>1$.

From now on, we assume that $\mathcal{A}$ does not contain any multiple of 4 . In particular, $k \in\{2,3\}$ and if $k=3$ then $n+d$ is even but not a multiple of 4 . Let $i \in[0, k-1]$ be such that $n+i d$ is the only even number in $\mathcal{A}$. In this case, $u_{n+i d}$ is coprime to $u_{n+j d}$ for all $j \in[0, k-1]$ distinct from $i$ therefore Eq. (4.3) implies that $u_{n+i d}=y_{1}^{q}$ holds with some integer $y_{1}>1$. Thus, $u_{(n+i d) / 2} \cdot v_{(n+i d) / 2}=y_{1}^{q}$. Since $(n+i d) / 2$ is odd, it follows that $u_{(n+i d) / 2}$ is odd, therefore $u_{(n+i d) / 2}$ and $v_{(n+i d) / 2}$ are coprime. Thus, there exists an integer $y_{2}>1$ so that

$$
\begin{equation*}
x^{(n+i d) / 2}+1=y_{2}^{q} \tag{4.11}
\end{equation*}
$$

holds. Eq. (4.11) is the Catalan equation which has been completely solved by Mihăilescu (see [2]) and its only solution in integers $x_{1}>1, y_{1}>1,(n+i d)>$ 2 is $\left(x, n+i d, y_{2}, q\right)=(2,6,3,2)$. Assume first that $d>1$. If $i>0$, then since $n>1$ and $d$ is odd, the only possibility would seem to be $d=n=3$, but this is again not convenient because we are assuming that $n$ and $d$ are coprime. So, $i=0$ and therefore $n=6$ and $k=2$. Moreover, $d$ is coprime to 6 and $q=2$. We then get that $u_{n+d}=2^{6+d}-1$ must be a perfect square and this is impossible for $d \geqslant 5$. Thus, we may assume that $d=1$. In this case, if $n+i>2$ then $n+i=6$. In particular,
either $5 \in \mathcal{A}$ or $7 \in \mathcal{A}$. When $5 \in \mathcal{A}$ we get that $u_{5}$ must be a perfect square but $u_{5}=2^{5}-1=31$ is not, while when $7 \in \mathcal{A}$ we get that $u_{7}$ must be a perfect square but $u_{7}=2^{7}-1=127$ is not. Thus, the instance $n+i>2$ is impossible, and therefore $n+i=2$ leading to $n=2, i=0$ and $\mathcal{A}=[2,3]$. Since $u_{2}$ and $u_{3}$ are coprime, we get again that $u_{3}$ must be a perfect power. Hence, there exists $y_{1}>1$ such that the relation

$$
\begin{equation*}
x^{2}+x+1=u_{3}=y_{1}^{q} \tag{4.12}
\end{equation*}
$$

holds. The above equation has no integer solutions $x>1, y_{1}>1$ when $q=2$. When $q>2$ then, with $x_{1}=2 x+1$, the above Eq. (4.12) can be rewritten as

$$
\begin{equation*}
x_{2}^{2}+3=4 y_{1}^{q} \tag{4.13}
\end{equation*}
$$

The fact that this equation has no integer solutions with $q \geqslant 5$ is known (see, for example, [5, Corollary 4]), while for $q=3$ the only solution of Eq. (4.13) with $y_{1}>1$ is $\left(x_{2}, y_{1}\right)=(37,7)$ (see, for example, [10]). Thus, we get that $2 x+1=37$ therefore $x=18$, but $u_{2}=x+1=19$ is not a perfect cube in this case.

Theorem 3 is therefore completely proved.
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