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Abstract

A well known theorem of Doležal states that given a square matrix \( A(t) \) that is a \( C^k \) function of the scalar parameter \( t \in \mathbb{R} \) and whose rank is constant as the parameter varies, one can span the range and kernel of \( A(t) \) by linearly independent vectors that are also \( C^k \) functions of \( t \). Contemporaneously with (and independently of) the development of Doležal’s theorem, Sibuya, individually and in joint work with Hsieh, proved related results on parametric matrix decompositions for parameters in \( \mathbb{R}^n \) or \( \mathbb{C}^n \), from which Doležal’s theorem can be easily extended to matrices depending on parameters in a rectangular subset of a finite-dimensional Euclidean space. In this paper we explore further generalizations of Doležal’s theorem in which the parameter space \( \mathbb{R} \) is replaced by a topological space when \( k = 0 \) or a differentiable manifold when \( k \geq 1 \). We show that for a broad class of parameter spaces one can associate two vector bundles to a constant-rank, \( C^k \) parameterized matrix function and that Doležal’s theorem will continue to hold if and only if both of these vector bundles are trivial. In particular, this result generalizes Doležal’s theorem to the case where the parameter space is contractible (but possibly infinite-dimensional when \( k = 0 \)) and subsumes the previously known results of Doležal et al.
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1. Introduction

This paper is concerned with matrices depending on a parameter and conditions under which certain standard types of matrix decompositions can be obtained that depend as “regularly” on the parameter as the original matrix. Considerable work has been done on this problem for the case of a scalar parameter in \( \mathbb{R} \) or \( \mathbb{C} \) (see, for example, [2,3,4,7,13,14,15,17]; these results will be briefly summarized as this introductory discussion unfolds), but noticeably less attention has been given to more general parameter spaces such as \( \mathbb{R}^n \) or topological spaces (see, for example, [6,10]). Here our principal objective is to extend what is known about certain parametric matrix decompositions from scalar to more general parameter spaces. We will focus on a specific type of decomposition embodied in a classical result of Doležal, which we will state after we introduce some elementary notation.

**Notation 1.1.** Following [2] we use \( \mathbb{F} \) to denote either the real numbers \( \mathbb{R} \) or the complex numbers \( \mathbb{C} \). Given positive integers \( n \) and \( m \) we let \( \mathbb{F}^{n \times m} \) denote the set of all \( n \times m \) matrices with entries in \( \mathbb{F} \). The complex-conjugate transpose of a matrix \( A \in \mathbb{C}^{n \times m} \) is denoted by \( A^* \in \mathbb{C}^{m \times n} \); however, when the entries of \( A \) are real, we write \( A^T \) in place of \( A^* \). We use \( GL(n, \mathbb{F}) \) to stand for the group of all invertible \( n \times n \) matrices with entries in \( \mathbb{F} \). The unitary subgroup of \( GL(n, \mathbb{C}) \) will be denoted by \( U(n, \mathbb{C}) \) (so \( A \in U(n, \mathbb{C}) \iff A^* = A^{-1} \)), while the orthogonal subgroup of \( GL(n, \mathbb{R}) \) will be denoted by \( O(n, \mathbb{R}) \) (so \( A \in O(n, \mathbb{R}) \iff A^T = A^{-1} \)). By the neutral notation \( U(n, \mathbb{F}) \) we shall mean \( U(n, \mathbb{C}) \) if \( \mathbb{F} = \mathbb{C} \) or \( O(n, \mathbb{R}) \) if \( \mathbb{F} = \mathbb{R} \). We let \( I_n \) denote the \( n \times n \) identity matrix and \( 0_{n \times m} \) denote the \( n \times m \) matrix all of whose entries are zero. The dimensional subscripts from the zero matrix or identity matrix may be omitted if the dimensions can be contextually inferred. The symbol \( \mathbb{F}^0 \) will stand for the zero-dimensional (singleton) vector space \( \mathbb{F}^0 = \{0\} \).

**Theorem 1.2** (Doležal’s theorem [4]). Let \( J \subseteq \mathbb{R} \) be an interval, let \( A : J \to \mathbb{F}^{n \times n} \) be a \( C^k \) mapping, \( k = 0, 1, \ldots, \infty \), and suppose that there exists an integer \( r \in \{0, 1, \ldots, n\} \) such that \( \text{rank} A(t) = r \) for every \( t \in J \). Then there exist \( C^k \) mappings \( M : J \to GL(n, \mathbb{F}) \) and \( B : J \to \mathbb{F}^{n \times r} \) such that for every \( t \in J \) we have

\[
A(t)M(t) = \begin{bmatrix} B(t) & 0_{n \times (n-r)} \end{bmatrix}.
\]

**Remark 1.3.** It is evident that the \( n \times r \) matrix \( B(t) \) must have rank \( r \) for every \( t \in J \), so one concludes that for each \( t \in J \) the \( r \) columns of \( B(t) \) form a basis for the range of \( A(t) \), while the last \( n-r \) columns of \( M(t) \) form a basis for the kernel of \( A(t) \). The cases \( r = 0 \) and \( r = n \) are, of course, trivial, but are included for completeness.

Shortly after the publication of Doležal’s paper [4], the closely related paper [14] of Sibuya appeared (which to the best of our knowledge was written independently...
of, and more-or-less simultaneously with, [4]). The following analog of Theorem 1.2 is an immediate consequence of the main result of Sibuya’s paper (see [14, Theorem 1]).

**Theorem 1.4.** Let \( D \subseteq \mathbb{C} \) be a simply connected domain, let \( A : D \to \mathbb{C}^{n \times n} \) be a complex-analytic mapping, and suppose there exists an integer \( r \in \{0, 1, \ldots, n\} \) such that \( \text{rank} \ A(z) = r \) for every \( z \in D \). Then there exist complex analytic mappings \( M : D \to \text{GL}(n, \mathbb{C}) \) and \( B : D \to \mathbb{C}^{n \times r} \) such that for every \( z \in D \) we have

\[
A(z)M(z) = \begin{bmatrix} B(z) & |0_{n \times (n-r)} \end{bmatrix}.
\]

Sibuya also obtains this result for real-valued matrix functions that are either real-analytic (that is, \( C^\omega \)) or \( C^k \) (\( k = 0, 1, \ldots, \infty \)) functions of a real variable \( t \in \mathbb{R} \), so his results in fact subsume Doležal’s theorem. Moreover, Sibuya’s results treat periodic dependence on \( t \in \mathbb{R} \) and allow one to infer corresponding periodicity properties of the matrix function \( M(t) \) (see Theorems 3, 5, 6 and Remark 2 of [14]).

Other extensions and refinements of Doležal’s theorem (for real scalar parameters) can be found in [13,15,17]. Interestingly, these papers do not cite Sibuya’s paper [14], while at the same time Sibuya’s paper seems to have generated a distinct thread of literature dealing with the general problem of parametric dependence of certain types of standard matrix decompositions, such as triangular, polar, QR, and block singular value; see, for example, [2,3,6,7].

The proofs of Theorem 1.2 in [4], Theorem 1.4 in [14], and the results of the consequent references [2,3,7,13,15,17] all appear to make essential use of the fact that the pertinent parameter space \( \mathbb{R} \) or \( \mathbb{C} \) is one-dimensional. Analogous results concerning more general parameter spaces are less prevalent. The paper [10] of Hsieh and Sibuya deals with matrices depending on parameters in the standard \( n \)-cube

\[
\Omega = \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n | |x_j| \leq 1 \text{ for each } j = 1, \ldots, n \}
\]

and extends some of the results of Sibuya’s paper [14] to this case. In particular, the results of [10] imply the analog of Theorem 1.4 when the simply connected region \( D \subseteq \mathbb{C} \) is replaced by the complex \( n \)-cube \( \Omega \subseteq \mathbb{C}^n \), and the analog of Theorem 1.2 when the interval \( J \) is replaced by the real \( n \)-cube \( \Omega \subseteq \mathbb{R}^n \). However, the proof of the key result in [10] is carried out by induction on the dimension \( n \) of the ambient space and relies on the compactness of the \( n \)-cube \( \Omega \), so it does not appear to generalize in a straightforward manner to more general parameter spaces such as infinite-dimensional normed spaces. The paper of Gingold [6] deals with the somewhat related problem of continuous triangularization of matrices that depend on a parameter in a rectangular subset of \( \mathbb{R}^n \), but here again inductive arguments are carried out on the dimension of the parameter space and thus do not seem to extend easily to more general parameter spaces.

Our objective in this paper is to use a vector-bundle approach to obtain an extension of Theorem 1.2 which, in the \( C^0 \) case, allows the parameter interval \( J \) to be replaced by any contractible topological space \( X \) (recall that a topological space
\(\mathcal{X}\) is contractible if the identity mapping \(1_{\mathcal{X}} : \mathcal{X} \to \mathcal{X}\) is homotopic to a constant mapping. We will also derive differentiable versions of this result where the parameter space \(\mathcal{X}\) is either a contractible, finite-dimensional, differentiable manifold of class \(C^k\) for \(k = 1, \ldots, \infty, \omega\) or (when \(F = \mathbb{C}\)) a contractible, finite-dimensional, complex-analytic Stein manifold (we will remind the reader of the definition of a Stein manifold in Section 3). As a consequence, our results will include the known generalizations of Doležal’s theorem obtained from \([10, 14]\) as discussed above, but can also be applied in cases where the parameter space is infinite-dimensional. We are obliged to acknowledge that the possibility of using a vector-bundle approach is alluded to in \([10]\), but the authors opted for a more “constructive” approach in their proof. The next example shows the necessity of placing some topological restrictions on the parameter space when seeking extensions of Doležal’s theorem.

**Example 1.5.** Let \(\mathcal{X}\) denote the 2-sphere \(S^2 \subseteq \mathbb{R}^3\) defined by
\[
S^2 = \left\{ x = (x_1, x_2, x_3) \in \mathbb{R}^3 \mid x_1^2 + x_2^2 + x_3^2 = 1 \right\},
\]
and define a mapping \(A : S^2 \to \mathbb{R}^{1 \times 3}\) by \(A(x) = [x_1, x_2, x_3]\). Observe that \(A\) is the continuous (even real analytic) outer unit-normal vector field on \(S^2\), so in particular \(\text{rank} A(x) = 1\) for every \(x \in S^2\). We claim that there exists no continuous mapping \(M : S^2 \to GL(3, \mathbb{R})\) such that
\[
x \in S^2 \Rightarrow A(x)M(x) = [b(x), 0, 0],
\]
where \(b(x)\) is some (nonzero) scalar-valued function of \(x \in S^2\). Indeed, if such a matrix function \(M(x)\) were to exist, then (3) and the definition of \(A(x)\) would imply immediately that either the second or third columns of the \(3 \times 3\) matrix \(M(x)\) would define a nowhere-zero, tangent vector field on \(S^2\). As is well known (see, for example, [5, p. 343] or [8, p. 134]), \(S^2\) does not admit a continuous, nowhere-zero tangent vector field, which precludes the existence of a continuous mapping \(M : S^2 \to GL(3, \mathbb{R})\) satisfying (3).

As we will see, the case of a contractible parameter space presents one simple, but still useful, situation in which topological obstructions to Doležal’s theorem disappear. The previous example also hints that the situation in Doležal’s theorem has some relationship to the theory of vector bundles. This relationship will be developed in Section 2. Our generalization of Doležal’s theorem will be stated and proved in Section 3.

### 2. Parameterized matrix mappings and their associated vector bundles

This section contains a few basic definitions and reviews some elementary facts about vector bundles. We also associate to each constant-rank matrix-valued map-
ping A: X \rightarrow \mathbb{F}^{n \times m} a pair of vector bundles that will be used in our main theorem in Section 3.

**Definition 2.1.** Let s be a nonnegative integer. A continuous (or \(C^0\)) s-plane vector bundle over the scalar field \(\mathbb{F}\) consists of a pair of topological spaces \(\mathcal{E}, \mathcal{X}\) and a continuous surjection \(\rho: \mathcal{E} \rightarrow \mathcal{X}\) with the property that for each \(x \in \mathcal{X}\) there exist an open neighborhood \(\mathcal{U}\) of \(x\) and a homeomorphism \(\tau_\mathcal{U}: \mathcal{U} \times \mathbb{F}^s \rightarrow \rho^{-1}(\mathcal{U})\) such that:

(a) for every \((x,v) \in \mathcal{U} \times \mathbb{F}^s\) we have \((\rho \circ \tau_\mathcal{U})(x,v) = x\) (we call \(\mathcal{U}\) a trivializing neighborhood and \(\tau_\mathcal{U}\) a vector-bundle chart);

(b) for every pair of trivializing neighborhoods \(\mathcal{U}, \mathcal{V} \subseteq \mathcal{X}\) with \(\mathcal{U} \cap \mathcal{V} \neq \emptyset\) there exists a continuous mapping \(\lambda_{\mathcal{U}, \mathcal{V}}: \mathcal{U} \cap \mathcal{V} \rightarrow GL(s, \mathbb{F})\) for which

\[
(\tau_\mathcal{V})^{-1} \circ \tau_\mathcal{U}(x,v) = (x, \lambda_{\mathcal{U}, \mathcal{V}}(x)v) \quad \forall (x,v) \in (\mathcal{U} \cap \mathcal{V}) \times \mathbb{F}^s.
\]

**Terminology 2.2.** Given an s-plane vector bundle \(\rho: \mathcal{E} \rightarrow \mathcal{X}\), we call \(\mathcal{E}\) the total space, \(\mathcal{X}\) the base space, and \(\rho\) the projection mapping. The vector-bundle charts induce on each fiber \(\rho^{-1}(x) \equiv \mathcal{E}_x\) a well defined s-dimensional vector space structure over the scalar field \(\mathbb{F}\). We usually refer to the vector bundle \(\rho: \mathcal{E} \rightarrow \mathcal{X}\) as real if \(\mathbb{F} = \mathbb{R}\) and complex if \(\mathbb{F} = \mathbb{C}\). If \(\mathcal{E}\) and \(\mathcal{X}\) are real finite-dimensional differentiable manifolds of class \(C^k\) for \(k = 1, 2, \ldots, \infty, \omega\) and if we replace “continuous” by “\(C^k\)” and “homeomorphism” by “\(C^k\) diffeomorphism” in Definition 2.1, then we obtain the definition of a \(C^k\) s-plane vector bundle. Observe that even when \(\mathbb{F} = \mathbb{C}\) the notion of a \(C^k\) vector bundle is an inherently “real” notion in the sense that we require the vector-bundle charts \(\tau_\mathcal{U}: \mathcal{U} \times \mathbb{C}^s \rightarrow \rho^{-1}(\mathcal{U})\) to be of class \(C^k\) when \(\mathbb{C}^s\) is viewed as a real 2s-dimensional vector space (with an analogous statement for the group transition mappings \(\lambda_{\mathcal{U}, \mathcal{V}}\)). Alternatively, one can formulate a genuinely “complex” notion of vector bundle as follows. If \(\mathbb{F} = \mathbb{C}\), if \(\mathcal{E}\) and \(\mathcal{X}\) are finite-dimensional, complex-analytic manifolds, and if we replace “continuous” by “complex analytic” and “homeomorphism” by “complex-analytic diffeomorphism” in Definition 2.1, then we obtain the definition of a complex-analytic, or holomorphic, s-plane vector bundle. Consequently, we make a subtle distinction between complex vector bundles that are \(C^k\) and complex vector bundles that are holomorphic. See [8, Chapter 4], [12, Chapter 2], or [18, Chapter 1] for more details.

The next proposition establishes a natural connection between vector bundles and parameterized matrix mappings.

**Proposition 2.3.** Let \(\mathcal{X}\) be a Hausdorff topological space and let \(A: \mathcal{X} \rightarrow \mathbb{F}^{n \times m}\) be a continuous \(n \times m\)-matrix-valued mapping with the property that for some integer \(r = 0, \ldots, \min\{n, m\}\) we have \(\text{rank}_Y A(x) = r\) for every \(x \in \mathcal{X}\). Then the set
\[ R_A = \{(x, v) \in \mathcal{X} \times \mathbb{F}^n | \exists u \in \mathbb{F}^m \text{ such that } v = A(x)u, \} \]

when topologized as a subspace of \( \mathcal{X} \times \mathbb{F}^n \) and equipped with the projection mapping \( \rho : R_A \rightarrow \mathcal{X}, (x, v) \mapsto x \), has the structure of a \( C^0 \) \( r \)-plane vector bundle over \( \mathcal{X} \). Moreover, the set

\[ \mathcal{K}_A = \{(x, u) \in \mathcal{X} \times \mathbb{F}^m | A(x)u = 0, \} \]

when topologized as a subspace of \( \mathcal{X} \times \mathbb{F}^m \) and equipped with the projection mapping \( \rho' : \mathcal{K}_A \rightarrow \mathcal{X}, (x, u) \mapsto x \), has the structure of a \( C^0 \) \( m-r \)-plane vector bundle over \( \mathcal{X} \).

**Proof.** We will carry out the argument under the assumption that \( 1 \leq r < \min\{n, m\} \).

The extreme cases \( r = 0 \) and \( r = \min\{n, m\} \) can be handled by a straightforward modification of the proof given below (note, however, that one of the fiber dimensions will degenerate to 0 if either \( r = 0 \) or \( r = m \leq n \)). Our proof hinges on the following claim. The proof is omitted since it is a fairly straightforward consequence of the constant-rank assumption imposed on the matrix function \( x \mapsto A(x) \) (see [18, pp. 6–7] for the essence of the argument).

**Claim.** For each \( x_0 \in \mathcal{X} \) there exist an open neighborhood \( U \) of \( x_0 \) and \( C^0 \) matrix functions \( P : U \rightarrow GL(n, \mathbb{F}), Q : U \rightarrow GL(m, \mathbb{F}) \) such that

\[ x \in U \Rightarrow P(x)A(x)Q(x) = \begin{bmatrix} I_r & 0_{r \times (m-r)} \\ 0_{(n-r) \times r} & 0_{(n-r) \times (m-r)} \end{bmatrix}. \]

Using the claim we can easily establish the desired vector bundle structure on the spaces \( R_A \) and \( \mathcal{K}_A \). Let \( x_0 \in \mathcal{X} \) and let \( P : U \rightarrow GL(n, \mathbb{F}), Q : U \rightarrow GL(m, \mathbb{F}) \) be \( C^k \) mappings defined in an open neighborhood \( U \) of \( x_0 \) such that (4) holds for every \( x \in U \). For \( x \in U \) and for (column) vectors \( v \in \mathbb{F}^n \) and \( u \in \mathbb{F}^m \) we have

\[ v = A(x)u \iff P(x)v = P(x)A(x)Q(x)Q(x)^{-1}u \]

\[ \iff P(x)v = \begin{bmatrix} I_r & 0_{r \times (m-r)} \\ 0_{(n-r) \times r} & 0_{(n-r) \times (m-r)} \end{bmatrix} Q(x)^{-1}u \]

\[ \iff v = P(x)^{-1} \begin{bmatrix} w \\ 0 \end{bmatrix}, \]

where \( w \in \mathbb{F}^r \) and \( 0 \in \mathbb{F}^{n-r} \) are the column vectors defined by the relation

\[ \begin{bmatrix} w \\ 0 \end{bmatrix} = \begin{bmatrix} I_r & 0_{r \times (m-r)} \\ 0_{(n-r) \times r} & 0_{(n-r) \times (m-r)} \end{bmatrix} Q(x)^{-1}u. \]

Thus the mapping of \( \mathcal{U} \times \mathbb{F}^r \) onto \( \rho^{-1}(\mathcal{U}) \) given by

\[ (x, w) \mapsto \left( x, P(x)^{-1} \begin{bmatrix} w \\ 0 \end{bmatrix} \right) \]
is a homeomorphism and it is evident that any two such maps will overlap according to Definition 2.1(b). Consequently \( \rho : \mathcal{K}_A \to \mathcal{X} \) has the structure of a \( C^0 \) vector bundle as claimed.

Turning our attention to \( \mathcal{K}_A \), we note that for \( x \in \mathcal{U} \) and a (column) vector \( u \in \mathbb{F}^m \) we have

\[
A(x)u = 0 \iff P(x)A(x)Q(x)Q(x)^{-1}u = 0
\]

This forces \( Q(x)^{-1}u \) to have the form

\[
Q(x)^{-1}u = \begin{bmatrix} 0 \\ z \end{bmatrix} \iff u = Q(x)\begin{bmatrix} 0 \\ z \end{bmatrix},
\]

where \( 0 \in \mathbb{F}^r \) and \( z \in \mathbb{F}^{m-r} \). Thus the mapping of \( \mathcal{U} \times \mathbb{F}^{m-r} \) onto \( (\rho')^{-1}(\mathcal{U}) \) given by

\[
(x, z) \mapsto (x, Q(x)\begin{bmatrix} 0 \\ z \end{bmatrix})
\]

is a homeomorphism and it is evident that any two such maps will overlap according to Definition 2.1(b). Consequently \( \rho' : \mathcal{K}_A \to \mathcal{X} \) has the structure of a \( C^0 \) vector bundle as claimed and the proof is complete. \( \square \)

Corollary 2.4. Let \( A : \mathcal{X} \to \mathbb{F}^{n \times m} \) be as in the statement of the theorem.

(a) If \( \mathcal{X} \) also has the structure of a real, finite-dimensional, differentiable manifold of class \( C^k \) for \( k = 1, \ldots, \omega \), and if \( A \) is a \( C^k \) mapping, then the vector bundles \( \rho : \mathcal{K}_A \to \mathcal{X} \) and \( \rho' : \mathcal{K}_A \to \mathcal{X} \) are \( C^k \).

(b) If \( \mathcal{F} = \mathbb{C} \), if \( \mathcal{X} \) also has the structure of a finite-dimensional, complex-analytic manifold, and if \( A \) is a complex-analytic mapping, then the vector bundles \( \rho : \mathcal{K}_A \to \mathcal{X} \) and \( \rho' : \mathcal{K}_A \to \mathcal{X} \) are holomorphic.

Proof. The proofs of these assertions are almost identical to the proof given in the continuous case because all matrix functions occurring in that proof are easily seen to be \( C^k \) (resp., complex analytic) if \( A \) is \( C^k \) (resp., complex analytic). \( \square \)

Remark 2.5. Recall that for \( k = 0, 1, \ldots, \omega \) a \( C^k \) \( s \)-plane bundle \( \rho : \mathcal{E} \to \mathcal{X} \) is \( C^k \) trivial if it is \( C^k \) vector-bundle isomorphic to the product bundle \( \pi : \mathcal{X} \times \mathbb{F}^s \to \mathcal{X} \), where \( \pi \) denotes the projection on the first factor (so there exists a \( C^k \) diffeomorphism \( A : \mathcal{E} \to \mathcal{X} \times \mathbb{F}^s \) such that \( \pi \circ A = \rho \) and \( A \) is a linear isomorphism on each fiber). There is a similarly formulated notion of triviality for a holomorphic vector bundle. Also recall that a section of a vector bundle \( \rho : \mathcal{E} \to \mathcal{X} \) is a mapping \( \sigma : \mathcal{X} \to \mathcal{E} \) such that \( \rho \circ \sigma = 1_{\mathcal{X}} \) (the identity mapping on \( \mathcal{X} \)). If \( \rho : \mathcal{E} \to \mathcal{X} \) is a \( C^k \) vector bundle and \( \ell = 0, 1, \ldots, \omega \) is such that \( \ell \leq k \), then we let
denote the set of all sections of $E$. Similarly, the set of all complex-analytic sections of a holomorphic vector bundle $\rho : E \to X$ will be denoted by $\text{ca}(X, E)$.

**Proposition 2.6.** Let $k = 0, 1, \ldots, \infty, \omega$. A $C^k$ (resp., holomorphic) $s$-plane bundle $\rho : E \to X$ is $C^k$ (resp., holomorphically) trivial if and only if there exist $s$ sections $\sigma_1, \ldots, \sigma_s$ in $\text{C}^k(X, E)$ (resp., in $\text{ca}(X, E)$) such that for each $x \in X$ the vectors $\sigma_1(x), \ldots, \sigma_s(x)$ are linearly independent over $\mathbb{F}$ in the fiber $E_x$.

**Proof.** See [12, p. 18]. □

### 3. The main theorem

In this section we prove our main result, which states that a generalized version of Doležal’s theorem holds for a parameterized matrix mapping $A : X \to \mathbb{F}^{n \times m}$ if and only if both of the vector bundles $\rho_A : \mathcal{X} \to X$ and $\rho_A' : \mathcal{X} \to X$ defined in Proposition 2.3 are trivial. We will then appeal to a standard result from the theory of vector bundles to show that these bundles are indeed $C^0$ trivial if the base space $X$ is contractible. Although not entirely obvious, it appears that one must assume the base space $X$ is a contractible Stein manifold to infer that a holomorphic vector bundle $\rho : E \to X$ is holomorphically trivial. We will appeal to appropriate references as we sort through these technical issues.

First we start with a basic fact from linear algebra whose straightforward proof is omitted.

**Lemma 3.1.** Let $A \in \mathbb{F}^{n \times m}$ be of rank $r$ over $\mathbb{F}$ with $1 \leq r < m$, let $V$ be an $n \times r$ matrix whose columns are linearly independent and span the range of $A$, and let $U$ be an $m \times (m - r)$ matrix whose columns are linearly independent and span the kernel of $A$. Then there exists a unique $m \times r$ matrix $W$ such that

$$V^*AW = V^*V \quad \text{and} \quad U^*W = 0_{(m-r)\times r}. \quad (5)$$

Moreover, the matrix $W$ satisfying (5) is given by the formula

$$W = A^*V(V^*AA^*)^{-1}V^*V,$$

and satisfies $AW = V$.

**Theorem 3.2.** Let $\mathcal{X}$ be a Hausdorff topological space and let $A : \mathcal{X} \to \mathbb{F}^{n \times m}$ be a continuous $n \times m$-matrix-valued mapping with the property that for some integer $r = 0, \ldots, \min\{n, m\}$ we have $\text{rank}_\mathbb{F}A(x) = r$ for every $x \in \mathcal{X}$. Then the following statements are equivalent.
(a) There exist \( C^0 \) mappings \( M : \mathcal{X} \rightarrow U(m, \mathbb{F}) \) and \( B : \mathcal{X} \rightarrow \mathbb{F}^{n \times r} \) such that
\[
x \in \mathcal{X} \Rightarrow A(x)M(x) = [B(x) | 0_{n \times (m-r)}].
\]
(b) There exist \( C^0 \) mappings \( M : \mathcal{X} \rightarrow GL(m, \mathbb{F}) \) and \( B : \mathcal{X} \rightarrow \mathbb{F}^{n \times r} \) such that Eq. (6) holds.
(c) Both of the vector bundles \( \rho : \mathcal{R}_A \rightarrow \mathcal{X} \) and \( \rho' : \mathcal{H}_A \rightarrow \mathcal{X} \) defined in Proposition 2.3 are \( C^0 \) trivial.

**Proof.** The extreme cases where the matrix rank satisfies \( r = 0 \) or \( r = m \leq n \) are easily handled, so we will carry out the argument under the assumption that \( 0 < r < m \).

(a) \( \Rightarrow \) (b): this is obvious.

(b) \( \Rightarrow \) (c): let \( M : \mathcal{X} \rightarrow GL(m, \mathbb{F}) \) be a \( C^0 \) mapping satisfying (6) and for \( x \in \mathcal{X} \) and \( i = 1, \ldots, m \) let \( \mu_i(x) \) denote the \( i \)th column of the matrix \( M(x) \). It is clear that \( A(x)\mu_i(x) = 0 \) for each \( i = r+1, \ldots, m \) and \( x \in \mathcal{X} \), so it follows that for \( i = r+1, \ldots, m \) the mappings \( \sigma_i : \mathcal{X} \rightarrow \mathcal{X} \times \mathbb{F}^m, \sigma_i(x) = (x, \mu_i(x)) \) form a set of \( m-r \) linearly independent, \( C^0 \) sections of the \( (m-r) \)-plane vector bundle \( \mathcal{H}_A \), whence \( \mathcal{H}_A \) is trivial by Proposition 2.6.

Next observe that \( \text{rank}_x A(x) = \text{rank}_x A(x)M(x) = r \) for every \( x \in \mathcal{X} \), because \( M(x) \) is invertible. Since \( A(x)\mu_i(x) = 0 \) for \( i = r+1, \ldots, m \), we infer that the column vectors \( A(x)\mu_i(x) \) are linearly independent for every \( x \in \mathcal{X} \).

Consequently, for \( i = 1, \ldots, r \) the mappings \( \sigma_i : \mathcal{X} \rightarrow \mathcal{X} \times \mathbb{F}^m, \sigma_i(x) = (x, A(x)\mu_i(x)) \) form a set of \( r \) linearly independent, \( C^0 \) sections of the \( r \)-plane bundle \( \mathcal{A}_A \), whence by Proposition 2.6 \( \mathcal{A}_A \) is trivial as well.

(c) \( \Rightarrow \) (a): The assumption that \( \mathcal{H}_A \) is \( C^0 \) trivial implies that there exist \( m-r \) linearly independent, \( C^0 \) sections \( \sigma_{r+1}, \ldots, \sigma_m : \mathcal{X} \rightarrow \mathcal{H}_A \) of the \( m-r \)-plane bundle \( \mathcal{H}_A \). Let \( \pi_2 : \mathcal{H}_A \rightarrow \mathbb{F}^m \) denote the restriction of the projection mapping \( \mathcal{X} \times \mathbb{F}^m \rightarrow \mathcal{H}_A \), and set \( u_i = \pi_2 \circ \sigma_i \) for \( i = r+1, \ldots, m \). Evidently, the mappings \( u_{r+1}, \ldots, u_m : \mathcal{X} \rightarrow \mathbb{F}^m \) are \( C^0 \) and for every \( x \in \mathcal{X} \) the vectors \( u_{r+1}(x), \ldots, u_m(x) \) are linearly independent and span the kernel of \( A(x) \).

Likewise, the assumption that \( \mathcal{A}_A \) is trivial implies that there exist \( r \) linearly independent, \( C^0 \) sections \( \sigma_1, \ldots, \sigma_r : \mathcal{X} \rightarrow \mathcal{R}_A \) of the \( r \)-plane bundle \( \mathcal{R}_A \). Let \( \pi'_2 : \mathcal{R}_A \rightarrow \mathbb{F}^n \) denote the restriction of the projection mapping \( \mathcal{X} \times \mathbb{F}^n \rightarrow \mathcal{R}_A \), and set \( v_i = \pi'_2 \circ \sigma_i \) for \( i = 1, \ldots, r \). Evidently, the mappings \( v_1, \ldots, v_r : \mathcal{X} \rightarrow \mathbb{F}^n \) are \( C^0 \) and for every \( x \in \mathcal{X} \) the vectors \( v_1(x), \ldots, v_r(x) \) are linearly independent and span the range of \( A(x) \).

Now define the \( C^0 \) matrix-valued mappings \( U : \mathcal{X} \rightarrow \mathbb{F}^{m \times (m-r)} \) and \( V : \mathcal{X} \rightarrow \mathbb{F}^{n \times r} \) by
\[
U(x) = [u_{r+1}(x), \ldots, u_m(x)], \quad V(x) = [v_1(x), \ldots, v_r(x)].
\]
Since for each \( x \in \mathcal{X} \) the columns of \( U(x) \) span the kernel of \( A(x) \) and the columns of \( V(x) \) span the range of \( A(x) \), Lemma 3.1 implies that for each \( x \in \mathcal{X} \) the \( m \times r \) matrix
\[ W(x) = A(x)^* V(x)(V(x)^* A(x) A(x)^* V(x))^{-1} V(x)^* V(x) \]  

(7) 

satisfies \( A(x) W(x) = V(x) \) and \( U(x)^* W(x) = 0 \). It is evident from (7) that the resulting matrix mapping \( W : \mathcal{X} \rightarrow \mathbb{R}^{m \times r} \) is \( C^0 \) because the same is true of the matrix functions \( A \) and \( V \). For each \( x \in \mathcal{X} \) let \( \tilde{U}(x) \) denote the \( m \times (m - r) \) obtained from \( U(x) \) by applying the Gram–Schmidt orthonormalization process sequentially (from left to right) to the \( m - r \) columns of \( U(x) \). Likewise for each \( x \in \mathcal{X} \) let \( \tilde{W}(x) \) denote the \( m \times r \) matrix obtained from \( W(x) \) by applying the Gram–Schmidt orthonormalization process sequentially to the \( r \) columns of \( W(x) \). Observe that the resulting mappings 

\[ \tilde{U} : \mathcal{X} \rightarrow \mathbb{R}^{m \times (m-r)}, \quad \tilde{W} : \mathcal{X} \rightarrow \mathbb{R}^{m \times r}, \]

are \( C^0 \) because the same is true of the mappings \( U \) and \( W \), and the vectors produced by the Gram–Schmidt process depend continuously on the vectors to which the process is applied. Also observe that we have \( \tilde{U}(x)^* \tilde{W}(x) = 0 \) for each \( x \in \mathcal{X} \) since we have \( U(x)^* W(x) = 0 \) and the column spans of \( \tilde{U}(x) \) and \( \tilde{W}(x) \) coincide with the column spans of \( U(x) \) and \( W(x) \), respectively. Thus for each \( x \in \mathcal{X} \) the columns of the \( m \times m \) matrix \( M(x) = [\tilde{W}(x), \tilde{U}(x)] \) form an orthonormal basis of \( \mathbb{R}^m \), so it is now apparent that the resulting matrix mapping \( M : \mathcal{X} \rightarrow U(m, \mathbb{F}) \) satisfies our requirements. \( \square \)

**Corollary 3.3.** Let \( \mathcal{X} \) and \( A \) be as in the statement of the theorem. If \( \mathcal{X} \) also has the structure of a real, finite-dimensional, differentiable manifold of class \( C^k \) for \( k = 1, \ldots, \infty, \omega \) and if \( A \) is a \( C^k \) mapping, then the statements (a), (b), and (c) of the theorem are equivalent if we replace \( C^0 \) by \( C^k \).

**Proof.** One simply follows the proof of the Theorem and replaces \( C^0 \) by \( C^k \). One perhaps should observe that the entries of the matrix \( W(x) \) (or, if \( \mathbb{F} = \mathbb{C} \), the real and imaginary parts of the entries of \( W(x) \)) given by (7) are \( C^k \) functions of \( x \) whenever \( A \) and \( V \) are \( C^k \) functions of \( x \), since the operations of matrix inverse and (complex-conjugate) transpose are real analytic. A similar remark applies to the vectors produced by the Gram–Schmidt process on a family of \( C^k \) vector functions. \( \square \)

Unfortunately, the proof of Theorem 3.2 does not carry over directly to the complex-analytic case because the operation of complex-conjugate transpose and the Gram–Schmidt process are not complex analytic due to the presence of the conjugation operation. To obtain a version of Theorem 3.2 in the complex-analytic case one has to use some technical machinery from the theory of functions of several complex variables and put additional restrictions on the base manifold \( \mathcal{X} \) to ensure that holomorphic vector bundles over \( \mathcal{X} \) have an “ample” number of global holomorphic sections. Specifically, we call a complex analytic manifold \( \mathcal{X} \) a **Stein manifold** if \( \mathcal{X} \) can be holomorphically embedded as a closed submanifold of \( \mathbb{C}^N \) for some \( N \in \mathbb{N} \) sufficiently large. We note that this is not the standard way of defining a Stein
manifold, but it is the most convenient for our purposes. For the standard definition, as well as the proof of its equivalence to the one we have provided, we refer the reader to the book of Hörmander ([9, Chapter 5]). Although not apparent from our definition, it can be shown that every convex open subset of $\mathbb{C}^n$ is a Stein manifold (see [9]).

One key result concerning the theory of Stein manifolds to which we will appeal is a consequence of the so-called “Theorem A of Cartan” (see [9, p. 174]), which in essence asserts the existence of an ample number of holomorphic sections of coherent analytic sheaves over Stein manifolds. Any attempt to summarize the necessary terminology to present a statement of the sheaf-theoretic version of this result would take us too far afield from our principal objectives, so we will be content to state a special case that is adequate for our purposes (see [9, Theorem 7.2.9] for the proof).

**Proposition 3.4.** Let $\mathcal{X}$ be a Stein manifold and let $A : \mathcal{X} \to \mathbb{C}^{n \times m}$ and $v : \mathcal{X} \to \mathbb{C}^n$ be complex-analytic mappings with the following property: for each $x_0 \in \mathcal{X}$ there exist an open neighborhood $\mathcal{U}$ of $x_0$ and complex-analytic functions $\gamma_1, \ldots, \gamma_m : \mathcal{U} \to \mathbb{C}$ (possibly depending on $x_0$) such that

$$x \in \mathcal{U} \Rightarrow v(x) = \sum_{j=1}^m \gamma_j(x) a_j(x),$$

where $a_j(x)$ denotes the $j$th column of the $n \times m$ matrix $A(x)$. Then there exist globally defined, complex-analytic functions $c_1, \ldots, c_m : \mathcal{X} \to \mathbb{C}$ such that

$$x \in \mathcal{X} \Rightarrow v(x) = \sum_{j=1}^m c_j(x) a_j(x).$$

**Theorem 3.5.** Let $\mathcal{X}$ be a Stein manifold and let $A : \mathcal{X} \to \mathbb{C}^{n \times m}$ be a complex-analytic $n \times m$-matrix-valued mapping with the property that for some integer $r = 0, \ldots, \min\{n, m\}$ we have $\operatorname{rank}_\mathbb{C} A(x) \equiv r$ for every $x \in \mathcal{X}$. Then the following statements are equivalent.

(a) There exist complex-analytic mappings $M : \mathcal{X} \to \operatorname{GL}(m, \mathbb{C})$ and $B : \mathcal{X} \to \mathbb{C}^{n \times r}$ such that

$$x \in \mathcal{X} \Rightarrow A(x) M(x) = \begin{bmatrix} B(x) & 0_{n \times (m-r)} \end{bmatrix}.$$  \hspace{1cm} (8)

(b) Both of the vector bundles $\rho : \mathcal{H}_A \to \mathcal{X}$ and $\rho' : \mathcal{H}_A \to \mathcal{X}$ defined in Proposition 2.3 are holomorphically trivial.

**Proof.** (a) $\Rightarrow$ (b): This follows exactly as in the proof of the implication (b) $\Rightarrow$ (c) in Theorem 3.2 if we simply set $\mathcal{F} = \mathbb{C}$ and replace “$C^0\mathbb{C}$” by “complex analytic”.

(b) $\Rightarrow$ (a): The assumption that $\mathcal{H}_A$ is holomorphically trivial implies by Proposition 2.6 that there exist $m - r$ linearly independent, complex-analytic sections
Let \( \sigma_{r+1}, \ldots, \sigma_m : \mathcal{X} \to \mathcal{H}_A \) of the \( m-r \)-plane bundle \( \mathcal{H}_A \). Let \( \pi_2 : \mathcal{X}_A \to \mathbb{C}^m \) denote the restriction of the projection mapping \( \mathcal{X} \times \mathbb{C}^m \to \mathcal{X}_A \), and set \( u_k = \pi_2 \circ \sigma_k \) for \( k = r+1, \ldots, m \). Evidently, the mappings \( u_{r+1}, \ldots, u_m : \mathcal{X} \to \mathbb{C}^m \) are complex analytic and for every \( x \in \mathcal{X} \) the vectors \( u_{r+1}(x), \ldots, u_m(x) \) are linearly independent and span the kernel of \( A(x) \).

Likewise, the assumption that \( \mathcal{H}_A \) is holomorphically trivial implies that there exist \( r \) linearly independent, complex-analytic sections \( \sigma_1, \ldots, \sigma_r : \mathcal{X} \to \mathbb{C}^m \) of the \( r \)-plane bundle \( \mathcal{H}_A \). Let \( \pi'_2 : \mathcal{H}_A \to \mathbb{C}^n \) denote the restriction of the projection mapping \( \mathcal{X} \times \mathbb{C}^n \to \mathcal{H}_A \), and set \( v_k = \pi'_2 \circ \sigma_k \) for \( k = 1, \ldots, r \). Evidently, the mappings \( v_1, \ldots, v_r : \mathcal{X} \to \mathbb{C}^n \) are complex analytic and for every \( x \in \mathcal{X} \) the vectors \( v_1(x), \ldots, v_r(x) \) are linearly independent and span the range of \( A(x) \).

We claim that for each \( k = 1, \ldots, r \) there exists a complex-analytic mapping \( w_k : \mathcal{X} \to \mathbb{C}^m \) such that \( A(x)w_k(x) = v_k(x) \) for every \( x \in \mathcal{X} \). Indeed by the assumption that \( \mathcal{X} \) is a Stein manifold and Proposition 3.4 it is enough to prove that for each \( k = 1, \ldots, r \) and for every \( x_0 \in \mathcal{X} \) there exist an open neighborhood \( \mathcal{U} \) of \( x_0 \) and a complex-analytic mapping \( \gamma_k : \mathcal{U} \to \mathbb{C}^m \) such that \( A(x)\gamma_k(x) = v_k(x) \) for every \( x \in \mathcal{U} \). However, this is seen to be a direct consequence of the (holomorphic version of the) Claim in Proposition 2.3 due to the constant-rank assumption on \( A \), so the desired mappings \( w_k, k = 1, \ldots, r \) are seen to exist as claimed.

We next define complex-analytic mappings \( M : \mathcal{X} \to \mathbb{C}^{m \times m} \) and \( B : \mathcal{X} \to \mathbb{C}^{n \times r} \) in terms of the complex-analytic, \( m \)-dimensional (column) vector functions \( w_1, \ldots, w_r, u_{r+1}, \ldots, u_m : \mathcal{X} \to \mathbb{C}^m \), by

\[
M(x) = [w_1(x), \ldots, w_r(x), u_{r+1}(x), \ldots, u_m(x)]
\]

and

\[
B(x) = A(x)[w_1(x), \ldots, w_r(x)].
\]

It is easy to see that \( M(x) \) is invertible for each \( x \in \mathcal{X} \) and \( M \) and \( B \) satisfy (8), so the proof is complete.

**Remark 3.6.** Observe that one would not expect the analog of assertion (a) of Theorem 3.2 to hold in the complex-analytic case since, for example, if we had \( \mathcal{X} = \mathbb{C} \) and \( M : \mathbb{C} \to U(n, \mathbb{C}) \) complex analytic, then the compactness of \( U(n, \mathbb{C}) \) would force \( M \) to be a constant.

Theorem 3.2, Corollary 3.3, and Theorem 3.5 all assert that various versions of Doležal’s theorem hold when the vector bundles \( \rho : \mathcal{H}_A \to \mathcal{X} \) and \( \rho' : \mathcal{X}_A \to \mathcal{X} \) are trivial. The next result recalls an important and useful situation in which the \( C^k \) (or holomorphic, if appropriate) triviality of a vector bundle \( \rho : \mathcal{E} \to \mathcal{X} \) is assured.

**Theorem 3.7**

(a) If \( \mathcal{X} \) is a contractible, paracompact, Hausdorff space, then every \( C^0 \) \( s \)-plane vector bundle \( \rho : \mathcal{E} \to \mathcal{X} \) is \( C^0 \) trivial.
(b) If $\mathcal{X}$ is a contractible, paracompact, Hausdorff, finite-dimensional differentiable manifold of class $C^k$ for $k = 1, \ldots, \infty$, then every $C^k$ $s$-plane vector bundle $\rho : \mathcal{E} \to \mathcal{X}$ is $C^k$ trivial.

(c) If $\mathcal{X}$ is a contractible Stein manifold, then every holomorphic $s$-plane vector bundle $\rho : \mathcal{E} \to \mathcal{X}$ is holomorphically trivial.

**Proof.** For the proofs of assertion (a) and assertion (b) in the cases where $k = 1, \ldots, \infty$ see [8, p. 97]. The proof of (b) when $k = \omega$ and the proof of (c) are likely part of the folklore in the subject of vector bundles, but we were not able to locate any precise references, so we offer very brief sketches of the requisite arguments. The proof of (b) in the $C^\omega$ case can be deduced from the $C^\infty$ case via the following approximation argument. Since a $C^\omega$ vector bundle $\rho : \mathcal{E} \to \mathcal{X}$ is, in particular, a $C^\infty$ vector bundle, the $C^\infty$ version of (b) implies that the $C^\omega$ $s$-plane bundle $\rho : \mathcal{E} \to \mathcal{X}$ is $C^\infty$ vector-bundle isomorphic to a trivial bundle, so there exist $C^\infty$ sections $\sigma_1, \ldots, \sigma_s$ such that for each $x \in \mathcal{X}$ the vectors $\sigma_1(x), \ldots, \sigma_s(x)$ are linearly independent in the fiber $\mathcal{E}_x$. A well known, but deep, result states that the space of real-analytic sections $\Gamma^\omega(\mathcal{X}, \mathcal{E})$ is a dense subset of $\Gamma^\infty(\mathcal{X}, \mathcal{E})$ in the fine $C^\infty$ topology (see [11, p. 303]), and the nature of the fine $C^\infty$ topology allows us to obtain for each $i = 1, \ldots, s$ a real-analytic section $\tilde{\sigma}_i \in \Gamma^\omega(\mathcal{X}, \mathcal{E})$ such that for each $x \in \mathcal{X}$ the vectors $\tilde{\sigma}_1(x), \ldots, \tilde{\sigma}_s(x)$ are linearly independent in the fiber $\mathcal{E}_x$, whence $\rho : \mathcal{E} \to \mathcal{X}$ is $C^\omega$ trivial by Proposition 2.6.

The proof of the (real) $C^\omega$ case cannot be used to prove assertion (c) because $C^\infty$ sections of a holomorphic vector bundle cannot generally be approximated by complex-analytic sections. Thus we resort to yet another argument. Given a holomorphic $s$-plane vector bundle $\rho : \mathcal{E} \to \mathcal{X}$ over a contractible Stein manifold $\mathcal{X}$ we form its associated principal fiber bundle $\tilde{\rho} : \mathcal{B} \to \mathcal{X}$ (see [16, pp. 35–36] for details). One knows that the holomorphic vector bundle $\rho : \mathcal{E} \to \mathcal{X}$ is holomorphically (resp., $C^k$) trivial if and only if its associated principal bundle $\tilde{\rho} : \mathcal{B} \to \mathcal{X}$ admits a global holomorphic (resp., $C^k$) section. However, there will certainly exist a continuous section $\sigma : \mathcal{X} \to \mathcal{B}$ because $\tilde{\rho} : \mathcal{B} \to \mathcal{X}$ is, in particular, a $C^0$ fiber bundle over the contractible topological space $\mathcal{X}$, and thus is $C^0$ trivial by the analog of assertion (a) for topological fiber bundles (see [16, p. 53]). To obtain the existence of a global complex-analytic section we appeal to a result of Cartan (see [1, Theorem 1]), which states that every continuous section of a holomorphic principal fiber bundle with group $GL(s, \mathbb{C})$ over a Stein manifold is homotopic to a complex-analytic section. In particular, the principal fiber bundle $\tilde{\rho} : \mathcal{B} \to \mathcal{X}$ has a globally defined complex analytic section because it has a globally defined continuous section (being $C^0$ trivial because its base space $\mathcal{X}$ is contractible). Thus $\rho : \mathcal{E} \to \mathcal{X}$ is holomorphically trivial as required.

**Theorem 3.8** (Doležal’s theorem for contractible parameter spaces). Let $\mathcal{X}$ be a topological space that is Hausdorff, paracompact, and contractible, and let $\Lambda : \mathcal{X} \to \mathcal{B}$ be...
$F: \mathbb{R}^{n \times m}$ be a continuous $n \times m$-matrix-valued mapping with the property that for some integer $r = 0, \ldots, \min\{n, m\}$ we have $\text{rank} F(x) = r$ for every $x \in \mathcal{X}$.

(a) There exist $C^0$ mappings $M: \mathcal{X} \to U(m, F)$ and $B: \mathcal{X} \to \mathbb{R}^{n \times r}$ such that

$$x \in \mathcal{X} \Rightarrow A(x)M(x) = [B(x) \mid 0_{n \times (m-r)}].$$

(b) If $\mathcal{X}$ has the structure of a real, finite-dimensional, differentiable manifold of class $C^k$ for $k = 1, \ldots, \omega$ and if $A$ is of class $C^k$, then there exist $C^k$ mappings $M: \mathcal{X} \to U(m, F)$ and $B: \mathcal{X} \to \mathbb{R}^{n \times r}$ such that (9) holds.

(c) If $\mathcal{X} = \mathbb{C}$, if $\mathcal{X}$ has the structure of a complex-analytic Stein manifold, and if $A$ is complex analytic, then there exist complex-analytic mappings $M: \mathcal{X} \to GL(m, \mathbb{C})$ and $B: \mathcal{X} \to \mathbb{C}^{n \times r}$ such that (9) holds.

Proof. The constant-rank assumption on the matrix-valued mapping $A$ allows us to form the $C^0$ $r$-plane bundle $\rho : \mathcal{H}_A \to \mathcal{X}$ and the $C^0$ $(m-r)$-plane bundle $\rho' : \mathcal{K}_A \to \mathcal{X}$ given by Proposition 2.3. Our assumptions imply that both of these bundles are $C^0$ trivial by Theorem 3.7(a), so assertion (a) is a consequence of Theorem 3.2. If $\mathcal{X}$ is a $C^k$ manifold and $A$ is a $C^k$ mapping, then the bundles $\rho : \mathcal{H}_A \to \mathcal{X}$ and $\rho' : \mathcal{K}_A \to \mathcal{X}$ are of class $C^k$ and are $C^k$ trivial by Theorem 3.7(b), so assertion (b) is a consequence of Corollary 3.3. Likewise, if $\mathcal{X}$ is a complex-analytic Stein manifold and $A$ is complex analytic, then these bundles are holomorphic and are holomorphically trivial by Theorem 3.7(c), so assertion (c) follows from Theorem 3.5. This completes the proof. □

Remark 3.9. The extension of Doležal’s theorem to parameter spaces that are contractible topological spaces (or contractible real or complex manifolds) is of interest for at least two reasons. First, it is known that there are contractible manifolds of dimension $n = 3$ that are not homeomorphic to the interior of the standard 3-cube $\Omega \subseteq \mathbb{R}^3$ (see [19]). Admittedly, such examples are somewhat esoteric and are not likely to impinge on applications, but they do show that an extension of Doležal’s theorem from the case where the parameter space is the cube $\Omega \subseteq \mathbb{R}^3$ to a more general contractible space has some mathematical significance. Second, one can envisage practical situations where it is desirable to apply Doležal’s theorem when the parameter space is contractible and infinite-dimensional, and such situations are not covered by the known results.
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