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ABSTRACT 

The Kreiss matrix theorem asserts three necessary and sufficient conditions for a 
family of matrices of fixed finite order to be &-stable: a resolvent condition (R), a 
triangularization condition (S) and a Hermitian norm condition (H). We extend the 
Kreiss theorem to families of matrices of finite but unbounded order with the 
restriction that the degrees of the minimal polynomials of all matrices in the family 
are less than a fixed constant. For such matrix families, we show that (R) and (H) 

remain necessary and sufficient for L,-stability, while (S) must be replaced by a 
somewhat stronger “block triangularization” condition (S’). This extended Kreiss 

theorem permits a corresponding extension of the Buchanan stability theorem. 

I. INTRODUCTION AND STATEMENT OF MAIN THEOREM 

The Kreiss matrix theorem [l] gives four conditons equivalent to (spectral 
norm) stability for a family G of square complex matrices, all of the same 
order p: 

(A) [Definition of stability.] There exists a constant C such that for all 
matrices A in G and all positive integers n, (JAnI < C. 

(R) There exists a constant C, such that for all A in G and all complex 
numbers z with IzI > 1, the matrix (A - zI)- ’ exists and 

/[(A-zI)-‘II< C,(1+1)? (I.11 
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(S) There exist constants C, and C, and for each A in G a non-singular 
matrix S such that (i) IISII,(IS-‘/l < C,; and (ii) B = SAS -’ is upper triangu- 
lar: 

Xl B 12 B,, . . . B,, 

x2 B, . . . B,, 

B= 
x, . . . B 

3P 

0 

I xP 

and its off-diagonal elements satisfy 

jBiil < C,min(l- 1~~1, l- Ix,[), 

(1.2) 

(1.3) 

where X, are the diagonal elements of B, i.e., the eigenvalues of A and B 
(note that this implies 1 xi1 < 1). 

(H) There are a constant C, > 0 and, for each A in G, a positive definite 
Hermitian matrix H such that 

C;lI<H<CHl (1.4a) 

and 

A*HA<H. (1.4h) 

The matrix norm used in conditions (A), (R) and (S) is the spectral norm 

where p denotes the spectral radius, while the vector norm 11 uII is the usual 
Euclidean norm 

llull= II(u1,...,up}ll=((u1(2+ -. . -+p[2)1’2=(u*u)1’2. (1.6) 

The matrix inequalities in condition (H) refer to the order relationship 
among Hermitian matrices induced by positive definiteness: A < B means 
B - A > 0, while M > 0 means that u*Mu > 0 for all vectors u, or alterna- 
tively that all eigenvalues of M are non-negative. 
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Since the Kreiss matrix theorem refers to matrices of a fixed finite order, 
it has generally been applied in numerical analysis to amplification matrices, 
i.e., to the Fourier transforms of solution operators of finite difference 
equations. When the difference equations have variable coefficients, how- 
ever, the amplification matrices are only distantly related to the solution 
operator, and the crucial question of concern is the stability of the solution 
operator itself. In many cases (e.g., for equations of evolution on a compact 
domain with homogeneous boundary conditions) the solution operator can be 
represented as a family of finite matrices, but the order of these matrices is 
not fixed. Instead, the order increases without bound as the mesh size of the 
difference net is allowed to approach zero. 

It therefore seems useful to extend the Kreiss matrix theorem to a family 
F of square matrices which are not all of the same order, and whose orders, 
though all finite, have no fixed upper bound. We perform such an extension 
in this paper. The extension cannot be completely unrestricted, since 
McCarthy and Schwartz [S] have given an example of a family of unbounded 
order which satisfies condition (R) but not (A). Here we shall impose upon F 

the restriction that 

degm (A) < K, all A E F, (1.7) 

where m(A) denotes the minimal polynomial of the matrix A and deg means 
“the degree of”. This restriction implies, among other things, that each 
matrix of F has no more than K distinct eigenvalues. The results we obtain 
are thus too narrow to be immediately applicable to the solution operators of 
any interesting problems. The authors hope to relax this restriction in a later 
paper. 

Our precise result is as follows: 

THEOREM 1. Let F he a family of square matrices of various (not 

necessarily bounded) orders. Suppose that F satisfies (1.7). Then the stability 

of F is equivalent to each of the conditions (A), (R), (S’) and (H). Here (A), 
(R) and (H) are exactly as given above, with each matrix endowed with the 

spectral norm appropriate for its order. Condition (S’) is the same statement 

as (S) except that in (1.2) B is a block upper triangular matrix with p2 blocks 

( p < K) of possibly varying sizes, so that xi is replaced by the scalar matrix 

x,1 of appropriate order di, and in (1.3) the absolute value 1 Biil is replaced by 
the standard operator norm of the di x di matrix Bii: 

where 1). Ild denotes the Euclidean vector norm 

dimensions. 
(1.6) in a space of d 
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The proof of Theorem 1 is essentially an adaptation of the proof of 
Kreiss’s theorem given in Richtmyer and Morton [2]. The detailed arguments 
are set forth in Sec. 5. As a preparatory step, we derive (in Sec. 2) a special 
triangular form under unitary equivalence for matrices satisfying (1.7). This 
new triangular form can also be used to extend previous results of the first 
author, in particular his “block Buchanan condition” [3, Theorem IV.11, to 
general families satisfying (1.7). This is discussed in an appendix. 

For the proof of Theorem 1 we also need an extension to block matrices 
of Gerschgorin’s theorem [4] on the location of eigenvalues; this is given in 
Sec. 4. The authors are indebted to Alan Hoffman for the information that a 
somewhat stronger extension of Gerschgorin’s theorem can be found in 

Feingold and Varga [5]. Thanks are also due to Hans Schneider for two 
valuable clarifications. 

2. REDUCTION TO BLOCK TRIANGULAR FORM 

In this section we lay the foundation for our later consideration of 
condition (S’). We recall that the rationale for a condition such as (S) comes 
from Schur’s theorem [6, p. 751: an arbitrary square matrix is unitarily 
equivalent (similar under a unitary similarity transformation) to an upper 
triangular matrix. Unitary equivalence does not affect stability, since [) UJ] 
=]]U-‘]I=1 for a unitary matrix U and (U-‘AU)“= I_-‘A”U. Triangular 
matrices, however, are easier to handle, since they display their eigenvalues 
explicitly on the main diagonal. Moreover, these eigenvalues can be made to 
appear in any arbitrary order 12, p. 771. 

Our restriction (1.7) has, as already observed, the consequence that the 
set of distinct eigenvalues of any matrix of our family F can number at most 

K. It seems natural, therefore, to arrange our Schur triangularization so that 

equal eigenvalues occur at adjacent positions along the main diagonal 

(Gorelick [3] calls this semi-nesting). The result will be a block matrix, with 

at most K diagonal blocks, and with each block along the main diagonal 
having the form hZ+ N, where h is some eigenvalue of the original matrix 
and N is a strictly upper triangular (hence nilpotent) matrix: 

N 

h 
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The key fact which enables us to use condition (S’) is that we can 
actually carry the reduction one step further than this. For a suitably chosen 
partition, perhaps finer than the one just described but nevertheless contain- 
ing at most K diagonal blocks, we can make these diagonal blocks scalar and 
reduce the N to zero. This is the content of the following theorem. 

THEOREM 2. Let A be a square complex matrix whose minimal poly- 

nomial has degree p: 

m(A)=P(r)=(x-X,)“*..(x-A,)‘, 5 r,=p, (2.1) 
P=l 

with 4 #xi for i # j. Then A is uniturily equivalent to a partitioned matrix B 

of the form 

B=(Bii), i,j=l ,..‘> P, 

where the Bji are matrix blocks of size di x dt (with all d, > l), and 

(2.2) 

Bit = 0, j < i, (2.3) 

while 

Bit = xi I, (2.4) 

Bi,i+lfO if ~{=x~+~. (2.5) 

The scalars xi are the eigenvalues of A ordered as follows. The first rl of the 
xi are equal to h,, 

Z4=st; 

the next r2 are equal to h,, and so on. Precisely, let 

then xi=& for s,_,<i<s,. 

Proof. Schur’s theorem tells us 

C=(C,rL 

with C,, of size 6, x S,, with C,, = 0 

that A is unitarily equivalent to a matrix 

k,l=l,..., q, (2.6) 

for I< k, and with 

C&=&I+ Nk, k=l,...,q, (2.7) 

where Nk is a nilpotent (strictly upper triangular) matrix. We define the 
in&r of nilpotence of a nilpotent matrix N to be the smallest positive integer 
r for which N’= 0. We state two lemmas concerning this index. n 
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LEMMA 2.1. The index of nilpotence of Nk is exactly equal to r,. 

LEMMA 2.2 Let c” be a square matrix of the form 

d=AI+N, 

where N is nilpotent of index r. Then c” is unitarily 
block matrix of the form 

XI G,, * . . G,, 

XI . . . G,, 

G= 

with all Gi,i+l#O. 

0 . . 

XI 

(2.8) 

equivalent to an r X r 

(2.9) 

From these lemmas, Theorem 2 would follow, for (2.7) and the lemmas 
assert the existence for each k of a 8, X 8, unitary transformation U, which 
reduces C,, to the form (2.9) with r = rk. Then the unitary transformation 

u, 
, 

u2 0 

U= (2.10) 

0 

ug, 

will reduce C to the form (2.2) with entries satisfying (2.3), (2.4) and (2.5). In 
particular, the kth block of (2.6) will break up via (2.9) into the (sk_ r + 1)th 
through s,th blocks of (2.2). 

Thus it remains only to prove Lemmas 2.1 and 2.2. The first of these has 
already been proved by Gorelick [3], but we give a slightly simplified version 
of the proof here for the reader’s convenience. The second lemma is believed 
to be new. 

Proof of Lemma 2.1. Since A and C are similar matrices, they have the 
same minimal polynomial P(x). Thus from (2.1) we have 

O=P(C)= fi (C-h,Z)“. 
i=l 

(2.11) 
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Looking at the main (block) diagonal of Z’(C), we find 

o= [P(C)],,= fi (C,,-A$)“= Ii [ (A,-&)z+N,]” 
I=1 I=1 

=N: n [(A,-h,)Z-tN,]I', 
l#k 

(2.12) 

using (2.7). But & -Ai #O and Nk is strictly upper triangular, so that every 
factor under the final product sign of (2.12) is non-singular. Hence 

Nkr,=O, (2.13) 

and the index of nilpotence of Nk is at most r,. 
Conversely, suppose NkG= 0 for some set of positive integers tk, and put 

Q(X)= fi (X--hk)‘*. 
k=l 

(2.14) 

We shall show that Q (C) = 0, which would imply that P(x) divides Q (x) and 
therefore rk < tk for all k. This together with (2.13) would prove the Lemma. 

We demonstrate that Q (C) = 0 by induction on 9. For 9 = 1, we have 
C=X,Z+ Nr and Q(C)= N:l=O. N ow for a general 9 we assume the result 
for matrices with 9 - 1 or fewer distinct eigenvalues, and break up C in the 
form 

c- ;’ ( Az”+N . 
9 4 1 

Then 

q-1 
Q(C)= n (C-Akz)“k(c-Aqz)” 

k=l 

)( (C’-AqZ)tq 2 

0 N? 
> 

where X, Y, 2 are block matrices whose detailed forms are irrelevant, and 

9-l 

Qr(C’)= fl (C’-A,Z)t’=O 
k=l 
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by the induction hypothesis. Moreover, N$=O. Hence 

w=(,o “y)( 7 ;)=c 

completing the induction and the proof of Lemma 2.1. a 

Proof of Lemma 2.2. We may assume without loss of generality that 
A= 0, since the addition of a scalar matrix does not affect 
equivalence: 

U*(AZ+ N)U=XZ+ U*NU 

for any unitary matrix U. We need thus only demonstrate 

LEMMA 2.3. Let N be a nilpotent square matrix of index 
N= UTV*, where U is unitary and T has the block representation 

T= 

with all T,3i+l#0. 

0 T,, . . . T,, 

0 . . . T,, 

. . 
0 . . . . 0 

unitary 

r. Then 

(2.15) 

Proof of Lemma 2.3. We obtain the representation T by induction on T. 
Forr=lwehaveN=N’=O=TandU=Z.Nowassumetheresultforr-l. 
Since N’= N*N’-’ = 0, the range of NT-’ is contained in the null space S of 
N. Note that dim S = d Z 1, since N, being nilpotent, is singular. Write 6 for 
the order of N. Let { ur, . . . , ud} be an orthonormal basis for S, and complete 
this in an arbitrary fashion to an orthonormal basis {or,. . . , u~,IJ~+~, . . . ,Q} 
for the Euclidean S-space in which N acts. Transform both N and N’- ’ to 
this basis by a single unitary transformation. Since the first d basis vectors lie 
in S, the first d columns of N will become zero, while the last 6 - d rows of 
N’- ’ will vanish because the range of N’- ’ is spanned by {or,. , . ,od}. Thus, 
with partitioning into blocks of size d and S - d, we have for some unitary 
matrix U,, 

N= U, u: (2.16) 
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and 

But from (2.16) we find by direct computation that 

(2.17) 

(2.18) 

Comparing (2.18) and (2.17) yields M;-' = 0. Thus by the induction hypothe- 
sis M, is unitarily equivalent (say via U,) to an (r - 1) X (r - 1) block strictly 
upper triangular matrix. Setting 

z 0 
us=0 u,> ( 1 

we see from (2.16) that 

N= (U,f-J,)T( u&-q*> (2.19) 

where T has the form (2.15). This completes the induction. 
To establish that all T,,, + 1 #O, observe that otherwise T could be rewrit- 

ten in the same form but with r - 1 or fewer blocks. But then T’- ’ =0 and 
therefore N’-’ - -0, contradicting the assumed index r of nilpotence. The 
proof of Theorem 2 is complete. n 

3. PROPERTIES OF THE BLOCK NORM. 

Condition (S’) includes a definition (1.8) of the norm of a rectangular 
matrix block Aij which is embedded in a larger square matrix A. In this 
section, we collect for ready reference some of the properties of this “block 
norm”. 

First of all, we note that the block norm possesses all properties shared 
by operator norms in general. In particular, the following equations and 
inequalities are valid for the block norm whenever the indicated sums 
and/or products are defined: 

ll~ijll=IoI* IIAi~ll for scalar a; (3.1) 

IIAiiIl = I when Aii is an identity matrix; (3.2) 

llA,f+ Biill ’ llA,jll + II&II; (3.3) 

IIAijUIl < IlAiill . Ilull for vector U; (3.4) 

IlAii*%ll G IIAijlI * II&II* (3.5) 
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Next, we state two useful inequalities connecting the block norm with 
the norm of the matrix in which the block is embedded. The proofs have 
been omitted. 

THEOREM 3.2. Let A denote a partitioned matrix of the form 

A = (Aii)t i=l ,a.., k, j=.1 ,..a, 1. 

Then for each i and i 

while 

(3.6) 

(3.7) 

Finally, we assert an almost obvious result on the block norm of the 
adjoint (conjugate transpose) matrix. 

THEOREM 3.3. 11 A$]] = ]]Aii]], 

4. A GERSCHGORIN THEOREM FOR PARTITIONED MATRICES 

In establishing the sufficiency of the Kreiss condition (S), Richtmyer and 
Morton [2, p. 761 employ at a crucial point the Gerschgorin circle theorem 
on the location in the complex plane of the eigenvalues of a matrix. At a 
corresponding step, we shall need an extension of Gerschgorin’s theorem to 
partitioned matrices in order to establish the sufficiency of our condition (S’). 
We derive the needed extension in this section. 

THEOREM 4. Let 
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be a matrix of arbitrary order such that Mii is a square matrix of order di and 

Mii is a di x di matrix. Put Mii = Ai + Ei, where Ai is a scalur matrix of the 

form Ail,, and Ei = Mii - A,. Then every eigenvalue X of M must lie in the 

union of the n circles 

Iz-‘iI G lIEill + zi llMii/l~ i=l n, ,..., (4.1) 

where the norms are defined by (1.8). 

Proof. Let v be an eigenvector of M corresponding to A, so that 
MC = Xv. Write c = (cl, I+,. . . , I;,)~, where t+ is a vector of di components. Let 

where )I vi 11 denotes the Euclidean di-norm. 
We set Mu = [(Mu),, (Mu),, . . . , ( Mv),IT, where (Mv)~ is also a vector of dj 

components. Since Mu = Au, we have 

(Mv)~=~v~ (4.3) 

Furthermore, 

(Mv)~= 2 M,p,, (4.4 
j=l 

so that 

hv,= i Mpi 
j-1 

(4.5) 

Putting k = i and Mii = Ai + Ei, we find that 

(A-h,)v,= Eivj+ x M,p+. (4.6) 
j#i 

The relation (3.4) and the vector triangle inequality then yield 

IX-U. IIViII ( lIEill. IIViII + zi IIMiill * IIv/II- (4.7) 
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Dividing both sides of (4.7) by Ilu,jj and using (4.2), we get 

1X-U G lIZGIl + ]Zi will. (4.8) 

This proves the theorem. w 

5. PROOF OF MAIN THEOREM 

In this section we give the detailed proof of Theorem 1. We shall follow 
the proof of the standard Kreiss matrix theorem as given in Richtmyer and 
Morton [2]: we show that (A)+(R)+(S)+(H)-+(A). 

(H) implies (A); (A) implies (R). The standard proofs of these statements 
[2, pp. 76, 771 do not depend on the order of the matrices involved, and so 
carry over word for word to the present situation. For completeness, we 
repeat them here. 

If (H) is satisfied, consider the iteration 

Then 

and so, from (1.4a), (Iw~~[~< C~IIw0jj2, i.e., l[A’[l < C,, which is (A). 
If (A) is true, the eigenvalues xi of A lie within the closed unit disk, and 

therefore (A - zZ)-’ exists for lz/> 1. Moreover, 

so that (R) is satisfied with C, < C. 
(S’) implies (H). Introduce the real diagonal matrix 

D= 

AZ 
A2Z 0 

0 
A "Z 
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where A is a constant greater than 1, and the coefficient I of Al is an identity 
matrix of the same order di as the corresponding block in B [cf. (1.2)]. We 
claim that A can be chosen so large that 

D-B*DB>O, (5.2) 

i.e., 

To show this, we apply Theorem 4 to M = ( Mii). The diagonal block of M 
is seen from (1.2) to be 

Mii=Z4- 5 Ak-iB;Bki 
k=l 

i-l 

=(l-]xJ2)Zd,- x Ak-iB;Bki 
k=l 

= (1 - \xJ”)Z4 + q, 

where we can estimate si by (1.3), (3.5) and Theorem 3.3: 

Il%ll < G 
(1-1xil)2 

A-l ’ 

(5.3) 

(5.4) 

The off-diagonal blocks of M have the form 

min(i,f) 

Mjj= - x A(2k-i-f)/2B;Bki, 
k=l 

so that 

and the sum 4 of the norms of the off-diagonal blocks is estimated by 

I- jXi] 
‘i= ,zi lln/riIl G(K-l)C~----- A’/“_ 1 ’ 

(5.5) 

F-6) 
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where K is the bound assumed in (1.7). Hence for sufficiently large A 
depending only on C, and K, we have 

Thus, by (5.3) and Theorem 4, every eigenvalue of M lies in the right half 
plane. Since M is Hermitian, its eigenvalues are real, hence non-negative, 
and therefore M > 0. This establishes (5.2). 

We thus have B*DB < D. Since B = SAS -I, and matrix inequalities are 
unaffected by pre-multiplying by S* and simultaneously post-multiplying by 
S, we find 

A*S*DSA < S*DS. (5-S) 

Setting H = S* DS yields (1.4b), while (1.4a) is satisfied with C, = A%:. Thus 
(S’) implies (H). 

(R) implies (S’). Using Th eorem 2, we may first transform A by a unitary 
transformation to p X p block upper triangular form (2.2) or (1.2) with p < K. 
This leaves the resolvent condition unaffected. Then, following [2], we shall 
obtain the similarity transformation which yields the required result by 
working on each upper block diagonal of A successively. In other words, the 
inequality 

ll4ll < C~min(l-lxil,l-lxjl) (5.9) 

will be obtained in turn for j-i=1,2,...,p-1. 
The first observation is that each corner (upper left or lower right 

principal sub-matrix) of A satisfies (R) with the same constant C,. This 
follows immediately from the triangularity of A. Furthermore, each block on 
the first upper diagonal of A lies in a block 2 X 2 corner of such a corner, 
namely 

(5.10) 

Thus II(Q-zZ)-‘]I <C&]-l)-‘, and by (3.6) the upper right-hand comer 
of (Q-d)-‘, which is 
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satisfies this same inequality. Thus we get 

IIAi,i+lll G 
cRIz-xil~lz-xi+lI 

IZI-1 . 

From here, we may obtain the more useful form 

where 

(5.11) 

(5.13) 

by making use of the freedom of choice of z just as on p. 78 of [2]. 
We now show that inequality (5.9) can be achieved for each block B,,i+ I 

of the first upper diagonal, with C, < IS&. If yi,i + i > Ix{ - xi+ i/, this inequal- 
ity is already true for Ai, i + 1 and no transformation is required; otherwise, 

Ai,i+i can be annihilated by a bounded similarity transformation. For in 
general, the block Aii with i > i is annihilated by the transformation S,iASij-l, 
where 

sii = I + Tii (5.14) 

and Tij is a block matrix all of whose blocks are zero except the (i, j)th, which 
is (xi - xi)- ‘Adi. Thus, when the transformation is needed, (5.12) provides a 
bound for it and its inverse Sit: i = I - T.., the bound being the same for all A 
in the family F. By composing at most’rl< - 1 such transformations we fulfill 
the requirements of condition (S’) for the first upper diagonal, with C, < 1+ 
ISC,. 

To continue this process we need the following key lemma. 

LEMMA 5.1. lf the family of block m x m upper triangular matrices A 
satisfy the resolvent condition (R) with a constant C,, and if all their 

off-diagonal blocks except A,, satisfy the inequality 

IIAiill G CzYii, (5.15) 

then 

llAlmll ~16Cl[1+(m-2)C~]1’2m~(~l,,I~1-~~l). (5.16) 
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Assuming the lemma, the proof of the statement (S’) is straightforward. 
When the (m- l)th upper diagonal has been made to satisfy (5.9), each 
block of the mth is the top right block of a block matrix to which the lemma 
can be applied. Then, by use of the similarity transformations Si i +m, as 
defined in (5.14), and using (5.16) in place of (5.12), the inequality’ (5.9) is 
extended to this upper diagonal. This process succeeds because each similar- 
ity transformation S, i + ,n, apart from effecting the desired annihilations, 
changes only elements in diagonals yet to be considered, and leaves the 
resolvent condition unaffected except for multiplication of the constant by 
11 S,,, + m 11’. Hence Theorem 1 will be fully proved when we have established 
Lemma 5.1. 

Proof of Lemma 5.1. We reduce the general case to the case m =2, 

which has already been proved above [cf, (5.12)]. We permute the rows and 

columns of A - ZI so that the second row (and column) in block form is 

interchanged with the mth row (and column). It is easily seen that this 

leaves the resolvent condition unchanged. Then we partition the result E in 

the following way: 

E= 
El E2 

i 1 E, E, = 

AI, A,, . . . Al,,_1 A,, 
oo... 0 0 

where .& = xi -z and the detailed form of E, is not required. Clearly 

E,E, = 0, and indeed E,E,-‘E, = 0. Hence, if we perform a triangular decom- 
position of E into E = LV, we have 

The resolvent condition therefore gives, for any vector u, 

(5.17) 

(5.18) 
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where l= jz\ - 1. Putting u = Lv, where 

v=(v,,vz,O )..., 0) = (w,O), 

with dim v1 = d, and dim o2 = d,,, = ord({,,l), gives 

IIE,1w112s 7 ( 1 
2 

llw12. 

253 

(5.19) 

(5.20) 

But 

llW2= llwl12f II%?-1wl12 (5.21) 

and 

E3E11~=5,-1(A3mv2,A~mt‘2r...,A,-~,~v2,Az,vz), (5.22) 

so that 

m-l 

IIW;‘wl12 < ILI -211u2112 x 114,,112 
i=2 

by (5.15), (5.13) and the geometrical positions of .z and x,,, in the complex 
plane. Putting these inequalities together, we see that 

lpq’ll< q[ 1+(m-2)cq1’2/3. (5.24) 

Then the 2 x 2 result previously proved yields the inequality (5.16) for A,,. 
This establishes the lemma and completes the proof of Theorem 1. 
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APPENDIX. AN EXTENSION OF THE BLOCK BUCHANAN 
THEOREM 

In a previous paper [3], the first author has given a “block” version of the 
Buchanan necessary and sufficient condition for stability of a family of 
matrices. The original Buchanan condition ([7]; see also Section 4.10 of [2]) 
refers to families of p X p matrices which are already in upper triangular 
form 

A= 

Xl A,, . . . 4, 

0 . . 

xP 

(A.1) 

with “uniformly nested” eigenvalues: 

C, a constant independent of A. It asserts that such a family is stable iff the 
von Neumann condition 

lql < 1, l<i<p (A.3a) 

holds and the off-diagonal elements satisfy 

lAiij < K,max(l-Ixil,l-[xjl,IXi-Xil) (A.3b) 

for some constant K, independent of A. 
The block Buchanan condition proved in [3] is valid for families F of 

diagonalizable matrices of possibly unbounded order, provided F satisfies the 
minimal polynomial condition (1.7). Each A in F can be written in p X p 

block form _ 

A= 

x,Z A,, - . . Alp 

x,I 1 + . A,, 

0 . . 

XP' 

(A.41 
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with p < K, K fixed. For such families the conditions (A.3) with IAiil replaced 
by llAiJ are necessary and sufficient for stability whenever (A.2) holds. 

Our Theorem 2 allows us now to extend the block Buchanan condition to 
families F of (not necessarily diagonalizable) matrices of possibly unbounded 
order provided that F satisfies the minimal polynomial condition (1.7). For 
any such family F can be brought to form (A.4) by unitary transformations. 
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