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Let A, ,. . ., A, , P, ,.. ., %, , and A be known positive integers. Let f(A) be the 
number of integer solutions (xl ,..., x,) satisfying the Diophantine equation 

i Ajxj = A 
j-1 

and the conditions 0 < xj < f,, j = l,..., r. This paper expresses f(A) re- 
cursively as a linear function of f(O), f(l),..., f(A-1). 

Mignosi [5] obtained the number of non-negative integer solutions 

to the equation 

$I AA = A, (1) 

where A, ,..., A, and A are known positive integers. Implicit in equation (1) 
is the requirement that 

A 
Xi< Aj’ I. 1 j = I,..., r, 

where [t] denotes the largest integer less than or equal to t. This paper 
generalizes Mignosi’s result by obtaining the number of integer solutions 
satisfying 

zAixj=A, O,(xj<Zi, j=l,...,r, 
j=l 

0) 

where xj , j = l,..., r, are arbitrary positive integers. 
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The problem of finding the number of integer solutions to (2) is of 
particular interest in integer programming. For example, it can be shown 
that on any integer programming problem which may be solved by the 
Bound-and-Scan Algorithm [4], the number of solutions to an equation 
of type (2) is an upper bound on the number of iterations required by the 
algorithm to solve the problem. 

An integer solution to (2) may also be interpreted as a partition of A 
composed of xj parts of size A j , j = l,..., r, where at most Xj parts of 
size Aj are available for the partition. In the special case in which no upper 
bounds are specified, where A = r, and where A, =j (j = l,..., r), the 
solutions to (2) are called unrestricted partitions of A (see [2]). In another 
special case, where the A? are required only to be distinct, the number of 
solutions to (2) has as an upper bound the number of unrestricted parti- 
tions of A (usually designated byp(A)). While the calculation of the number 
of solutions to (2) for large A may not be practical in certain cases, 
asymptotic results are well known for p(A) [3]. 

THE NUMBER OF SOLUTIONS 

THEOREM. Let f (A) denote the number of integer solutions to (2) and 
Pi = A,(& + l), j = l,..., r. Define 

Qk = i Aj - i Pj, k = l,..., A. (3) 
j=l j=l 

j3Ajlk @P, I k 

Then f (0) = 1 and 

f(k) = i i Qmf(k - m), k = l,..., A. 
nZ=l 

(4) 

Proof. Clearly f (0) = 1 because only the solution x1 = ... = x, = 0 
satisfies (2) if A = 0. In general, f(k) is the coefficient of U* in 

zof(k) vL = fi (; PAY). 
j=l m=ll 

It is well known that, for every b # 1, 

(5) 

1 - br+l 

l-b ’ 
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and,iflbl (1, 

Therefore (5) may be written as 

Taking the logarithm of each side of (6) and then the derivative with 
respect to 0 gives 

Now use the expansion of 

1 1 
1 - v-4 

and ___ 
1 - upi 

to obtain the relationship 

f /Au *l&+1)-1 

j,=O 

= C;c’=l kf(k) vk-l 
c;dJw vk . 

Consider the coefficient Qj of z+l on the left side of (7): 

Qj = c Am - 2 Pm 5 
WEKj lnPLj 

where Kj = {m: 1 < m < r and there exists an integer 

jm 2 0 3 &Lim + 1) =A 
= {m: 1 < m < r and A, 1 j}, and 

Lj = {m: 1 < m < r and there exists an integer 

j, 3 0 3 P&i, + 1) = .i) 

= (m: 1 < m < r and P,,b / j}. 

By the definition of Qj , 

(7) 
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Multiplying both sides of (8) by CzCOf(k) z+ results in 

(9) 

Equating coefficients of zF1 in (9) yields the desired expression forf(k). 

SOME COMPUTATIONAL CONSIDERATIONS 

Given that Qi ,..., QA have been determined, one may obtain f(A) by 
findingf(k)fork = l,..., A, in that order, by (4). This calculation involves 

] + 2 + . . . + A = A(A2+ 1) 

integer multiplications and A integer divisions. The following method 
for calculating Q1 ,..., QA involves only addition and comparison opera- 
tions: 

Step 1. Initialize Q, = ... = QA = 0. 
Step 2. Setj = 1. 
Step 3. Set SUM = 0. 
Step 4. Reset SUM = SUM + Aj . 
Step 5. If SUM > A, go to Step 7. 
Step 6. Reset QSUM = Qsu~ + Aj . GO to Step 4. 
Step 7. Set SUM = 0. 
Step 8. SUM = SUM + Pj . 
Step 9. If SUM > A, go to Step 11. 
Step 10. Reset QsuM = QsuM - Pj . GO to Step 8. 
Step 11. Resetj = j + 1. Ifj < r, go to Step 3. 
Step 12. END. 

The above procedure has the advantage of avoiding the 2rA divisions 
which would have to be made if Q, ,..., QA were calculated directly. 

The calculation of f(A) directly from (4) is not practical for large A 
because of the number of multiplications required. In the application 
to integer programming mentioned above, A is chosen to be the integer 
part of the largest of (I - 1) positive numbers, each of which, according 
to Hillier [4, p. 6521, “tends to be very small (the order of magnitude of 
one).” Therefore, in this case one would expect that A would usually be 
small enough to make the calculation off(A) practical. 
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In applications in which A is large, the following technique may be used 
to reduce the number of multiplications. Ford = l,..., r, let 

if Pj<A, 
otherwise, (10) 

and let T be the least common multiple of Z, ,..., Z, . For any integer 
k < A there exist unique integers t, q satisfying 

k = tT+ q, 

where t > 0 and 0 < q < T. By (3), Qk = Q, , so that the Qm terms 
(m = l,..., A) are periodic with period T, and (4) becomes 

I-(k) = ;(i: Q,n ‘&k- 
WI=1 i=O 

m--T)+ i Qmtgf(k--m- jT)), 
m=qt1 i=O 

k = l,..., A. (11) 

If T 3 A, no advantage is gained by (11). However, if T < A, T(T + I)/2 
multiplications and T divisions are needed to calculatef(O), f(l),...,f(T) 
from (4), but only T(A - T) multiplications and (A - T) divisions to 
obtainf(T + l),...,f(A) from (ll), or 

AT- TG- 1) 
2 

multiplications and A divisions in all. 
For example, consider finding the number of nonnegative integer 

solutions to the equation 

x1+3x,+2x,= 1000, x1 < 5. 02) 

In (12), 2, = 6, Z, = 3, Z, = 2, so T = 6, and A = 1000. The calculation 
of f(lOO0) by (4) directly would require 500,500 multiplications, but 
by (11) only 5,985. 

If both A and T are large, the enumeration of all solutions of the 
Diophantine equation (2) may require fewer calculations than the calcula- 
tions needed in (4) (see [l]). If, in addition, r is close to A and if the Xi 
are large, the asymptotic results for p(A) would be a good approximation. 
Clearly, it would be very useful to have asymptotic results forf(A). 
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