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Abstract

We prove that the projective completion(X+,X−) of the Jordan pair(g1,g−1) corresponding to
a 3-graded Lie algebrag = g1 ⊕ g0 ⊕ g−1 can be realized inside the spaceF of inner 3-filtrations of
g in such a way that the remoteness relation onX+ ×X− corresponds to transversality of flags. Th
realization is used to give geometric proofs of structure results which will be used in Part II o
work in order to define onX+ andX− the structure of a smooth manifold (in arbitrary dimens
and over general base fields or -rings).
 2004 Elsevier Inc. All rights reserved.
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Introduction

A basic construction in linear algebra permits to imbed an affine spaceV into a
projective spaceX as the complement of a “hyperplane at infinity”—let us assume
for simplicity that everything is defined over a commutative fieldK, so thatX may be
seen as the projective spaceP(W) with W ∼= V ⊕ K. In the real or complex case, if th
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dimension is finite or ifV is, e.g., a Banach space, the projective spaceX is a smooth
manifold withV as a typical chart domain. An atlas ofX is obtained by taking all affine
parts ofX (all complements of hyperplanes ofX); as is well known, change of char
is then given by rational and hence differentiable expressions. Similar constructions
known for other manifoldsX such as Grassmannians, spaces of Lagrangians or conf
quadrics.

In the present work we will construct such manifolds in a very general contex
arbitrary dimension, and over general base fields or -rings instead ofR or C. The presen
and first part contains the algebraic theory, and Part II [6] contains the analytic th
For the case of base fields other thanR or C, we use in Part II suitable concepts
differential calculus and of smooth manifolds developed in [5] which, in the case of lo
convex real or complex model spaces—in particular, for Banach and Fréchet spaces
agree with the usual concepts (but work more generally for manifolds modeled o
Hausdorff topological vector space). The present Part I is of independent interest sin
indeed a good deal of the above mentioned constructions is purely algebraic and a
beautiful Lie- and Jordan theoretic interpretation. Geometrically, we work in the co
of generalized projective geometries(introduced in [3]), and algebraically, in the conte
of 3-graded Lie algebraswhich in turn correspond toJordan pairs(however, the paper i
self-contained, and we assume only basic knowledge of Lie-algebras). As in the or
projective case, it is a purely algebraic problem to define the chart domains, to gi
precise description of the intersection of chart domains and to find explicit formula
the transition maps between different charts. Once this is established, differential ca
can be applied in order to show in Part II that these structures are differentiable
some suitable and natural assumptions. In this way we not only obtain, e.g., Grassm
manifolds, Lagrangian manifolds, or conformal quadrics in arbitrary dimension
K = R,C,Qp, . . . , but also a wealth ofsymmetric spaces(overK) which generalize the
symmetric Banach manifolds(see the monograph [19]) but include many completely n
examples that had not been accessible before. The symmetric spaces thus constru
precisely those which are in the image of theJordan–Lie functor(cf. [1,3]).

Let us now describe the contents in some more detail. Our basic objects are, on
hand, 3-graded Lie algebras, i.e., Lie algebras of the formg = g1 ⊕g0 ⊕g−1 satisfying the
relations[gα,gβ ] ⊂ gα+β , and on the other hand, 3-filtered Lie algebras, i.e., Lie algebrasg
with a flagf : 0 = f2 ⊂ f1 ⊂ f0 ⊂ g of subalgebras such that[fα, fβ ] ⊂ fα+β . For simplicity
we shall also write these flags as pairsf = (f1, f0). If g is 3-graded, thenD(X) = iX

(X ∈ gi ) defines a derivation ofg such thatD3 = D, called thecharacteristic element,
and if D is inner,D = ad(E), E will be called anEuler operator. The space of inner
3-gradings ofg is

G = {
ad(E): E ∈ g, ad(E)3 = ad(E)

}
.

As usual in algebra, graded structures have underlyingfiltered structures. However, for
every 3-grading, there aretwo naturally associated filtrations,f+ := f+(D) : g1 ⊂ g1 ⊕
g0 ⊂ g andf− := f−(D) = f+(−D) : g−1 ⊂ g−1 ⊕ g0 ⊂ g. If

F = {
f+(D): D ∈ G

}
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denotes thespace of inner3-filtrations ofg, then we have an injection

G ↪→ F ×F , D �→ (
f
+(D), f−(D)

)
.

The spacesG andF carry many interesting geometric structures; one may say tha
pair (F × F ,G) is a “universal model of the generalized projective geometry assoc
to g.” On F ×F there is a natural relation of being transversal: two flagse = (e1, e0) and
f = (f1, f0) are transversal if

g = e1 ⊕ f0 = f1 ⊕ e0.

Our key result on the structure of 3-graded Lie algebras (Theorem 1.6) affirm
G ⊂ F ×F is exactly the set of pairs of transversal inner 3-filtrations ofg, and the setf�
of filtrations transversal to a given filtrationf carries canonically the structure of an affi
space overK with translation group(f1,+). Theelementary projective groupG = G(D)

of the 3-graded Lie algebra(g,D) is the group of automorphisms ofg generated by the
abelian groupsU± = ead(g±1); it acts onF and onG. We realize theprojective completion
(X+,X−) of the pair(g1,g−1) as theG-orbits in F of the base pointsf− and f+ such
that V ± := U±.f∓ = (f±)� are “affine parts ofX±” (Theorem 1.12). Summing up, th
“generalized projective geometry(X+,X−)” is imbedded as a subgeometry in(F ,F).

Using this model, we have a natural definition of the “tangent bundle”TF of F and of
a “structure bundle”T ′F (taking the rôle of a cotangent bundle), and of sections of th
bundles. Thus we can define, in a purely algebraic context,vector fieldson F as well as
a certain operator betweenT ′F andTF called thecanonical kernel(Section 2). Over the
affine partsV ±, the bundles and their sections can be trivialized, and it is seen tha
vector fields are actually quadratic polynomial and that the canonical kernel coincide
the well-knownBergman operatorfrom Jordan theory (see below). Thus we get a v
natural interpretation of the “Koecher construction” which consists of realizing a 3-gr
Lie algebra by quadratic polynomial vector fields (cf. also [1, Chapter VII], where in
finite-dimensional real case another natural interpretation of this construction is giv
using theintegrability of almost(para-) complex structures). This approach naturally lead
to one of the main results to be used in [6], namely the chart description of the act
Aut(g) by “fractional quadratic maps” (Theorem 2.8).

In Section 3 we explain the link of the preceding results with Jordan theory: the pai
(V +,V −) = (g1,g−1) together with the trilinear mapsT ± : V ± × V ∓ × V ± → V ± given
by triple Lie brackets is a (linear) Jordan pair, and one can express in a straightforw
way all relevant formulas from the preceding chapter by these maps. Thus we
in a calculation-free way the Bergman-operator, the quasi-inverse, and many o
fundamental relations and thus get new and “geometric” proofs of many Jordan the
results.

In Section 4 we add a new structure feature, namely aninvolutionof the 3-graded Lie
algebra. It leads to a bijectionp :X+ → X− which is called apolarity in case that there
exist non-isotropic pointsx (i.e., p(x) � x). Then the space of all non-isotropic poin
carries the structure ofsymmetric space overK. We prove that the structure maps of th
symmetric space are given by suitable Jordan-theoretic formulas (Theorem 4.4), whi
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allow to conclude in Part II of this work that these structure maps are differentiable a
we really deal with symmetric spaces inthe category of smooth manifolds.

Sections 5 up to 8 contain further material that is not strictly necessary for Part II of th
work: in Section 5 we discuss those geometries that correspond tounital Jordan algebras:
using our realization ofX± asG-orbits inF , they are characterized by the simple prope
thatV + ∩V − is non-empty; in particular,X+ = X−. An axiomatic characterization of th
“canonical identification ofX+ andX−” has been given in [4]; thanks to our model, thin
are considerably easier here than in the axiomatic approach.

In Section 6 some functorial aspects of ourconstructions are investigated. It is sho
that surjective homomorphisms of 3-graded Lie algebras induce equivariant maps
associated geometries and we also show that inclusions of inner 3-graded suba
containingg1 + g−1 induce isomorphisms of the corresponding geometries.

In Section 7 we discuss central extensions of inner 3-graded Lie algebras. We
that for each central extensionq : ĝ → g of an inner 3-graded Lie algebrag the extended
Lie algebraĝ carries a natural structure of an inner 3-graded Lie algebra for whichq is a
morphism of 3-graded Lie algebras. We further construct a universal inner 3-graded
extension ofg. We know from Section 6 that quotient maps induce maps on the lev
geometries. For central extensions we show that these maps are isomorphisms.

In the final Section 8, we look at an important class of geometries, theGrassmannian
geometries: let R be an associative algebra over the commutative ringK, V be a right
R-module,P the space of allR-linear projectorsV → V , andC be the space of allR-
submodules ofV that admit a complement. Then, by elementary linear algebra, the pa
(C × C,P) has the main features of a generalizedprojective geometry (Proposition 8.
cf. also [2]), and in fact there is a homomorphism into the geometry(F × F ,G) with
g = glR(V ) which induces isomorphisms on subgeometries that are homogeneous
the elementary projective groups (Theorem 8.4). Such geometries, calledGrassmannian
geometries, correspond tospecial Jordan pairs, i.e., to subpairs ofassociative pairs. In
particular, if V = R, then the Grassmannian geometrycan also be called the “geomet
of right ideals of the associative algebraR;” it corresponds toR, seen as a Jordan algeb
overK.

Finally, we would like to add some comments on related work and on some
problems. The elementary projective group and the projective completion of a g
Jordan pair have been introduced by J. Faulkner [10], and results closely related
have been obtained by O. Loos [18]. Their results are based on the axiomatic the
Jordan pairs [16] and hence work even for base rings in which 2 or 3 are not invertible. I
contrast, we work in a Lie theoretic context and hence assume throughout that 2 and 3
invertible inK. However, it is possible to extend our approach also to the case of a ge
base ringK—see Remark 3.9. Our results are more general in the sense that they app
to general 3-graded Lie algebras (not only to the Tits–Kantor–Koecher algebra of a J
pair) and to the general automorphism group Aut(g) (and not only to the important speci
case given by transformations corresponding to quasi-inverses). As a by-product,
new proofs of many Jordan theoretic results. It is an interesting open problem w
it is possible to derive “all” Jordan theoretic formulas in a similar geometric way
particular, we would like to have in our model a “geometric” proof of the fundame
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identity (PG2) of a generalized projective geometry (cf. [3]) which is very closely re
to thefundamental formulaof Jordan theory.

Closely related results have also been obtained by Kaup [13] and Upmeier [19] in th
complex case in presence of a Jordan–Banachstructure. In fact, some arguments used
prove our structure Theorem 1.6 have been used by Kaup in the proof of his Rie
Mapping Theorem (see the proof of [13, Proposition (2.14)] and the detailed vers
this in [19, Lemma 9.16]). Our proofs are much simpler since we work directly
the 3-graded Lie algebra, whereas Kaup and Upmeier always use its homomorphic
realized by quadratic polynomial vector fields (calledbinary Lie algebrasin [19]).

The special case of Grassmannians, especially in the context of Banach manifolds, ha
attracted much attention since it plays an important rôle in differential geometry a
related to several interesting differential equations—see, e.g., [8,9]; our constructio
similar to, but much more general than the ones described there. For further references
constructions of manifolds in contexts related to Jordan theory see Part II [6]; cf. als
for an extensive bibliography.

Notation. Throughout this paper,K is a commutative ring with unit 1 such that 2 and
are invertible inK. In Section 8,R denotes a possibly non-commutative ring which i
K-algebra.

1. Three-graded and three-filtered Lie algebras

1.1. Three-graded Lie algebras

A 3-graded Lie algebra(overK) is a Lie algebra overK of the formg = g1 ⊕ g0 ⊕ g−1
such that[gk,gl] ⊂ gk+l , i.e., g±1 are abelian subalgebras which areg0-modules, in the
following often denoted byV ± or g±, and[g1,g−1] ⊂ g0. The mapD : g → g defined by
DX = iX for X ∈ gi is a derivation ofg, called thecharacteristic element of the gradin.
It satisfies the relation(D − id)D(D + id) = 0, i.e.,D3 = D; we say that it is atripotent
derivation. Conversely, any tripotent derivationD : g → g is diagonizable with possibl
eigenvalues−1,0,1 and corresponding decomposition ofX ∈ g:

X = X1 + X0 + X−1, X0 = X − D2X,

X1 = DX + D2X

2
, X−1 = −DX + D2X

2
. (1.1)

SinceD is a derivation, this eigenspace decomposition is a 3-grading. Therefore, w
identify thespace of3-gradings ofg with the set

G̃ := {
D ∈ der(g): D3 = D

}
of tripotent derivations. IfD = ad(E) is an inner tripotent derivation, thenE is called an
Euler operator, and we denote by

G := {
ad(E): E ∈ g, ad(E)3 = ad(E)

}
(1.2)
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the space of inner3-gradings ofg. The odd part of the 3-graded Lie algebra(g,D) is
g−1 ⊕ g1, and we say that(g,D) is minimal if it is generated by its odd part, that is,g0 is
generated by the brackets[g1,g−1].

The following degenerate cases may arise:D2 = id, theng must be abelian, and w
have merely a decomposition of aK-module into complementary subspaces;D2 = D,
theng = g0 ⊕ g1 is the split null extension ofg0 by ag0-moduleg1, in particular,D = 0
corresponds to the caseg1 = {0}.

1.2. The projective elementary group

Let (g,D) be a 3-graded Lie algebra overK. For x ∈ g±1, the operatoreadx =
1 + adx + 1

2(adx)2 is a well-defined automorphism ofg. (In order to see thatead(x) is an
automorphism, we need thatK has no 3-torsion.) The group generated by these operato

G := G(D) := PE(g,D) := 〈
eadx : x ∈ g±1

〉 ⊆ Aut(g),

is called theprojective elementary group of(g,D) (see Section 3.2 for the relation with th
projective elementary group defined in Jordan theoretic terms, as in [10,18]). Som
it will be useful to have a matrix notation for elements ofG: if g ∈ Aut(g), we let, with
respect to the fixed 3-grading,

gij := pri ◦ g ◦ ιj :gj → gi , i, j = 1,0,−1,

whereιj :gj → g are the inclusion maps and pri := pri (D) :g → gi the projections, given
by

pr1 = D + D2

2
, pr0 = 1 − D2, pr−1 = D2 − D

2
, (1.3)

and writeg in “matrix form”

g =
(

g11 g10 g1,−1
g01 g00 g0,−1

g−1,1 g−1,0 g−1,−1

)
. (1.4)

The subgroupsU± := U±(D) := eadg± of G are abelian and generateG. If the grading
derivation is inner,D = ad(E), then

exp: g±1 → U±, X �→ ead(X)

is injective sincev ∈ g± implies eadv.E = E ∓ v. In the general case, we define t
automorphism group of(g,D) to be

Aut(g,D) = {
g ∈ Aut(g): g ◦ D = D ◦ g

}
,
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and we further define subgroupsH := H(D) andP± := P±(D) of G via

H := G(D) ∩ Aut(g,D) and P± := HU± = U±H. (1.5)

(If D is inner,D = ad(E), thenH = {h ∈ G: h◦adE ◦h−1 = adE} = {h ∈ G: h.E −E ∈
z(g)}.) The groupsU± are abelian, and since the groupH commutes withD, it preserves
the grading, hence normalizesU±, so thatP± are subgroups ofG. Using notation from
Eq. (1.4), the generators ofG are represented by the following matrices (wherex ∈ g1,
y ∈ g−1, h ∈ H ):

eadx =
(1 adx 1

2 ad(x)2

0 1 adx

0 0 1

)
, eady =

( 1 0 0
ady 1 0

1
2 ad(y)2 ady 1

)
,

h =
(

h11
h00

h−1,−1

)
.

More information on the groupG(D) for inner 3-gradingsD is given in Theorem 1.12.
Sometimes it will be useful to replaceG by a slightly bigger group: ifD ∈ G̃ and

r ∈ K×, then, using the matrix notation (1.4),

h(D,r) :=
(

r

1
r−1

)
= r pr1 + pr0 + r−1 pr−1, (1.6)

with the pri as in Eq. (1.3), defines an automorphism of(g,D) normalizingU± and
commuting with all elements of the group Aut(g,D). The groupGext generated byG
and the group{h(D,r): r ∈ K×} will be called theextended projective elementary group.

1.3. Three-filtered Lie algebras

A 3-filtration of a Lie algebrag is a flag of subspaces

0 = f2 ⊂ f1 ⊂ f0 ⊂ f−1 = g

such that

[fk, fl] ⊂ fk+l . (1.7)

Suppressing the trivial partsf2 and f−1 in the notation, we will denote such a flag
f = (f1, f0) or f : (f1 ⊂ f0). Let F̃ be the set of such flagsf, called thespace of3-filtrations
of g. Conditions (1.7) are equivalent to the following requirements:

• f0 is a subalgebra, andf1 is an abelian subalgebra ofg,
• f1 is an ideal inf0, and[g, f1] ⊂ f0.
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It follows that the operators ad(X) with X ∈ f1 are 3-step nilpotent and hence t
automorphismead(X) of g is well-defined. We denote by

U(f) := ead(f1) = {
ead(X): X ∈ f1

} ⊂ Aut(g) (1.8)

the corresponding abelian group. From (1.7) it follows thatU(f) preserves the filtrationf.
The filtrationf is also stable under the action of the subalgebraf0.

1.4. Relation between3-gradings and3-filtrations

To any 3-gradingg = g1 ⊕ g0 ⊕ g−1 of g with characteristic derivationD ∈ G̃ we may
associatetwo 3-filtrations ofg, called theassociated plus- and minus-filtration, given by
the two flags

f+(D) := (g1,g0 ⊕ g1), f−(D) := (g−1,g0 ⊕ g−1). (1.9)

Clearly, f±(D) = f∓(−D). We will say that a 3-filtration isinner if it is of the form
f = f+(ad(E)) = f−(ad(−E)) for some Euler operatorE, and thespace of inner3-
filtrationswill be denoted by

F := {
f+(D): D ∈ G

}
. (1.10)

By these definitions, the mapsG →F , D �→ f±(D) are surjective, and the map

G → F ×F , D �→ (
f+(D), f−(D)

)
(1.11)

is injective (sinceg±1 are recovered by the filtration andg0 = (g0 ⊕ g1) ∩ (g0 ⊕ g−1)).

1.5. Transversality

Two flagse = (e1, e0) andf = (f1, f0) as above are calledtransversalif

g = e1 ⊕ f0 = f1 ⊕ e0.

It is clear by construction that the two filtrationsf+(D) andf−(D) associated to a 3-gradin
D of g are transversal. We will prove that, conversely, any pair of transversal inn
filtrations arises in this way. Iff ∈F , we will use the notation

f� := {e ∈F : e � f} (1.12)

for the set of inner 3-filtrations that are transversal tof, and

(F ×F)� = {
(e, f) ∈F ×F : e � f

}
(1.13)

for the set of transversal pairs.
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Theorem 1.6 (Structure theorem for the space of 3-filtrations).With the notation intro-
duced above, the following holds for any Lie algebrag overK:

(1) The space of inner3-gradings can be canonically identified with the space
transversal pairs of inner3-filtrations:

G = (F ×F)�.

In other words, two inner3-filtrationse andf are transversal if and only if there exis
an Euler operatorE such thatf = f+(ad(E)) ande = f−(ad(E)).

(2) For any inner3-filtration f, the spacef� carries a natural structure of an affine spa
overK with translation group(f1,+). The groupf1 acts simply transitively onf� by
x.e := eadx.e.

Proof. (1) We have already remarked thatG ⊂ (F × F)�. In order to prove the othe
inclusion, let us assume that(e, f) is transversal. We have to show that(e, f) ∈ G.

Sincef is inner, there exists an Euler operatorE′ ∈ g such thatf = f+(ad(E′)). By the
first transversality conditiong = f1 ⊕ e0, there exists an elementZ ∈ f1 with E′ − Z ∈ e0.
Now let

E := eadZ.E′ = E′ + [Z,E′] = E′ − Z.

Then, sinceZ ∈ f1,

f+(adE) = eadZ.f+(adE′) = eadZ.f = f.

It remains to show thate is the flag

f−(adE) = eadZ.f−(adE′).

In order to prove this, note first that, by our choice ofZ, E belongse0, and hence the fla
e is stable under ad(E). By transversality ofe andf, we can writeg = e1 ⊕ f0, and since
the flagf = f+(adE) is also stable under ad(E), this decomposition is ad(E)-stable. But
the only ad(E)-stable complement off0 is the−1-eigenspace of ad(E), and hencee1 =
{X ∈ g: [E,X] = −X}. Next, we use again the first transversality conditiong = e0 ⊕ f1
in order to conclude that the ad(E)-invariant complemente0 of f1 = {X ∈ g: [E,X] = X}
must be equal to the complement given by the sum of the 0- and the−1-eigenspace o
ad(E). Thuse0 = (f−(adE))0, and hencee = f−(adE).

(2) Using the same notation as above, we have just proved that an arbitrary e
e ∈ f� is of the forme = ead(Z)f−(adE′) with Z ∈ f1, wheref−(adE′) is some fixed bas
point in f�. Thus f1 acts transitively onf�. This action is simply transitive: ifE′ and
E = eadZ.E′ = E′ − Z with Z ∈ f1 are such thatf+(adE) = f +(adE′) andf−(adE) =
f−(adE′), then adE′ = adE, hence adZ = 0, Z = [E′,Z] = 0 andE = E′. �
Corollary 1.7. Let D1 = ad(E1), D2 = ad(E2) ∈ G, and g1 := {X ∈ g: [E1,X] = X}.
Then the following are equivalent:
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(1) E1 andE2 have the same associated+-filtration: f+(ad(E1)) = f+(ad(E2)).
(2) There isv ∈ g1 such thatD2 = eadvD1e

−ad(v).
(3) D1 − D2 ∈ ad(g1).
(4) [D1,D2] = D2 − D1.

Proof. (2) implies (1) sinceU(f+(D1)) preservesf+(D1). Conversely, if (1) holds
then f−(D2) is transversal tof+(D2) = f+(D1), and now (2) follows from part (2) o
Theorem 1.6.

(2) ⇔ (3). If v ∈ g1, then

eadvD1e
−adv = ad

(
eadv.E1

) = ad(E1 − v) = D1 − adv

shows that (2) and (3) are equivalent.
(3) ⇔ (4). Let x := E1 − E2. ThenD1 − D2 = adx and ad[E1, x] = ad[E2,E1] =

[D2,D1]. So (4) is equivalent to[E1, x] − x ∈ z(g), and (3) is equivalent tox ∈ g1 + z(g).
Writing x = x1+x0+x−1 with [E1, xi] = ixi , we havex −[E1, x] = x0+2x−1, so that (4)
is equivalent tox−1 = 0 andx0 ∈ z(g). In view of z(g) ⊆ keradE1, this in turn is equivalen
to (3). �

Next we state a “matrix version” of part (1) of Theorem 1.6, using the matrix nota
introduced in Eq. (1.4).

Corollary 1.8. With respect to a fixed inner3-grading given by the Euler operatorE,
with corresponding pair of3-filtrations (f−, f+) = (f−(D), f+(D)) = ((g−1,g0 + g−1),

(g1,g0 + g1)), the following statements are equivalent:

(1) (g.f−, f+) ∈ G.
(2) f+ andg.f− are transversal.
(3) g−1,−1 and(g−1)11 are invertible inEnd(g−1), respectively inEnd(g1).

Proof. The equivalence of (1) and (2) is given by Theorem 1.6(1). Now, (2) is equiv
to (4) and to (5):

(4) g(g−1) is a complement ofg1 ⊕ g0 andg(g−1 ⊕ g0) is a complement ofg1,
(5) g(g−1) is a complement ofg1 ⊕ g0 andg−1(g1) is a complement ofg−1 ⊕ g0,

and clearly (5) is equivalent to (3).�
Definition 1.9. Forx ∈ g1 andg ∈ Aut(g), we define

dg(x) := (
e−ad(x)g−1)

11, cg(x) := (
gead(x)

)
−1,−1.

Then

d+
g := dg : g1 → End(g1), c+

g := cg : g1 → End(g−1)
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are quadratic polynomial maps, called thedenominatorandco-denominatorof g (w.r.t. the
fixed inner grading defined by ad(E)). In a similar way,d−

g andc−
g are defined.

Writing g andead(x) in matrix form (1.4), the denominator forg−1 is given by

dg−1(x) = g11 − ad(x) ◦ g01 + 1

2
ad(x)2 ◦ g−1,1,

and similarly for the co-denominator. For the generators ofG we get the following (co-)
denominators (wherev ∈ g1, w ∈ g−1):

g = ead(v): dg(x) = idg1, cg(x) = idg−1,

g = ead(w): dg(x) = idg1 + ad(x)ad(w) + 1

4
ad(x)2 ad(w)2,

cg(x) = idg−1 + ad(w)ad(x) + 1

4
ad(w)2 ad(x)2,

g = h ∈ H : dh(x) = (h11)
−1 = (

h−1)
11, ch(x) = h−1,−1. (1.14)

Forg = ead(w) as in the second equation, we introduce the notation

B+(x,w) := dg(x), B−(w,x) := cg(x). (1.15)

These linear maps define theBergman operator, see Section 3.3.

Corollary 1.10. With respect to a fixed inner3-grading given by the Euler operatorE,
we identifyV + := g1 with the set(f+)� = ead(V +)f−. Then forx ∈ V + the following
statements are equivalent:

(1) (g.x, f+) ∈ G.
(2) f+ andg.x are transversal, i.e.,g.x ∈ V +.
(3) cg(x) anddg(x) are invertible inEnd(g−1), respectively inEnd(g1).

Proof. This follows by applying Corollary 1.8 to the elementgead(x) ∈ Aut(g). �
In particular, forg = ead(w) with w ∈ g−1, it follows that g.x ∈ V + if and only if

B+(x,w) andB−(w,x) are invertible.

1.11. The projective geometry of a 3-graded Lie algebra

Recall from Section 1.2 the definition of the projective elementary groupG :=
G(D). Using Theorem 1.6(1), we may identify an inner gradingD = ad(E) with the
corresponding pair(f, e) = (f+(D), f−(D)) of inner filtrations; hence we may also wri
G(f, e) for the elementary groupG(D), and similarly forH(D) andP±(D). If f, e, e′ are
inner 3-filtrations such thate�f ande′�f, then Theorem 1.6(2) implies thate ande′ are
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conjugate underG(f, e), and hence we haveG(f, e) = G(f, e′). Therefore, we may defin
the projective elementary group of the inner3-filtration f to beG(f) := G(f, e), where
e ∈ F is any filtration that is transversal tof. Note that

U+(f, e) = U+(f)

is the abelian group defined by Eq. (1.8) and hence is independent ofe, whereas the group
U− = U−(f, e), H = H(f, e), andP− = P−(f, e) depend on the choice ofe. (We will see
below thatP+ does not depend one.) We define the following homogeneous spaces:

X± := G/P∓, M := G/H. (1.16)

For reasons that will be explained below, the data(X+,X−,M) are called the (generalized)
projective geometry associated to the graded Lie algebra(g,D). The base point(P−,P+)

in X+ × X− will often be denoted by(o+, o−).

Theorem 1.12 (Structure theorem for the projective geometry of a 3-graded Lie alge
With the notation introduced above, the following holds:

(1) The orbits ofD := ad(E) ∈ G, respectively off± ∈ F , under the action ofG are
isomorphic toM, respectively toX±. In other words,

H = {
g ∈ G(D): g.

(
f−, f+

) = (
f−, f+

)}
and P± = {

g ∈ G(D): g.f± = f±
}
.

Moreover,P+ ∩ P− = H , P± ∩ U∓ = {1}, and

P± = {
g ∈ G: gDg−1 − D ∈ ad(g±1)

} = {
g ∈ G: g.E − E ∈ z(g) + g±1

}
.

(2) If we identifyX± with the corresponding orbits inF , then

G ∩ (
X+ × X−) = M.

(3) For every elemente ∈ X−, the sete� is contained inX+ and carries a well-define
structure of an affine space overK with translation groupe1 = g1. In particular,(o−)�
is canonically identified withV + = ead(g1).o+.

(4) Consider the setΩ+ of elements ofG sending the base pointo+ ∈ X+ to a point of
the affine partV + ⊂ X+,

Ω+ := {
g ∈ G: g.o+ ∈ V +}

.

Then the map

g1 × H × g−1 → Ω+, (v,h,w) �→ ead(v)head(w)

is a bijection, and, moreover,

Ω+ = {
g ∈ G: dg

(
o+) ∈ GL(g1), cg

(
o+) ∈ GL(g−1)

}
.
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(5) The spacesX± ⊂ F and M ⊂ G are stable under the action of the automorphi
groupAut(g,D) and of the extended projective elementary groupGext.

Proof. (1) An elementg ∈ G stabilizes(f+, f−) if and only if it commutes withD = ad(E)

which means that it belongs toH .
It is clear thatP+ stabilizesf+. Conversely, assume thatg ∈ G satisfiesg.f+ = f+. Then

g.f+ = f+ is transversal tog.f−, and hence by Theorem 1.6(2) there existsv ∈ g1 such that
g.f− = ead(v)f−. Thenh := e−ad(v)g preserves(f+, f−) and thus belongs toH . Therefore
g = ead(v)h belongs toP+. HenceP+ is the stabilizer off+. Similarly for P−.

It follows that P+ ∩ P− is the stabilizer of(f+, f−) which is H . Next, assumeg ∈
P+ ∩U−. Writeg = ead(v) with v ∈ g−1. Sincev �→ ead(v)f+ is injective (Theorem 1.6(2))
it follows from gf+ = f+ thatv = 0 and henceg = 1.

Finally, g stabilizesf+ if and only if D and gDg−1 have the same associated+-
filtration, if and only if gDg−1 − D belongs to ad(g1) (Corollary 1.7), whence the las
claim of part (1) forP+, and similarly forP−.

(2) It is clear that theG-orbit G.(f+, f−) belongs both toX+ × X− and toG. In order
to prove the converse, let(f, e) ∈ (X+ × X−) ∩G. We may writef = g.f+ for someg ∈ G.
Theng−1(f, e) = (f+, g−1e) again belongs to(X+ × X−) ∩G. According to Theorem 1.6
there existsv ∈ g1 such thatg−1e = ead(v)f−. It follows that(f, e) = gead(v)(f+, f−) belongs
to theG-orbit G.(f+, f−).

(3) As in the proof of (2), we translate by an elementg ∈ G such thatge = f−, and then
the claim is precisely the one of part (2) of Theorem 1.6.

(4) Assumeg ∈ Ω+ and letv := g.o+ ∈ V +. Thene−ad(v)g.o+ = o+, and according to
part (1), it follows that thenp := e−ad(v)g ∈ P−, whence the decompositiong = ead(v)p =
ead(v)head(w). Uniqueness follows from the fact thatP+ ∩ P− = H . Also, it is clear that
any elementg ∈ U+P− belongs toΩ+.

The second claim is a reformulation of Corollary 1.10.
(5) Assumeh ∈ Aut(g,D). From the relationhead(x)h−1 = ead(hx) (x ∈ g±) it follows

that h normalizesG. Since h stabilizes f±, it follows that, for all g ∈ G, hg.f− =
hgh−1.f− ∈ G.f− = X+. It follows thatX+, X−, andM are stable underh. SinceGext

is generated byG and allh(D,r) (cf. Eq. (1.6)), stability underGext also follows. �
1.13. The space of flags seen as a generalized projective geometry

Theorem 1.6 may be reformulated by saying that the data(F ,F ,�) define anaffine
pair geometry overK in the sense of [3, Section 1.4], where the termremoteis used
instead of “transversal:” for anyf ∈ F the set of elements remote tof is non-empty
and carries a canonical structure of an affine space overK, andF is covered by thes
“affine parts”. The inclusion(X+,X−) ⊂ (F ,F) is compatible with this structure: sinc
P+ ∩ P− = H ,

M → X+ × X−, gH �→ (
gP−, gP+)

(1.17)
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is a well-defined imbedding, and the following diagram commutes:

G/H G/P− × G/P+

G F ×F .

(1.18)

Thus we may say that the data(X+,X−,M) defines a subgeometry of(F ,F ,G)

on which the elementary projective groupG acts transitively. On every affine pa
geometry there is a natural relation ofconnectedness(two elements are connecte
if there is a sequence of affine parts, eachone having non-empty intersection wi
the preceding one, joining these two points, cf. [3, Section 5.6]), and in this sen
(X+,X−) is simply the connected component of(F ,F) containing the base poin
(o+, o−).

Generalized projective geometriesare distinguished among more general affine p
geometries by additional algebraic properties. Namely, assume(f1, f2, f3) is a “generic
triple” of inner 3-filtrations; by this we mean that it belongs to the space

(F ×F ×F)� := {
(f1, f2, f3) ∈F ×F ×F : f1 � f2, f3 � f2

}
. (1.19)

Sincef�2 carries a natural structure of an affine space overK, we may takef1 as origin
in f�2 , i.e., we turnf�2 into a K-module with zero vectorf1. Let r ∈ K and rf3 be the
ordinary multiple off3 in this K-module. Since it depends onf1 and onf2, we write

µr(f1, f2, f3) := rf1,f2(f3) := rf3 = (1− r)f1 + rf3,

where the latter expression only refers to the affine structure. The map

µr : (F ×F ×F)� → F , (f1, f2, f3) �→ µr(f1, f2, f3) (1.20)

is called thestructure map of the affine pair geometry(F ,F ,G). If r ∈ K×, then we have

µr(f1, f2, f3) = h(D,r) · f3, (1.21)

whereh(D,r) is the automorphism defined by Eq. (1.6) andD corresponds to the 3-gradin
defined by the transversal pair(f1, f2). The structure map (1.20) can be restricted to
subgeometry(X+,X−,M) and then gives rise totwomaps

µ±
r : (X± × X∓ × X±)� → X±

(which are well-defined because forf2 ∈ X∓ we havef�2 ⊆ X± by Theorem 1.12(3)). In
[3, Theorem 10.1] it is shown that these maps satisfy two remarkable identities (PG
(PG2) which axiomatically define the category of generalized projective geometries. T
caser = −1 is of particular interest since it leads to associatedsymmetric spaces, cf. [3,
Theorem 4.2] for the general case and Section 4 for the flag model.
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2. Tangent bundle, structure bundle, and the canonical kernel

2.1. Tangent bundle and structure bundle

We continue to use the notationG, respectivelyF , for the space of inner 3-grading
(respectively 3-filtrations) of a Lie algebrag. For a 3-filtrationf = (f1, f0), we defineK-
modules by

TfF := g/f0, T ′
fF := f1, (2.1)

called thetangent space ofF at f, respectively thestructural space ofF at f. If f =
f−(ad(E)) is the minus-filtration w.r.t. an Euler operatorE, thenf0 = g0 ⊕ g−1, and hence

TfF ∼= g1, T ′
fF = g−1.

It is not misleading to think ofT ′
f
F as a sort of “cotangent space” ofF at f. We let

TF :=
⋃
f∈F

TfF , T ′F :=
⋃
f∈F

T ′
fF (2.2)

(disjoint union), called thetangent bundleof F , respectively thestructure bundleof F .
The group Aut(g) acts onG and onF , and for anyg ∈ Aut(G), the following maps are
well-defined and linear:

Tfg : TfF → Tg.fF , Y modf0 �→ gY modgf0,

T ′
fg : T ′

fF → T ′
g.fF , Y �→ gY, (2.3)

and if we define nowTg : TF → TF , T ′g : T ′F → T ′F in the obvious way, then clearl
the functorial propertiesT (g ◦ h) = T (g) ◦ T (h), andT ′(g ◦ h) = T ′(g) ◦ T ′(h) hold.
Finally, if a base pointD ∈ G is fixed andX± ⊂ F are as in Corollary 1.10, then th
tangent spacesTfX

±, T ′
f
X± and the corresponding bundlesT X±, T ′X± are defined. The

natural group acting on these spaces is the normalizer ofG(D) in Aut(g).

2.2. Vector fields and the canonical kernel

If Y ∈ g andf ∈ F is as above, we say that

Yf := Y mod f0 ∈ TfF (2.4)

is the value ofY at f, and the assignment̃Y :F → TF , f �→ Yf defines avector fieldonF .
The space of vector fields onF is denoted byX(F); it is a K-module in the obvious wa
such that the surjection

g → X(F), Y �→ Ỹ
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becomes aK-linear map which is equivariant w.r.t. the natural actions of Aut(g) on both
spaces. In particular, the structural spacesT ′

f
F are subspaces ofg and hence give ris

to vector fields. Composing with evaluation at another point, we are lead to defin
(f, e) ∈ F ×F , aK-linear map by

Kf,e :T ′
eF = e1 → TfF = g/f0, Y �→ Yf = Y mod f0. (2.5)

The collection of maps(Ke,f,Kf,e), (f, e) ∈ F × F , is called thecanonical kernel. Note
thatKf,e is bijective if and only ife1 is aK-module complement off0 in g. In particular, if
f = f−(ad(E)), e = f+(ad(E)), thenKf,e is identified with a linear mapg1 → g1 which is
simply the identity.

Theorem 2.3. For e, f ∈ F the following statements are equivalent:

(1) (e, f) ∈ G,
(2) Kf,e :T ′

eF → TfF andKe,f :T ′
f
F → TeF are bijective.

Proof. The second condition clearly is equivalent to saying thate and f are transversa
and therefore Theorem 2.3 is a restatement of part (1) of Theorem 1.6.�
2.4. Trivialization over affine parts, and quadratic polynomial vector fields

In the following we will often fix an Euler operatorE, the associated 3-grading ofg, and
the associated pair(f−, f+) = (f−(ad(E)), f+(ad(E))) of filtrations. The pair(f−, f+) then
serves as a base point inG and in the homogeneous spaceG.(f−, f+) ∼= G/H ⊂ X+ × X−
(cf. Theorem 1.12) and will also often be denoted by(o+, o−). The spacesV ± := g±1 are
imbedded intoX± = G.f∓ ∼= G/P∓ via X �→ ead(X)f∓; this imbedding will be considere
as an inclusion, so that, forx ∈ X+, the conditionx ∈ V + means that(x, o−) ∈ G.

The reader may think ofX± as a kind of “manifolds” modeled on theK-modulesV ±:
we will say that

A := {(
g
(
V +)

, g
)
: g ∈ G

}
, ϕg :g

(
V +) → V +, g.x �→ x (2.6)

is the natural atlas ofX+. Having this in mind, a natural question is to describe
structures introduced so far by a “trivialized picture” in the charts of the atlasA. Since
the spacesX± are homogeneous underG, one can describeT X± andT ′X± asassociated
bundles: if π : P± → GL(W) is a homomorphism ofP± into the linear group of aK-
moduleW , let

G ×P± W = G × W/ ∼

with (g,w) ∼ (gp,π(p)−1w) for p ∈ P±. If π is the natural representation ofP− on
W := g/(g0 ⊕ g−1) ∼= g1 given by

π(p) := p11 : g1 → g1, X �→ pr1(pX) (2.7)
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(this is the action ofP− onTf−X+), then

G ×P− g1 → T X+, [g,X] �→ (To+g)(X) (2.8)

is aG-equivariant bijection. Similarly, ifπ is the natural representation ofP− onW := g−1
given simply byπ(p)X = pX = p−1,−1X, then

G ×P− g−1 → T ′X+, [g,X] �→ gX (2.9)

is aG-equivariant bijection. ForT X− andT ′X− we have similar formulas. Iff :G → W

is a function such thatf (gp) = π(p)−1.f (g) for all g ∈ G andp ∈ P−, then via

sf
(
gP−) = [

g,f (g)
]

we get a well-defined section of the natural projectionG ×P− W → G/P−, and every
section arises in this way. For instance, forY ∈ g, the corresponding vector field̃Y on X+
is given by the function

ỸG :G → g1, g �→ g−1Y mod(g0 ⊕ g−1) = pr1
(
g−1Y

)
, (2.10)

where for the last equality we identifiedg/(g0 ⊕ g−1) andg1. In fact, considering (2.8) a
an identification, we have

Ỹg.o+ = Y mod
(
g(g0 ⊕ g−1)

) = g
(
g−1Y mod(g0 ⊕ g−1)

)
= [

g,g−1Y mod(g0 ⊕ g−1)
] = [

g, ỸG(g)
]
.

We consider the special caseg = ead(v) with v ∈ g1. We identify the restriction of̃Y to
V + ⊂ X+ with the map

Ỹ+ : V + → V +, v �→ pr1
(
e−adv.Y

) = pr1

(
Y − [v,Y ] + 1

2

[
v, [v,Y ]]). (2.11)

Note that the map̃Y+ is a quadraticmap fromV + to V +. In particular, it immediately
follows from this formula that forY ∈ g1 this map is constant, forY ∈ g0 it is linear, and
for Y ∈ g−1 it is homogeneous quadratic:

Ỹ+(v) =


Y for Y ∈ g1,

[Y,v] for Y ∈ g0,
1
2

[
v, [v,Y ]] for Y ∈ g−1.

(2.12)

Similarly, Y ∈ g gives rise to a quadratic map̃Y− : V − → V −. Summing up, associatin
to Y ∈ g the quadratic polynomial map̃Y+ × Ỹ− : V + × V − → V + × V − gives rise to a
trivialization map

g → Pol2
(
V +,V +) × Pol2

(
V −,V −)

,
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where Pol2(W,W) is space of polynomial selfmappings of degree at most two of aK-
modulew. Elements ofg0 are mapped onto linear polynomials; in particular, the E
operatorE is mapped onto(idV +,−idV −). The following result will not be used in th
sequel, but is recorded here for the sake of completeness.

Proposition 2.5. The trivialization map is a homomorphism of Lie algebras if we de
the bracket of two quadratic polynomial mapsp,q :W → W on aK-moduleW by

[p,q](x) = dp(x) q(x) − dq(x)p(x),

where the(algebraic) differentialsdp(x), dq(x) of a (quadratic) polynomial mapping are
defined in the usual way.

Proof. The commutator relations are directly checked by choosingp,q in the homoge-
neous partsg1,g0,g−1 of g. �

For the corresponding result on the group level, recall from Definition 1.9 the nominato
and co-denominator of an elementg ∈ G.

Proposition 2.6. If g ∈ Aut(g) and x ∈ V + ⊂ X+ are such thatdg(x) and cg(x) are
invertible(equivalently, ifg.x ∈ V +), then for allY ∈ g,

˜(g−1Y
)+

(x) = dg(x)Ỹ+(g.x).

In particular, for Y = v ∈ g1 we have

(̃
g−1v

)+
(x) = dg(x)v.

If x,g1.x, andg1g2.x belong toV +, then the cocycle relation

dg1g2(x) = dg2(x) ◦ dg1(g2.x)

holds.

Proof. The assumption thatg.x ∈ V + means thatg ◦ ead(x) belongs to the setΩ+ ⊂ G

defined in Theorem 1.12, part (4). Therefore, according to this theorem, there exist
unique elementp(g, x) ∈ P− such thatgead(x) = ead(g.x)p(g, x) and hencep(g, x) =
e−ad(g.x)gead(x). From this we get(

p(g, x)−1)
11 = (

e−ad(x)g−1ead(g.x)
)
11 = pr1 ◦ e−ad(x)g−1ead(g.x) ◦ ι1

= pr1 ◦ e−ad(x)g−1 ◦ ι1 = (
e−ad(x)g−1)

11 = dg(x).

This will be used in the last line of the following calculation (cf. also [1, VIII.B.2] for t
general framework):
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et,
˜(g−1Y
)+

(x) = ỸG

(
gead(x)

) = ỸG

(
ead(g.x)p(g, x)

) = π
(
p(g, x)

)−1
ỸG

(
ead(g.x)

)
= (

p(g, x)−1)
11ỸG

(
ead(g.x)

) = dg(x)Ỹ+(g.x).

The second assertion follows sinceṽ+ is a constant vector field onV +, see Eq. (2.12). Th
cocycle relation now follows:

dg1g2(x)v = ˜(
g−1

2 g−1
1 v

)+
(x) = dg2(x)

(̃
g−1

1 v
)+

(g2.x) = dg2(x) ◦ dg1(g2.x)v. �
Proposition 2.6 implies in particular that the action ofg on the tangent bundleT X+

is given in the canonical trivialization onV + by the expressionTxg · v = dg(x)−1v;
in Part II of this work we will show that, in presence of a differentiable structure,
really corresponds to the differentialdg(x) of g at x, applied tov. Similarly as in the
proof of Proposition 2.6, it is seen that the action ofg on T ′X+ is, in the trivialization
T ′(V +) ∼= V + × V − over the affine partV + ⊂ X+, given by

T ′
xg · w = cg(x)w,

and that the co-denominators also satisfy a cocycle relationcg1g2(x) = cg1(g2.x) ◦ cg2(x).

2.7. Nominators

We apply the preceding proposition in the case whereY is an Euler operatorE inducing

the fixed 3-grading ofg: for g ∈ Aut(g) consider the vector field̃g−1E on X+ and define
thenominator ofg to be the quadratic polynomial map

ng :V + → V +, x �→ g̃−1.E
+
(x) = pr1

(
e−ad(x)g−1E

) = (
e−ad(x)g−1)

10.E. (2.13)

Using the matrix notation (1.4), we can also write

ng−1(x) = (g10 − ad(x) ◦ g00 + 1

2
ad(x)2 ◦ g−1,0)(E).

For the generators ofG, we get the following nominators: ifv ∈ g1, w ∈ g−1, h ∈ H ,

ng(x) =


x + v for g = ead(v),

x − 1
2 ad(x)2w for g = ead(w),

x for g = h.

(2.14)

Note that the nominators will not depend on the Euler operatorE such that ad(E) = D

as long asg acts trivially on the center ofg; this is the case for all elementsg ∈ G. For
generalg ∈ Aut(g) such thatg.x ∈ V +, we can apply the preceding proposition and g
using that̃E+(z) = z for all z ∈ V +,

ng(x) = dg(x)Ẽ+(g.x) = dg(x)(g.x).
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Sincedg(x) is invertible, it follows thatg.x = dg(x)−1ng(x).

Theorem 2.8. Let g ∈ Aut(g) andx ∈ V +. Theng.x ∈ V + if and only ifdg(x) andcg(x)

are invertible, and then the valueg.x ∈ V + is given by

g.x = dg(x)−1ng(x).

Using matrix notation(1.4) and replacingg by g−1, this can explicitly be written as a
action ofAut(g) onV + by “fractional quadratic maps:” if g−1.x ∈ V +, then

g−1.x =
(

g11 − ad(x) ◦ g01 + 1

2
ad(x)2 ◦ g−1,1

)−1

×
(

g10 − ad(x) ◦ g00 + 1

2
ad(x)2 ◦ g−1,0

)
(E).

Proof. For the first claim, see Corollary 1.10, and the second claim is proved b
calculation preceding the statement of the theorem.�

Using the formulas (1.14) for the denominators and (2.14) for the nominators, w
now explicitly describe the fractional quadratic action of the generators ofG:

g = ead(v): g(x) = x + v,

g = ead(w): g(x) =
(

idV + + ad(x)ad(w) + 1

4
ad(x)2 ad(w)2

)−1(
x − 1

2
ad(x)2w

)
,

g = h: g(x) = h11x.

2.9. The automorphism group

The group Aut(g,D) acts onV + × V − by

Aut(g,D) → GL
(
V +) × GL

(
V −)

,

h �→ (h11, h−1,−1) = (
dh−1

(
o+)

, ch

(
o−)) = (

dh

(
o+)−1

, ch

(
o−))

.

We denote by Autg(V +,V −) ⊂ GL(V +) × GL(V −) the image of this homomorphis
(this is the automorphism group of the associated Jordan pair; see Section 3.1 for
pairs), and by Str(V +) := pr1 ◦ Autg(V +,V −) ◦ ι1 its projection to the first facto
(sometimes called thestructure group ofV +).

Theorem 2.10. If x ∈ V + andg ∈ Aut(g) satisfyg.x ∈ V +, thendg(x) ∈ Str(V +); more
precisely, (

dg(x)−1, cg(x)
) ∈ Autg

(
V +,V −)

.
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Proof. If g.x ∈ V +, then g′ := gead(x) belongs to the setΩ+ ⊂ G defined in Theo-
rem 1.12. According to part (4) of this theorem, we decompose

g′ = ead(v)head(w) (2.15)

with a uniqueh = h(g, x) ∈ H depending ong andx. From the definition of the (co-
denominators it follows then that

dg(x) = dg′(0) = h−1
11 , cg(x) = cg′(0) = h−1,−1,

and hence(dg(x)−1, cg(x)) = (h11, h−1,−1) ∈ Autg(V +,V −). �
As remarked after Proposition 2.6, the linear mapdg(x)−1 can be interpreted as th

tangent map ofg at x, and so Theorem 2.10 means that Aut(g) acts onX+ by mappings
that areconformal with respect to the linear groupStr(V +) (in the sense defined i
[1, Section VIII.1.2]). In some cases this already characterizes the group Aut(g) as “the
conformal group ofX+;” this is the content of theLiouville theorem, see [1, Chapter IX].

3. The Jordan theoretic formulation

3.1. Jordan pairs

If (g,D) is a 3-graded Lie algebra andV ± = g±1, the followingK-trilinear maps are
well-defined:

T ± : V ± × V ∓ × V ± → V ±,

(X,Y,Z) �→ T ±(X,Y,Z) := −[[X,Y ],Z] = ad(Z)ad(X)Y = −ad(X)ad(Y )Z, (3.1)

and they satisfy the following identities, where we use the notationT ±(X,Y )Z :=
T ±(X,Y,Z):

T ±(X,Y,Z) = T ±(Z,Y,X),

T ±(X,Y )T ±(U,V,W) = T ±(
T ±(X,Y,U),V,W

) − T ±(
U,T ∓(Y,X,V ),W

)
+ T ±(

U,V,T ±(X,Y,W)
)
, (3.2)

which mean that((V +,V −), (T +, T −)) is a linear Jordan pair overK (if 2 and 3 are
invertible in K, these two identities imply all other identities valid in Jordan pairs,
[16, Proposition 2.2(b)]). In the following we shall omit the adjectivelinear, when dealing
with Jordan pairs. Conversely, if(V ±, T ±) is a Jordan pair overK, then forv ∈ V ± and
w ∈ V ∓ we define the operator(v,w) ∈ End(V ±) by T ±(v,w).x := T ±(v,w,x) and
let ider(V +,V −) ⊆ gl(V +) × gl(V −) be the Lie subalgebra generated by the opera
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(−T +(v,w),T −(w,v)), v ∈ V +, w ∈ V −. The elements of this Lie algebra are cal
inner derivations. The algebra ofderivations of(V +,V −) is defined by

der
(
V +,V −) = {(

A+,A−) ∈ EndK

(
V +) × EndK

(
V +)

: (∀u,v,w)

A±T ±(u, v,w) = T ±(
A±u,v,w

) + T ±(
u,A∓v,w

)
+ T ±(

u,v,A±w
)}

, (3.3)

and it follows from (3.2) that it contains ider(V +,V −). Clearly, it contains also the eleme

E := (idV +,−idV −), (3.4)

called theEuler operator of the Jordan pairV ±.
If we are given a Jordan pair(V +,V −), andg0 ⊆ der(V +,V −) is a Lie subalgebra

containing all inner derivations, then there is a unique structure of a 3-graded Lie alge
V + ⊕ g0 ⊕ V − whose associated Jordan pair is(V −,V +), and where the bracket satisfi

[v,w] = (−T +(v,w),T −(w,v)
)
, v ∈ V +, w ∈ V −, (3.5)

and the grading element is the Euler operatorE given by (3.4). The subalgebra

TKK
(
V +,V −) := V + ⊕ (

ider
(
V +,V −) + KE

) ⊕ V −

is called theTits–Kantor–Koecher algebra of the Jordan pair(V +,V −). This choice for
the 3-graded Lie algebra associated to(V +,V −) has the advantage thatz(g) = 0.

The preceding construction may also be interpreted in the context ofLie triple systems
(cf., e.g., [1, Section III.3]): it is essentially thestandard imbeddingof the (polarized)
Lie triple systemq := V + ⊕ V − into the corresponding Lie algebrag = q ⊕ [q,q]. The
standard imbedding yields a bijection between Lie triple systems and Lie algebra
involution, generated by the−1-eigenspace of the involution. See Section 6 concer
functorial properties of these constructions.

For anyg0 as above, the representation ofg0 on g−1 ⊕ g1 will be faithful, so that
z(g) ∩ g0 = {0}. It may happen for central extensionsĝ of g that the correspondin
subalgebrâg0 does not act faithfully on̂g−1 ⊕ ĝ1 ∼= g−1 ⊕ g1 (see Section 7).

3.2. Projective elementary group and projective completion

For the rest of Section 3, we fix a Jordan pair(V +,V −) and letg := TKK(V +,V −).
The projective elementary group PE(V +,V −) := G(ad(E)) is defined as in Section 1.2
Using the notation, withx, y ∈ V ±, v ∈ V ∓,

Q±(x)v := 1

2
ad(x)2v = 1

2

[
x, [x, v]] = 1

2
T (x, v, x),

Q±(x, y) := Q±(x + y) − Q±(x) − Q±(y) = T (x, ·, y)

= ad(x)ad(y) : V ∓ → V ±, (3.6)
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the operatorseadx = 1+adx+ 1
2(adx)2 (x ∈ V ±) are given in matrix notation by Eq. (1.5

with 1
2 ad(x)2 replaced byQ+(x) and 1

2 ad(y)2 replaced byQ−(y). Our definition of
PE(V +,V −) follows the one by O. Loos from [18]. The projective linear group of a Jor
pair has been introduced by Faulkner in [10] in a slightly different context (without E
operator). The groupsP± and the spacesX± = G/P∓ are defined as in Section 1.11; t
embeddingV + × V − → X+ × X− is called theprojective completion of the Jordan pa
(V +,V −).

3.3. The Bergman operator

Recall from Section 2.2 the canonical kernel: for(x, y) ∈ X+ × X−,

Kx,y :T ′
yX

− → TxX
+, Y �→ Yx. (3.7)

Of course, there is a similarly defined mapKy,x ; we will also use the notation(K+
x,y,K

−
y,x)

for (Kx,y,Ky,x). Using the description via associated bundles, the kernel is given by

Kg1P
−,g2P

+ :T ′
g2P

+X− → Tg1P
−X+, [g2, v] �→ [

g1,pr1
(
g−1

1 g2.v
)]

, (3.8)

and hence the trivialized picture is

K+
x,y = (

e−adxeady
)
11 = dexp−y(x) :V + → V +. (3.9)

In matrix form,

e−adxeady =
(1 −ad(x) Q+(x)

0 1 −ad(x)

0 0 1

)
·
( 1 0 0

ad(y) 1 0
Q−(y) ad(y) 1

)
,

so that we get for the coefficient with index 11, using that onV + we have forx ∈ V + and
y ∈ V − the relation adx ady = ad[x, y] = −T +(x, y):

K+
x,−y = B+(x, y) = idV + − T +(x, y) + Q+(x)Q−(y). (3.10)

We likewise get

K−
x,−y = B−(y, x) = idV − − T −(y, x) + Q−(y)Q+(x)

(cf. the definition in (1.15)). This expression is known as theBergman operator of the
Jordan pair (V +,V −). Theorem 2.3 now implies thatthe pair (v,w) is transversal if
and only if(B+(v,−w),B−(−w,v)) is invertible inEnd(V +) × End(V −). It is known in
Jordan theory thatB+(v,−w) is invertible if and only if so isB−(−w,v) (the symmetry
principle, cf. [16, Proposition I.3.3]), and hence(v,w) is transversal if and only i
B+(v,−w) is invertible. So far we do not know a “Lie theoretic” proof of this fact.
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3.4. The quasi-inverse

Let y ∈ g−1. Then forg = ead(y) andx ∈ V +, formulas (1.14) and (2.14) show th
denominator, codenominator, and nominator ofg are given by

dg(x) = B+(x, y), cg(x) = B−(y, x), ng(x) = x − Q+(x)y, (3.11)

and hence, according to Theorem 2.8,g(x) ∈ V + if and only if (B+(x, y),B−(y, x)) is
invertible, and then

g.x = B+(x, y)−1(x − Q+(x)y
)
. (3.12)

Following [17], we will use also the notationtv(x) = x + v for translations onV + and

t̃w(x) := ead(w).x = B+(x,w)−1(x − Q+(x)w
)

(3.13)

for “dual translations” or “quasi-inverses.” In Jordan theory the notationxy := eady.x

is also widely used (cf. [16]), and one says that(x, y) is quasi-invertibleif (B+(x, y),

B−(y, x)) is invertible, i.e., if(x,−y) is a transversal pair. Our definitions of the Bergm
operator via the canonical kernel and of the quasi-inverse are natural in the sense th
have natural transformation properties with respect to elementsg of the group Aut(g);
taking forg typical generators ofG, we get Jordan theoretic results such as the “shif
principle” (see [1, Section VIII.A] for the precise form of the argument).

3.5. Automorphism and structure group

The group Autg(V +,V −) defined in Section 2.9 coincides forg = TKK(V +,V −)

with the automorphism group Aut(V +,V −) of (V +,V −) in the Jordan theoreti
sense. It follows from Theorem 2.10 that if(x,−y) is transversal, thenβ(x, y) :=
(B+(x, y),B−(y, x)−1) belongs to Aut(V +,V −). The subgroup generated by the
elements is called theinner automorphism group. Projecting to the first factor, one ge
thestructure group, respectively theinner structure group ofV +.

3.6. Jordan fractional quadratic transformations

An End(V +)-valued Jordan matrix coefficient(of type(1,1), respectively of type(1,0))
is a map of the type

q :V σ × V ν → End
(
V +)

, (x, y) �→ (
ead(x)gead(y)h

)
11,

whereσ, ν ∈ {±} andg,h belong to the extended elementary projective groupGext (cf.
Section 1.2), respectively

p : V σ × V ν → V +, (x, y) �→ (
ead(x)gead(y)h

)
E.
10
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These maps are quadratic polynomial inx and in y. Nominators and denominators
elements ofG are partial maps obtained of maps of the type ofp or q by fixing one of the
arguments to be zero. AJordan fractional quadratic mapis a map of the form

f : V σ × V ν ⊃ U → V +, (x, y) �→ q(x, y)−1p(x, y),

whereq,p are Jordan matrix coefficients of type(1,1), respectively(1,0), and U =
{(x, y) ∈ V σ × V ν : q(x, y) ∈ GL(V +)}. In the following, we also use the notatio
exp(x) := ead(x) for x ∈ V ±.

Theorem 3.7. The actions

V + × X+ → X+ and V − × X+ → X+

are given, with respect to all charts from the atlasA (cf. Eq.(2.6)), by Jordan fractional
quadratic maps. In other words, for allg,h ∈ G, the maps

(v, y) �→ (
h ◦ exp(v) ◦ g

)
.y, (w,y) �→ (

h ◦ exp(w) ◦ g
)
.y

are Jordan fractional quadratic.

Proof. As to the first action, we write

(
h ◦ exp(v) ◦ g

)
.y = (

dh◦exp(v)◦g(y)
)−1

nh◦exp(v)◦g(y) = q(v, y)−1p(v, y)

with

q(v, y) = dh◦exp(v)◦g(y) = (
e−ad(y)g−1e−ad(v)h−1)

11 and

p(v, y) = nh◦exp(v)◦g(y) = (
e−ad(y)g−1e−ad(v)h−1)

10E,

and hence the action is Jordan fractional quadratic. For the action ofead(V −), we use the
same arguments.�

We may say thatH∞ := X+ \ V + is the “hyperplane at infinity;” thenH∞ is stable
under the action ofV +. In case(X+,X−) = (KPn, (KPn)∗) is an ordinary projective
geometry, the action of the translation group on the hyperplane at infinity is the t
action. However, already in the case of more general Grassmannian geometries this is
longer true, as can be seen from the explicit formulas for this case given in [2].

Corollary 3.8. With respect to the charts from the atlasA, the structure mapsµr for
r ∈ K× defined in Section1.14are given by a composition of Jordan fractional quadra
maps and diagonal mapsδ(x) = (x, x).
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Proof. According to [3, Corollary 5.8], the multiplication maps can be written a
composition of maps of the type described in the preceding theorem, diagonal maps
one dilationh(D,r) (defined in Section 1.2). But this dilation comes from an element ofGext

and hence the composition with such a dilation is again Jordan fractional quadratic.�
3.9. Case of a general base ring

Even if K is a general base ring (i.e., possibly with 2 or 3 not invertible), there st
a 3-graded Lie algebra TKK(V +,V −) and a group PE(V +,V −) associated to a gener
(quadratic) Jordan pair, cf. [18]. The main difference is that in the matrix expressi
ead(x) (x ∈ g1) the term1

2 ad(x)2 has to be replaced byQ+(x). Once one has checked th
the abelian groupsU± obtained in this way are well-defined groups of automorphisms
can essentially proceed as we did in Section 1, replacing the spaceG by the PE(V +,V −)-
orbit of ad(E) in der(g) and the spaceF by the space of inner filtrations belonging
gradings fromG.

4. Involutions, symmetric spaces, and Jordan triple systems

4.1. Symmetric spaces attached to a Lie algebra

An (abstract) reflection spaceis a setS together with a mapµ : S × S → S such that, if
we letσx(y) := µ(x, y),

(S1) µ(x, x) = x,
(S2) σ 2

x = idS ,
(S3) σx is an automorphism ofµ, i.e.σx(µ(y, z)) = µ(σx(y), σx(z)).

(Differentiable reflection spaces, i.e., manifolds with a smooth reflection space struc
tureµ, have been introduced by O. Loos in [14].) In Part II [6] of this work we defin
symmetric space(overK) to be a reflection space(S,µ) such thatS is a smooth manifold
overK (in the sense of [5]) andµ is smooth and satisfies

(S4) the tangent mapTxσx of σx at x is given by−idTxS .

(See [6] for the basic theory of symmetricspaces and for a comparison with the appro
by O. Loos [15].) To any Lie algebrag over K we may associate a reflection space
follows. Let S = G̃ = {D ∈ der(g): D3 = D} be the space of 3-gradings ofg and recall
from Section 1.2 the definition of the extended projective elementary groupGext which is
generated by its normal subgroupG and the subgroup{h(D,r): r ∈ K×}. Takingr = −1,
we get thereflection elements

σ (D) := h(D,−1) = 1 − 2D2 ∈ Aut(g,D). (4.1)
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We define the mapµ by

µ : S × S → S, µ(D,D′) := σ (D)D′σ (D) = (1 − 2D)D′(1 − 2D). (4.2)

Then (S1) follows from the fact thatD and σ (D) commute, (S2) holds becauseσ (D)

is an involution, and (S3) follows from the fact that Aut(g) clearly acts as a group o
automorphisms ofµ, and all reflection elementsσ (D) belong to Aut(g). It is clear that
the subsetG ⊂ G̃ is stable underµ. Also, M ⊂ G is stable underµ becauseM is stable
under the action ofGext (Theorem 1.12(5)), andGext contains the reflection eleme
σ (D) corresponding to the base point and hence contains also all reflection ele
corresponding to points ofM. Property (S4) is also satisfied in a purely algebraic se
sinceσ (D) acts by−1 on the complementg∓ of g± ⊕ g0, it follows readily from the
definition of the tangent map in Section 2.1 that

Tf+(D)σ
(D) = −idT

f+(D)
F , Tf−(D)σ

(D) = −idT
f−(D)

F ,

and hence the tangent mapTD(σ (D)) will be minus one if we define tangent map a
tangent space atD to be the direct product of the ones defined with respect tof+(D) and
f−(D).

The restriction ofµ to G × G is related to the ternary mapµ−1 from Section 1.13 a
follows: assumeD1 corresponds to the transversal pair(f1, f2) andD2 to the transversa
pair (f3, f4). Then

µ
(
(f1, f2), (f3, f4)

) = (
µ−1(f1, f2, f3),µ−1(f1, f2, f4)

)
,= (

h(D,−1).f3, h
(D,−1).f4

)
, (4.3)

which is the same as the product map onM considered in [3, Corollary 4.4].

4.2. Involutions and symmetric subspaces

An involution of a 3-graded Lie algebra is a Lie algebra automorphismθ of order 2
reversing the grading, i.e., such thatθ(g±1) = g∓1 andθ(g0) = g0. An involutionθ induces
by conjugation an automorphism of the elementary projective groupG, again denoted byθ ,
such thatθ(P−) = P+. Therefore, it induces a bijection

p : X+ → X−, gP− �→ θ(g)P+, (4.4)

compatible with the mapF → F , f �→ θ(f), and such thatp(o+) = o−. We say thatf ∈ F
is non-isotropic(with respect toθ ) if θ(f)�f. In particular, the base pointo+ = f− is non-
isotropic; thus there exist non-isotropic points, andp is apolarity in the sense of [3]. Sinc
θ is an automorphism normalizingG, the spacesG andM ⊂ G are stable underθ , and the
naturality of the productµ implies thatθ is an automorphism ofµ. Therefore, theθ -fixed
subspaceMθ is a symmetric subspace ofM, which as a set is in bijection with the set
non-isotropic points ofX+, i.e.,

M(p) := {
f ∈ X+: f non-isotropic w.r.t.θ

} → Mθ, f �→ (
f, θ(f)

)
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is a bijection. By forward transport of structure, the symmetric space structure oMθ

corresponds to the structure onM(p) given by

µ(x, y) = µ−1
(
x,p(x), y

)
(4.5)

(this is the formula used in [3] to define the symmetric space structure). The symmetr
the pointx is now induced by the elementσ (D), whereD ∈ G corresponds to the poin
(x, θ(x)) ∈ G; as noticed above, the algebraically defined tangent mapTx(σ

(D)) equals
minus the identity, and hence (S4) is again satisfied in an algebraic sense.

Theorem 4.3. For a fixed polarityp :X+ → X−, we identifyX+ andX− via p. Then the
multiplication mapµ on M(p) is a composition of Jordan fractional quadratic maps a
diagonal mapsδ(x) = (x, x).

Proof. By Corollary 3.8, the mapµ−1 is of the form mentioned in the claim. Accordin
to formula (4.5),µ is related toµ−1 via

µ(x, y) = µ−1(x, x, y), i.e., µ = µ−1 ◦ (δ × id),

which proves the claim. �
In [6] it will be shown that Theorem 4.3 implies, in very general situations, smoothne

of µ.

4.4. Involutions and Jordan triple systems

If θ is an involution of the 3-graded Lie algebrag, the trilinear map onV + defined by

T (X,Y,Z) := −[[X,θ(Y )],Z]
(4.6)

is a Jordan triple product, i.e., it satisfies the identities (3.1) with the superscripts±
omitted. Conversely, given aJordan triple system overK (abbreviated JTS) (i.e., aK-
module with aK-trilinear map satisfying the above mentioned identities), we can d
an involution on the Lie algebraV + ⊕ der(V +,V −) ⊕ V − by

θ
(
v, (A,B),w

) = (
w, (B,A), v

)
, (4.7)

and the associated JTS is the one we started with. In this way we get abijection between
Jordan triple systems overK and minimal3-graded Lie algebras with involution(see
Section 1.1).
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5. Self-dual geometries and Jordan algebras

5.1. Self-dual geometries

We fix a 3-graded Lie algebrag with grading induced by the Euler operatorE. Recall
our realization ofX+ andX− asG-orbits in the spaceF of 3-filtrations ofg. Two cases
can arise: eitherX+ ∩X− is empty, orX+ = X−. In the latter case we letX := X+ = X−,
and again two cases are possible: either

(a) V + ∩ V − is empty, or
(b) V + ∩V − is not empty; then we say that the geometry given by(g,E) is self-dual, and

we letV × := V + ∩ V −.

An equivalent characterization of self-dual geometries is: there are three poin
f1, f2, f3 ∈ X+ such thatf1�f2, f2�f3, f3�f1 (namely, take(f1, f2) = (f−, f+) to be the base
point andf3 some element ofV + ∩ V −). In this situation, the identity map id: X+ → X−
is called theabsolute identificationor thecentral null-system(cf. [4, 1.4]).

5.2. The Jordan inverse

Assume that(g,E) is self-dual and fix some pointf ∈ V + ∩ V −. We claim that there
exists an involutionj of g (cf. Section 4.2) such thatj (V +)∩V + �= ∅. In fact, letW := f�;
thenW ⊂ X carries a natural structure of an affine space overK (Theorem 1.12(3)), an
by assumption,o+ ando− belong toW . Let e ∈ W be the midpoint ofo+ ando− in the
affine spaceW . Sincee ∈ W , the pair(e, f) is transversal and hence corresponds to
gradingg = g′

1 ⊕ g′
0 ⊕ g′−1, i.e., to an elementD′ ∈ G. Let j := h(D′,−1) ∈ Gext be the

automorphism that is minus one ong′
1 ⊕ g′−1 and one ong′

0. Thenj fixes (e, f) and acts
by the scalar minus one on theK-moduleW with zero vectore. Sincee is the midpoint
of o− ando+, it follows thatj (o−) = o+, and since obviouslyj is of order two, it is an
involution. The conditionj (f−) = f+ implies thatj (V +) = j ((f+)�) = (f−)� = V −. In
particular,V + ∩ j (V +) = V + ∩ V − = V × is non-empty by assumption. It contains t
point e = j (e).

Now we apply Theorem 2.8 in order to derive an explicit formula forj in the chart
V +: for v ∈ g1, let v = jv ∈ g−1; by Eq. (2.12),v gives rise to the homogeneous quadra
vector fieldv+(x) = Q+(x)v onV +. From Proposition 2.6 we now get

dj (x)v = (
j−1v

)
(x) = v+(x) = Q+(x)v = Q+(x)jv.

In a similar way we see thatcj (x)w = Q−(x)w = Q−(jx)w. (In fact, sincej is an
involution,cj (x) = jdj (−x)j = jdj (x)j , and this is invertible if and only if so isdj (x).)
Corollary 1.10 now shows thatj (x) ∈ V + if and only if the operatorQ+(x) is invertible.
On the other hand,j (x) ∈ V + iff x ∈ V × = V + ∩ V −, and hence

V × = {
x ∈ V +: Q+(x) invertible

}
(5.1)
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cf. [4]).

t

is the set of invertible elements inV + in the Jordan theoretic sense [16, I.1.10]. T
nominator ofj is nj (x) = −x sincej reverses the grading (i.e.,jE + E ∈ z(g)). Now
Theorem 2.8 shows that, forx ∈ V ×, j (x) = −Q+(x)−1x. Therefore, the (non-linea
description ofj in the chartV + is

V + ⊃ V × → V × ⊂ V +, x �→ j (x) := −Q+(x)−1x,

which is called the (Jordan algebraic)Jordan inverse.

5.3. Jordan algebras

If (V +,V −) is a Jordan pair andy ∈ V − any element, thenV + with squaring and
product given by

x2 = Q+(x)y, x · z = 1

2

(
(x + z)2 − x2 − z2) = 1

2
Q+(x, z)y (5.2)

is a Jordan algebra in the usual sense (in the linear case, this result is known as “Me
theorem;” cf. [16, I.1.9] for the general, quadratic case). This algebra is unital if
only if y is invertible, and then the unit element isQ−(y)−1y [16, Proposition I.1.11]
Moreover, every unital Jordan algebra arises in this way. Comparing with the situ
from Section 5.2, we choosey = e ∈ V − to be the element ofV − that corresponds to th
point e which in turn corresponds to the pointe ∈ V +. Thene is the unit element in the
corresponding Jordan algebra structure onV +, andj is the inversion map associated to th
Jordan algebra. Note that for all these constructions it is not necessary to identifyV + and
V − which would be somewhat dangerous because there are several ways to do so (

5.4. The self dual geometry associated to a unital Jordan algebra

Now assume that(g,E) is 3-graded and there existse− ∈ g−1 such thatQ−(e−) :
V + → V − is a bijection. Letg := ead(e−). We claim that the flagf+ : g1 ⊂ g0 ⊕ g1 is
transversal to the flagg(f+): first of all, for v ∈ g1,

pr−1
(
g(v)

) = pr−1
(
v + [e−, v] + Q−(e−)v

) = Q−(e−)v,

hence pr−1 ◦g ◦ ι1 is bijective and thusg(g1) is a complement ofg1 ⊕g0. Next,g(g1 ⊕g0)

is a complement ofg1: equivalently,e−ad(e−)g1 is a complement ofg0 ⊕ g1, which is
true by the same argument. Hence,gf+ � f+. With (o+, o−) = (f−, f+), this means tha
g.o− ∈ V + ⊂ X+; but sinceg ∈ G, this means thatX− = X+. Moreover,o− ∈ V −, and
ead(e−) acts as a translation onV −; thereforeg.o− ∈ V − ∩ V +, and it follows that the
geometry is self-dual. Summing up:

Theorem 5.5. For a Lie algebrag with Euler operatorE, the following are equivalent:

(1) The geometry given by(g,E) is self-dual.
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(2) There is an involutionj of (g,E) such thatj (V +) ∩ V + �= ∅.
(3) The Jordan pair(V +,V −) contains invertible elements.
(4) The Jordan pair(V +,V −) comes from a unital Jordan algebra(V ,E).

Proof. (1) ⇒ (2) ⇒ (3) has been shown in Section 5.2, and (3)⇒ (1) has been
shown in Section 5.4. The equivalence of (3) and (4) is well-known (cf. [16, I.1.10]
Section 5.3). �

We do not know whether the conditionX+ = X− alone already implies that we ha
V + ∩ V − �= ∅—in the finite-dimensional case over a field this certainly is true since
the “hyperplane at infinity”X+ \ V + is an algebraic hypersurface, and henceV + and
V − must intersect if they are both included inX+. However, in infinite dimension th
“hyperplane at infinity” may become rather “big” and may very well contain some a
parts—this problem is discussed in [4, Section 1.9].

6. Functorial properties

6.1. Functoriality problems

So far we have considered the following categories: Jordan pairs(V +,V −) over K;
3-graded Lie algebras(g,D) overK; generalized projective geometries(X+,X−) (these
may be defined here simply as the geometries(X+,X−) associated to a 3-graded L
algebra); associated reflection spaces(M,µ); elementary projective groupsG = G(g,D)

associated to 3-graded Lie algebras. Whatare the functorial relations between the
categories? It is obvious that homomorphisms of 3-graded Lie algebras induc
restriction to the pair(g1,g−1), homomorphisms of Jordan pairs. Other functoria
problems are less trivial:

(FP1) When does a homomorphism of Jordan pairs induce a homomorphism
associated Tits–Kantor–Koecher algebras?

(FP2) When does a homomorphism of Jordan pairs induce a homomorphism of t
sociated generalized projective geometries,respectively of the associated reflecti
spaces?

(FP3) When does a homomorphism of Tits–Kantor–Koecher algebras induce a hom
phism of the associated elementary projective groups?

(FP4) When does a homomorphism of general 3-graded Lie algebras induce a homom
phism of the associated elementary projective groups?

6.2. Functoriality of the Tits–Kantor–Koecher algebra

In general, a homomorphism of Jordan pairs does not induce a homomorphism of t
associated Tits–Kantor–Koecher algebra. Infact, as remarked in Section 3.1, the Tit
Kantor–Koecher algebra TKK(V +,V −) may be seen as the standard imbedding of
polarized Lie triple systemV + ⊕ V −; but the standard imbedding of a Lie triple syste
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does in general not depend functorially on the Lie triple system. However, forsurjective
homomorphisms this is the case (cf. [18, Proposition 1.6]), and it is also true for fi
dimensional semisimple Lie triple systems over fields (cf. [1, Theorem V.1.9]).

6.3. Functoriality of the projective geometry and of the reflection spaces

Any Jordan pair homomorphismϕ± : V ± → (V ′)± induces, in a functorial way, a wel
defined map of geometries

ϕ̃± : X± → (X′)±,

ead(v1)ead(w1) · · ·ead(vk)ead(wk).o+ �→ ead(ϕ+(v1))ead(ϕ−(w1)) · · ·ead(ϕ+(vk))ead(ϕ−(wk)).(o′)+,

wherevi ∈ V +, wi ∈ V −, i = 1, . . . , k, k ∈ N [3, Theorem 10.1]; the main point here is th
the geometry(X+,X−) can be described by generators (namely(V +,V −)) and relations
(with respect to the product mapsµr from Section 1.13), and Jordan pair homomorphis
are compatible with the relations. (If the geometry isstable in the sense of [18], the
these relations are given byprojective equivalence, cf. [17,18].) A homomorphism o
geometries in the sense of [3] induces a homomorphism of the corresponding refl
spaces (because the reflection space structure is defined via the mapsµr ); therefore, Jordan
pair homomorphisms always induce homomorphisms of associated reflection spaces.

In particular, an isomorphism of Jordan pairs induces a bijection of geome
Therefore, if two 3-graded Lie algebras have the same Jordan pair(g1,g−1), then there
is a canonical bijection between the associated geometries (cf. Theorem 6.6 bel
another, elementary proof). In particular, as long as we are only interested in the associa
geometry(X+,X−) (e.g., in Part II of this work) we may without loss of generality assu
thatg is a Tits–Kantor–Koecher algebra.

6.4. Functoriality problem for the projective elementary group

Let ϕ : g → g′ be a morphism of 3-graded Lie algebras. One would like to defi
homomorphismϕ̃ : G → G′ of the associated elementary projective groups by requ
that ϕ̃(ead(v±)) = ead(ϕv±), but in general this will not be well-defined. Therefore,
introduce the group

G(ϕ) := {
g = (g1, g2) ∈ G × G′: (∀X ∈ g) g2ϕ(X) = ϕ(g1X)

}
.

Then the projection pr1 : G(ϕ) → G onto the first factor is surjective: in fact, the ima
of pr1 contains the generators ofG because allg1 := ead(x), x ∈ g±, preserve the idea
ker(ϕ), and so withg2 := ead(ϕ(x)) the pair(g1, g2) belongs toG(ϕ). SinceG is generated
by ead(g±), it follows that the projection pr1 is surjective. The kernel of the projectio
pr1 is given by all elements of the form(1, g2) whereg2 acts trivially on the subalgebr
ϕ(g) ⊂ g′. Therefore, ifϕ is surjective, then pr1 is a bijection, and pr2 ◦ (pr1)

−1 : G → G′
is the desired homomorphism (see [1, Section I.3] for similar considerations on the
of symmetric spaces). Combining with Section 6.2, we see that surjective Jordan p
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homomorphisms induce (surjective) homomorphisms of associated elementary pro
groups (this result is also contained in [18, Proposition 1.6]).

The functoriality problem is now reduced to the case of injective homomorphism
good cases, one may then hope to recognize pr1 : G(ϕ) → G as a sort of covering ofG,
and thus to view pr2 as a sort of lift of the desired homomorphism to a covering group

6.5. Problem (FP4) for isomorphisms of Jordan pairs

Let g be a 3-graded Lie algebrag with grading elementE andg ⊆ g an inner 3-graded
subalgebra containingg±. We denote byG, respectively byG the associated elementa
projective groups. In the present section we will see that the injective homomor
g → g (which induces an isomorphism of associated Jordan pairs) induces a surject
homomorphism “in the opposite sense:”G → G. In particular, we shall give another an
more elementary proof of the fact that the associated homogeneous spaces are t
(cf. Section 6.3). Asg containsg±, it is invariant under the groupG generated byeadg± .
Moreover,G acts trivially on the quotient spaceg/g, because its generators have t
property, i.e.,g.x − x ∈ g for eachx ∈ g andg ∈ G.

Theorem 6.6. There is a surjective restriction homomorphism

R :G → G, g �→ g|g with R−1(H) = H and R−1(P ±) = P±.

For the corresponding homogeneous spaces, we have

G/P ± ∼= G/P± and G/H ∼= G/H

as homogeneous spaces ofG.

Proof. First we observe thatR(U±) = U± implies thatR is surjective.
Let adg :g → der(g) be given by adg(x) := adx|g and let E be an Euler operato

defining the grading ofg, respectively an Euler operatorE ∈ g defining the grading ong.
Then the ideal keradg of g is invariant under adE, hence adapted to the grading. Forx ∈ g±
we have adg(x)(E′) = [x,E′] = ∓x, so that

keradg ⊆ g0,

and in particular adg is injective ong+ + g−. For x = x+ + x0 + x− with x± ∈ g± and
x0 ∈ g0 we have

[adg E,adg x] = adg[E,x] = adg(x+ − x−).

If this bracket vanishes, thenx+ − x− ∈ keradg ⊆ g0 impliesx = x0 ∈ g0, i.e., we obtain
the refined information

keradg ⊆ ad−1
g

(
zadg(adg E)

) = g0.
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Now letg ∈ G with R(g) ∈ H . Forx ∈ g0 we then have

adg(g.x) = R(g) ◦ adg(x) ◦ R(g)−1,

and all three factors on the right-hand side commute with the grading derivationg E

of g. Hence adg(g.x) commutes with adg E, and the argument from above implies th
g.x ∈ g0. On the other hand,R(g) preserves the grading ofg, and hence in particular th
subspacesg±. This means thatg preserves all eigenspaces of adE on g, and therefore
that g commutes with adE, so thatg ∈ H . We conclude thatR−1(H) ⊆ H, and the
converse inclusion follows from the fact that the action ofH on g preserves the gradin
g = g+ ⊕ (g ∩ g0) ⊕ g− of g.

FromP = HU± andR(U±) = U±, we obtain

R−1(P±) = R−1(H)U± ⊆ HU± = P±.

SinceR(P±) = R(H)R(U±) ⊆ HU± = P ±, the first assertion follows.
For the homogeneous spaces, we now get

G/P± ∼= G/R−1(P ±) = G/P± and G/H ∼= G/R−1(H) = G/H. �

7. Central extensions of three-graded Lie algebras

In this sectionK denotes a field with 2,3∈ K×.

7.1. Let g be a 3-graded Lie algebra with grading elementE. In this section we assum
thatg is generated byE andg±, i.e., that

g0 = KE + [g+,g−]. (7.1)

We shall show that the homogeneous spaces associated of the elementary projective gro
of g do not change for central extensions. Combining these results with those
preceding section, it follows that they only depend on the Jordan pair(g+,g−).

Lemma 7.2. Let q : ĝ → g be a central extension ofg, i.e., q is surjective andkerq
is a central subspace of̂g. We pick an element̂E ∈ ĝ with q(Ê) = E. ThenadÊ is
diagonalizable with the eigenvalues{±1,0} and defines a3-grading

ĝ = ĝ+ ⊕ ĝ0 ⊕ g−

such thatq is a morphism of3-graded Lie algebras.

Proof. First we observe thatq ◦ adÊ = adE ◦ q . From the relation(adE)3 = adE we
derive that

0 = (
(adE)3 − adE

) ◦ q = q ◦ (
(adÊ)3 − adÊ

)
,
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(adÊ)3 − adÊ

)
(ĝ) ⊆ kerq ⊆ z(ĝ).

Applying adÊ, we see that

(adÊ)4 = (adÊ)2,

i.e.,

(adÊ)2(adÊ − 1)(adÊ + 1) = 0.

Let

ĝ = ĝ+ ⊕ ĝ0 ⊕ ĝ−1

be the generalized eigenspace decomposition for adÊ. Then

adÊ|ĝ± = ±idĝ± and (adÊ)2.ĝ0 = {0}.

From kerq ⊆ z(ĝ) ⊆ ĝ0, we derive thatq|ĝ± is injective and mapŝg± bijectively ontog±.
Thereforeg0 = KE + [g+,g−] leads to

ĝ0 = q−1(g0) = kerq + KÊ + [ĝ+, ĝ−].

As [ĝ+, ĝ−] ⊆ keradÊ, we conclude that

ĝ0 ⊆ keradÊ,

and hence that̂E is a grading element for the 3-gradingĝ = ĝ+ ⊕ ĝ0 ⊕ ĝ−. �
7.3. If g is 3-graded with grading elementE and z ⊆ g is a central subspace, the

z ⊆ keradE = g0, and the quotient mapq :g → g/z is a central extension which is
morphism of 3-graded Lie algebras.

This implies that for a central extensionq : ĝ → g for which ĝ is 3-graded with grading
elementÊ, the Lie algebrag is 3-graded with grading elementE := q(Ê), and Lem-
ma 7.2 provides the converse information, that ifg is 3-graded with grading elementE

and generated byE andg±, then the Lie algebrâg has a natural 3-grading defined
an element̂E with q(Ê) = E andq is a morphism of 3-graded Lie algebra. Passing
the subalgebra generated bŷE and ĝ±, we even obtain a 3-grading satisfying the sa
condition asg. In fact,h := ĝ+ + ĝ− + [ĝ+, ĝ−] + KÊ ⊆ ĝ is a 3-graded subalgebra wi
q(h) = g, so thatg ⊆ h + kerq ⊆ h + z(ĝ). In particular,h is an ideal of̂g.

These consideration show that to understand central extensions of 3-grad
algebras, a natural context is given by those central extensionsq : ĝ → g which are
morphisms of 3-graded Lie algebras with grading element satisfying (7.1).
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Lemma 7.4. Let q : ĝ → g be a central extension of3-graded Lie algebras with gradin
elementŝE andE = q(Ê) satisfying(7.1). Then

q−1(z(g)
) = z(ĝ)

and thereforeg/z(g) ∼= ĝ/z(ĝ).

Proof. Sinceq is surjective, we havez(ĝ) ⊆ q−1(z(g)). If, conversely,q(x) ∈ z(g), then
[x, ĝ] ⊆ kerq ⊆ z(ĝ) ⊆ ĝ0. In particular, we obtain[x, Ê] ∈ ĝ0 and thereforex ∈ ĝ0. This
in turn implies[x, ĝ±] ⊆ ĝ±. As q|ĝ± is injective,[x, ĝ±] ⊆ kerq ∩ ĝ± = {0}. Thereforex
commutes witĥg± andÊ, hence is central becauseĝ is generated bŷE andĝ±. �
Corollary 7.5. If g satisfies(7.1), thenz(g/z(g)) = {0}.

Proof. The adjoint representation ad :g → adg ∼= g/z(g) is a central extension satisfy
ing the assumptions of Lemma 6.3. Therefore, kerad= z(g) = ad−1(z(adg)) implies
z(adg) = {0}. �
Remark 7.6.

(a) Letg a 3-graded Lie algebra with grading elementE andg � g the idealg generated
by E andg± (see Section 6.5). We consider the Lie algebra homomorphism

ad:g → der(g), x �→ adx|g.

In view of Corollary 7.5,(ad)(g) ∼= adg ∼= g/z(g) is a center-free 3-graded Lie algeb
satisfying (7.1).

(b) If g is a center-free 3-graded Lie algebra satisfying (7.1) and(V +,V −) = (g+,g−) is
the corresponding Jordan pair, then the representation

adV ± :g0 → der
(
V +,V −)

, x �→ (adx|V +,adx|V −)

is injective, and

g → V + ⊕ der
(
V +,V −) ⊕ V −, x+ + x0 + x− �→ (x+,adV ± x0, x−)

is an embedding of Lie algebras, where the right hand side carries the bracket d
in Section 3.1.

On the other hand, the subalgebra ofg generated byg± is isomorphic to the
corresponding subalgebra ofV + ⊕ der(V +,V −) ⊕ V −, which is TKK(V +,V −).

Definition 7.7. Let g be a Lie algebra. We write〈g,g〉 for the quotient ofΛ2(g) by the
subspace generated by the elements of the form

[x, y] ∧ z + [y, z] ∧ x + [z, x] ∧ y,
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and write〈x, y〉 for the image ofx ∧ y in 〈g,g〉. Then〈g,g〉 carries a natural Lie algebr
structure satisfying [〈x, y〉, 〈x ′, y ′〉] = 〈[x, y], [x ′, y ′]〉,
and the map

bg : 〈g,g〉 → g, 〈x, y〉 �→ [x, y]
is a homomorphism of Lie algebras.

Theorem 7.8. Suppose thatg is 3-graded with grading elementE satisfying(7.1). If g is
perfect, then we put̃g := 〈g,g〉, and ifg is not perfect, then we define

g̃ := 〈g,g〉 � KẼ,

whereadẼ satisfies[
Ẽ, 〈x, y〉] := 〈[E,x], y〉 + 〈

x, [E,y]〉 = 〈
E, [x, y]〉. (7.2)

Then there is a unique Lie algebra homomorphism

qg : g̃ → g with qg

(〈x, y〉) = [x, y] and qg(Ẽ) = E.

This homomorphism is surjective with central kernel, hence a central extensiong.
Moreover, it is weakly universal in the sense that for any central extensionq : ĝ → g with
a 3-graded Lie algebrâg with grading element̂E ∈ ĝ there exists a unique Lie algeb
homomorphismα : g̃ → ĝ with q ◦ α = qg and, ifg is not perfect, withα(Ẽ) = Ê.

Proof. First we observe thatg = [g,g] + KE. If g is perfect, then

bg : g̃ := 〈g,g〉 → g

is the universal central extension ofg. If g is not perfect, thenE /∈ [g,g] = im(bg).
Thereforeg ∼= [g,g] � KE.

The Lie algebra der(g) acts in a natural way by derivations on〈g,g〉 via

d.〈x, y〉 = 〈d.x, y〉 + 〈x, d.y〉.
We may therefore form the Lie algebrag̃ := 〈g,g〉 � KẼ, where ad̃E satisfies (7.2).

In both cases we obtain quotient homomorphismsqg : g̃ → g with kerqg = kerbg ⊆
z(〈g,g〉). From (7.2) we derive that the action ofE on 〈g,g〉 annihilates kerbg, so that
kerqg is central in both cases. This means thatqg is a central extension, and Lemma 7

implies thatg̃ is 3-graded with grading element̃E. Moreover,

g̃ := g̃+ + g̃− + [g̃+, g̃−] + KẼ
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is an ideal of̃g with g̃ + kerqg = g̃. In view of 〈E,E〉 = 0, we have

[g̃, g̃] = 〈[g,g], [g,g]〉 + 〈
E, [g,g]〉 = 〈

g, [g,g]〉 + 〈[g,g],E〉 = 〈g,g〉.
Therefore[g̃, g̃] ⊆ g̃ implies g̃ = g̃ and hence that̃g satisfies (7.1).

We claim thatqg is weakly universal as a central extension of 3-graded Lie alge
satisfying (7.1). So letq : ĝ → g be a central extension. Then the bracket mapĝ × ĝ → ĝ

factors through an alternating bilinear map

b :g × g → ĝ with b
(
q(x), q(y)

) = [x, y], x, y ∈ ĝ.

Then the Jacobi identity in̂g implies thatb satisfies the cocycle condition

b
([x, y], z)+ b

([y, z], x) + b
([z, x], y) = 0.

Hence there exists a unique linear map

ϕ : 〈g,g〉 → ĝ with ϕ
(〈x, y〉) = b(x, y),

and it is easy to see thatϕ is a homomorphism of Lie algebras. Moreover,ϕ is a morphism
of 3-graded Lie algebras, because the grading onĝ is induced by the mapx �→ b(E,q(x)).
If g is not perfect, then̂g is not perfect, and no grading elementÊ ∈ ĝ is contained in[ĝ, ĝ].
We may therefore extendϕ to a Lie algebra homomorphism

ϕ : g̃ → ĝ with ϕ(Ẽ) = Ê.

This proves the weak universality ofg̃ as a 3-graded Lie algebra with grading elementẼ.
The mapϕ : g̃ → ĝ is not uniquely determined by the requirement thatq ◦ ϕ = qg because
we may add any Lie algebra homomorphismψ : g̃ → kerq , which corresponds to th
ambiguity in the choice of the grading elementÊ ∈ ĝ. Note that the commutator algebra
g̃ is a hyperplane, so thatψ is determined byψ(Ẽ). �
7.9. Central extensions have isomorphic geometries

Next we compare the groups

G ⊆ 〈
eadg± 〉 ⊆ Aut(g) and Ĝ ⊆ 〈

eadĝ± 〉 ⊆ Aut(ĝ),

whereq : ĝ → g is a central extension of 3-graded Liealgebras satisfying (7.1). Since ea
element ofĜ fixes the kernelz := kerq pointwise, it induces an automorphism ofg, and
we thus obtain a group homomorphism

qG : Ĝ → G with qG(g) ◦ q = q ◦ g, g ∈ Ĝ,

becauseeadĝ± is mapped ontoeadg± . The following theorem provides a short dire
argument for the isomorphy of the geometries associated to central extensions. Since
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corresponding Jordan pairs are the same, this could also be deduced from the gener
mentioned in Section 6.2.

Theorem 7.10. We haveq−1
G (H) = Ĥ and q−1

G (P±) = P̂±. For the corresponding
homogeneous spaces, we have

Ĝ/P̂± ∼= G/P± and Ĝ/Ĥ ∼= G/H

as homogeneous spaces ofĜ.

Proof. Since qG maps a generating subset of̂G onto a generating subset ofG, it is
surjective.

First we observe that for anyh ∈ Ĝ we have

qG(h).E − E = q(h.Ê − Ê). (7.3)

If h ∈ Ĥ , thenh.Ê − Ê ∈ z(ĝ), and (7.3) leads to

qG(h).E − E = q(h.Ê − Ê) ∈ q
(
z(ĝ)

) = z(g),

and henceqG(h) ∈ H . Suppose, conversely, thatqG(h) ∈ H . Then (7.3) implies

h.Ê − Ê ∈ q−1(z(g)
) = z(ĝ),

so thath ∈ Ĥ .
SinceP̂ = Ĥ Û± andqG(Û±) = U±, we have

q−1
G

(
P±) = q−1

G (H)Û± ⊆ Ĥ Û± = P̂±.

FurtherqG(P̂±) = qG(Ĥ )qG(Û±) ⊆ HU± = P±, and we obtainq−1
G (P±) = P̂±.

For the homogeneous spaces, we now get

G/P± ∼= Ĝ/q−1
G

(
P̂±) = Ĝ/P̂± and G/H ∼= Ĝ/q−1

G (Ĥ ) = Ĝ/Ĥ . �
Remark 7.11. We take a closer look at the kernel ofqG. Let g ∈ kerqG ⊆ Ĥ . Theng

preserves the grading ofĝ. Sinceq|ĝ± is injective, we conclude thatg|ĝ± = idĝ± , and
hence thatg − idĝ vanishes on the subalgebra generated byĝ±. Moreover, im(g − idĝ) ⊆
kerq = z, so that

g = 1 + D,

whereD : ĝ → z is a linear map. Asg is an automorphism, it follows thatD ∈ der(ĝ), and
hence that[ĝ, ĝ] ⊆ kerD. If ĝ is perfect, thenD vanishes, but if̂E /∈ [ĝ, ĝ], then

HomLie(ĝ, z) = Hom(KÊ, z) ∼= z
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describes the possibilities forD, which is determined byD(Ê) ∈ z.
Since, forh ∈ Ĥ andv ∈ g± we haveheadvh−1 = eadh.v , the conditiong|ĝ± = idĝ±

implies thath commutes with the generating subseteadg± , and hence that

kerqG ⊆ Z(Ĝ).

This means thatqG : Ĝ → G is a central extension of groups.

Example 7.12. We consider the case of a trivial Jordan pair(V +,V −), i.e., all the maps
T ± vanish. Then the corresponding 3-graded Lie algebra is the semidirect sum

g = (
V + ⊕ V −)

� KE,

where [
E, (v+, v−)

] = (v+,−v−) and
[
V +,V −] = {0}.

Let β :V + × V − → z be any bilinear map. Then

ω
(
(v+, v−, λE), (w+,w−,µE)

) := β(v+,w−) − β(v−,w+)

is a Lie algebra cocycle which defines a central extension

ĝ = g ⊕ω z

with the bracket[
(x, z), (x ′, z′)

] := ([x, x ′],ω(x, x ′)
)
, x, x ′ ∈ g, z, z′ ∈ z.

The subalgebra of̂g generated byV ± is 2-step nilpotent and̂g is solvable. In̂g we have[
adV +,adV −] = ad

[
V +,V −] ⊆ adz = {0},

so that the groupŝG andG are both abelian. Considering the orbit of the grading elem
it is easy to see that

Ĝ ∼= V + × V − ∼= G.

Remark 7.13. Let g be a 3-graded Lie algebra with grading elementE. We have seen in
Section 5 that the homogeneous spacesG/H andG/P± are isomorphic to those associat
to the subalgebrag generated byE andg±. Furthermore, the results in this section imp
that the same holds for the homogeneous spaces associated to the center-free Lie algeb
g/z(g). The latter Lie algebra is isomorphic to the Tits–Kantor–Koecher Lie algebra

TKK(g+,g−) = g+ ⊕ (
ider(g+,g−) + KE

) ⊕ g−
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of the Jordan pair(g+,g−). For that we only have to observe that the triviality of the cen
implies thatg0/z(g) embeds into der(g+,g−). We therefore obtain a natural identificati
of the homogeneous spaceG/H andG/P± with a space of 3-gradings of TKK(g+,g−),
respectively a space of filtrations of this Lie algebra.

8. Grassmannian geometries and associative structures

8.1. Grassmannian geometries

Let R be an associative algebra with unit 1 over the commutative unital ringK and let
V be a rightR-module. Thecomplemented Grassmannian(of V overR) is the space

C := {
E ⊂ V : ∃F : V = E ⊕ F (E,F : submodules ofV )

}
(8.1)

of R-submodules ofV that have a complement. ForV = R this is the space of
complemented right idealsof R (cf. Section 8.6 below). ForE,F ∈ C we write E � F

if V = E ⊕ F ; we letE� = {F ∈ C: F � E} be the set of complementary submodules
E and

(C × C)� = {
(E,F ) ∈ C × C: V = E ⊕ F

}
. (8.2)

Let

P := {
p ∈ EndR(V ): p2 = p

} = Idem
(
EndR(V )

)
(8.3)

be thespace of projectors, respectively idempotents inV . TakingI := 2p − idV instead
of p, we may also work with the conditionI2 = idV instead ofp2 = p and viewP as the
space of polarizations ofV . In this framework, the following analog of Theorem 1.6 is
easy exercise in Linear Algebra.

Proposition 8.2.

(i) The mapP → (C × C)�, p �→ (im(p),ker(p)) = (im(p), im(1 − p)) is a bijection.
(ii) For all E ∈ C, E� carries canonically the structure of an affine space overK (not over

R in general), modeled on theK-moduleHomR(V/E,E).

Moreover,P clearly is stable under the binary mapµ defined byµ(p,q) = (2p − 1) ×
q(2p − 1) which defines onP the structure of a reflection space (cf. 4.1). Using sc
extension by dual numbers overK, one may also define tangent bundles ofP andC, and
then property (S4) will also hold forµ; but we will not pursue this construction here.

8.3. Flags and elementary group

We are going to describe the relation between this simple linear algebra model a
model from Theorem 1.6. Letg := EndR(V ) with the usual commutator as Lie brack
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Note that the commutator is notR-bilinear in general, but it is bilinear over the cen
of R; henceg is aK-Lie algebra. An elementp ∈P defines a derivation ad(p) of g which
is tripotent; with respect to the decompositionV = E ⊕ F := im(p) ⊕ ker(p), i.e., (in the
obvious matrix notation)p = ( 1

0
0
0

)
, and the grading ofg is described by

g−1 =
{(

0 0
α 0

)
: α ∈ HomR(E,F )

}
, g1 =

{(
0 β

0 0

)
: β ∈ HomR(F,E)

}
,

g0 =
{(

A 0
0 B

)
: A ∈ EndR(E), B ∈ EndR(F )

}
. (8.4)

Thus we have a well-defined map fromP to the spaceG of inner 3-gradings ofg:

ϕP :P → G, p �→ ad(p). (8.5)

On the other hand, ifE ∈ C, then to the “short flag” 0⊂ E ⊂ V we may associate a “lon
flag” fE : 0 ⊂ f1 ⊂ f0 ⊂ g by letting

f1 := {
X ∈ g: X(V ) ⊂ E, X(E) = 0

} ⊂ f0 := {
X ∈ g: X(E) ⊂ E

} ⊂ g; (8.6)

in matrix form: (
0 ∗
0 0

)
⊂

(∗ ∗
0 ∗

)
⊂

(∗ ∗
∗ ∗

)
.

It is clear that this is a 3-filtration ofg (even in an associative sense). Thus we ha
well-defined map

ϕC :C → F , E �→ fE, (8.7)

and it follows from the definitions that the diagram

C × C ⊃ P

F ×F ⊃ G

(8.8)

commutes. All maps in this diagram are obviously equivariant with respect to the natu
action of the group GLR(V ) on all spaces that are involved.

If E ∈ C is fixed, then the elementsX ∈ f1 (with f1 as in (8.6)) are 2-step nilpotent; th
eX = 1 + X. Let

UE := ef1 = 1 + f1 =
{(

1 β

0 1

)
: β ∈ HomR(F,E)

}
, (8.9)
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where the latter matrix representation is with respect to a fixed complementF of E. The
groupUE acts simply transitively on the setE� of complements ofE. Therefore, if for
such a fixed decompositionV = E ⊕ F , we let

G(E,F) := 〈UE,UF 〉 ⊂ GLR(V ) (8.10)

be the group generated byUE andUF , called theelementary group of(V ,E,F ), then
G(E,F) = G(E,F ′) for any two complementsF,F ′ of E, and we may write alsoGE for
G(E,F). We let

PE := {
g ∈ GE: g(E) = E

}
, (8.11)

and, for a fixed complementF of E,

H(E,F) := {
g ∈ G(E,F): g(E) = E, g(F ) = F

} = PE ∩ PF . (8.12)

Theorem 8.4. The equivariant mapsϕP andϕC have the following properties:

(1) For all E ∈ C, ϕC(E�) = ϕC(E)�.
(2) For all p ∈P , the restriction of the mapϕP to the orbitGLR(V ).p,

P ⊃ GLR(V ).p → G, g.p �→ ad(g.p),

is injective.
(3) For all E ∈ C, the restriction of the mapϕC to the orbitGLR(V ).E,

C ⊃ GLR(V ).E →F , g.E �→ fg.E,

is injective.
(4) Letp ∈ P with associated decompositionV = E ⊕F = im(p) ⊕ ker(p). The mapϕP

induces a bijection

G(E,F)/H(E,F ) ∼= G(E,F).p → G
(
ad(p)

)
.ad(p) ∼= G

(
ad(p)

)
/H

(
ad(p)

)
,

and the mapϕC induces a bijection

G(E,F)/PF
∼= G(E,F).E → G

(
ad(p)

)
.fF = G

(
ad(p)

)
/P−.

Proof. (1) The action ofUE on g is precisely the action ofead(f1) on g. Since UE

acts simply transitively on the set of complements ofE, the claim follows from the
corresponding fact aboutg (Theorem 1.6(2)).

(2) Let e ∈ P andf := geg−1 ∈ P with g ∈ GLR(V ) such that ad(e) = ad(f ). Then
z := f − e ∈ Z(A) whereA is the associativeK-algebra EndR(V ). In particular,ef = f e

and therefore

(e − f )ef = e2f − ef 2 = ef − ef = 0.
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n

We have

(f − e)2 = f 2 − 2ef + e2 = f + e − 2ef and

(f − e)3 = (f − e)(f + e − 2ef ) = f 2 − e2 − 2(f − e)ef = f − e,

i.e.,z3 = z. Write z = z1 − z2 with

z1 = 1

2
z(z + 1) and z2 = 1

2
z(z − 1).

Thenz1 andz2 are again central, andz2
1 = z1 andz2

2 = z2. This implies

z1 = 1

2
(f − e)(f − e + 1) = 1

2
(f + e − 2ef + f − e) = 1

2
(2f − 2ef ) = f − ef = zf

and

z2 = 1

2
(f − e)(f − e − 1) = 1

2
(f + e − 2ef − f + e) = 1

2
(2e − 2ef ) = e − ef = −ze.

We further obtain

z2 = −z2z = z2
(
e − geg−1) = z2e − gz2eg

−1 = −ze2 + gze2g−1 = −ze + gzeg−1

= z2 − gz2g
−1 = 0

becausez2 is central, and likewise

z1 = z1z = z1
(
f − g−1fg

) = z1f − g−1z1fg = zf 2 − g−1zf 2g = zf − g−1zfg

= z1 − g−1z1g = 0.

Eventually we obtainz = z1 − z2 = 0 and hencee = f , as had to be shown.
(3) This follows by combining (2) and (1) (observing that the fibers of the mapP → C,

p �→ im(p) are of the formF⊥, F ∈ C, and similarly forG → F ).
(4) This follows from (2) and (3), observing that the action ofH(E,F) ong coincides

with the action ofH(ad(p)). ForPE we argue similarly. �
8.5. Special Jordan pairs

If p ∈ P andg = glR(V ), then the associated Jordan pair is(
HomR(F,E),HomR(E,F )

)
, T ±(X,Y,Z) = XYZ + ZYX.

A Jordan pair that is a sub-pair of such a pair is calledspecial. The Bergman operator is i
this case given by

B(X,Y )Z = (1 − XY)Z(1 − YX).
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The special case whereV = E ⊕ E gives rise to a self-dual geometry and is related to
K-Jordan algebra EndR(E).

8.6. Geometry of right ideals

Now let us consider the case of the rightR-moduleV = R. In this case (complemente
submodules are the same as (complemented) right ideals, and the Grassmannian g
should be called thegeometry of right ideals ofR. Via the bijectionR → HomR(R,R),
r �→ lr (left multiplication by r), the setP of projectors is identified with theset of
idempotents ofR,

Idem(R) := {
e ∈ R: e2 = e

}
.

The pair(R, e) with an idempotente is also called aMorita context(cf. [18, Section 2.1])
In this case, our Theorem 8.4 corresponds essentially to results of Loos [18, Theore
The symmetric space structure on Idem(R) is described in the same way as af
Proposition 8.2: it is given byµ(e,f ) = (2e − 1)f (2e − 1).

8.7. Geometry of the projective line

Another interesting case isV = R ⊕ R, taking this decomposition as base po
p ∈ P . This gives rise to a self-dual geometry (belonging toR seen as a Jordan algeb
over K) which is theprojective line over the ringR, see [12] and the recent work [7
The corresponding 3-graded Lie algebra isg = gl2(R), respectively its subalgebrae2(R)

generated by the strict upper and lower triangular matrices.
Finally, let us remark that there exist ringsR such thatR ⊕ R ∼= R as rightR-modules

(e.g., takeR = EndK(V ), whereV is an infinite dimensional vector space over a fieldK;
thenV ∼= V ⊕ V as a vector space, and henceR = HomK(V ,V ) ∼= HomK(V ,V ⊕ V ) as a
right R-module), so that the cases 8.6 and 8.7 have non-empty intersection.
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