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#### Abstract

We study the generic and typical ranks of 3-tensors of dimension $l \times m \times n$ using results from matrices and algebraic geometry. We state a conjecture about the exact values of the generic rank of 3tensors over the complex numbers, which is verified numerically for $l, m, n \leq 14$. We also discuss the typical ranks over the real numbers, and give an example of an infinite family of 3-tensors of the form $l=m, n=(m-1)^{2}+1, m=3,4, \ldots$, which have at least two typical ranks.
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## 1. Introduction

The subject of tensors, their rank and the approximation of tensors by low rank tensors became recently a very active area of pure and applied mathematics. See $[1,2,5-10,13,17-23,25,27-32]$. 2dimensional tensors, which are identified as matrices, are well understood theoretically and numerically. Tensors of dimension greater than 2 , are much more complicated theoretically and numerically than matrices. Basically, matrices are strongly connected to linear operators, while tensors are strongly connected to the study of polynomial equations in several variables, which are best dealt with the tools of algebraic geometry. Indeed, there is a vast literature in algebraic geometry discussing tensors. See for example [4, Chapter 20] and references therein. Unfortunately, it is unaccessible to most researchers in applied and numerical analysis.
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The object of this paper threefold. First, we give a basic introduction to one of the most interesting topics: the rank of 3-tensors. Second, we state our conjecture for the generic tensors of 3-tensors over the complex numbers. Third, we give general results for the typical ranks of 3-tensors over the real numbers. We illustrate the strength and generality of our results by comparing them to the known results in the literature. The novelle results of this paper are obtained by using results on matrices and basic results of algebraic geometry on polynomial equations over complex and real numbers. For reader's benefit we added a short appendix on complex and real algebraic geometry. The exact references for the results in complex and real algebraic geometry used in this paper are given in the appendix.

This paper is written for the audience who has the knowledge of matrix theory and was only occasionally exposed to the study of polynomial maps in several complex variables. This paper is an expanded version of the talk I gave in Workshop on Algorithms for Modern Massive Data Sets, sponsored by Computer Forum of the Stanford Computer Science Department, NSF and Yahoo! Research, June 21-24, 2006, [10].

We now survey briefly the contents of this paper. Section 2 deals with the basic notions of the tensor product of three vector spaces over any field $\mathbb{F}, 3$-tensors and their rank. Theorem 2.4 gives a simple and useful characterization of the rank of a given tensor over any field $\mathbb{F}$, in terms of the minimal dimension of a subspace spanned by rank one matrices, containing a given subspace $L$ of $\mathbb{F}^{m \times n}$. Section 3 introduces the notion of the generic rank in $\mathbb{C}^{l \times m \times n}$, denoted by grank $(l, m, n)$. (grank $(l, m, n)$ is a symmetric function in $l, m, n$.) Section 4 introduces the notion of the maximal rank in $\mathbb{C}^{l \times m \times n}$, denoted by $\operatorname{mrank}(l, m, n)$. Section 5 gives known values for $\operatorname{grank}(l, m, n)$ and states the conjectured values of $\operatorname{grank}(l, m, n)$ in the range $3 \leq l \leq m \leq n \leq(l-1)(m-1)-1$. This conjecture is verified numerically for all values of $l, m, n \leq 14$. (Compare these results with the numerical results for $\operatorname{grank}(l, m, n)$ given in [7, Table 1], for the values $l \leq 4, m \leq 5, n \leq 12$.) Section 6 shows how to apply some results on matrices to obtain bounds on $\operatorname{grank}(l, m, n)$ and $\operatorname{mrank}(l, m, n)$. Section 7 discusses the notion of typical ranks of real tensors $\mathbb{R}^{l \times m \times n}$, which are the analogs of generic rank over the complex numbers. In this case one has a finite number of typical ranks taking all the values from $\operatorname{grank}(l, m, n)$ to $\operatorname{mtrank}(l, m, n)$. The typical ranks for the case $l=2 \leq m \leq n$ are known. For $m<n$ there is one typical $\operatorname{rank}$ which is equal to $\operatorname{grank}(2, m, n)=\min (n, 2 m)$. For $2 \leq m=n$ there are two typical ranks $\operatorname{grank}(2, m, m)=m$ and $\operatorname{mtrank}(2, m, m)=m+1$. See [29] and [32]. In this paper we give another countable set of examples of the form $3 \leq l=m, n=(m-1)^{2}+1, m=3, \ldots$, where the maximal typical rank is strictly bigger than grank $\left(m, m,(m-1)^{2}+1\right)=(m-1)^{2}+1$, i.e. there are at least two typical ranks in these cases. The case $m=3$ is studied in [31]. It is shown there that $\operatorname{mtrank}(3,3,5)=6$. (It is not known that if $\operatorname{mtrank}(l, m, n) \leq \operatorname{grank}(l, m, n)+1$, which holds in all known examples.) Appendix A gives a concise exposition of facts in complex and algebraic geometry needed here, with suitable references.

## 2. Basic notions and preliminary results

In this section we let $\mathbb{F}$ be any field. Usually we denote by a bold capital letter a finite dimensional vector space $\mathbf{U}$ over $\mathbb{F}$, unless stated otherwise. A vector $\mathbf{u} \in \mathbf{U}$ is denoted by a bold face lower case letter. A matrix $A \in \mathbb{F}^{m \times n}$ denoted by a capital letter $A$, and we let either $A=\left[a_{i j}\right]_{i=j=1}^{m \times n}$ or simply $A=\left[a_{i j}\right]$. A 3-tensor $\operatorname{array} \mathcal{T} \in \mathbb{F}^{l \times m \times n}$ is denoted by a capital calligraphic letter. So either $\mathcal{T}=\left[t_{i j k}\right]_{i=j=k=1}^{l, m, n}$ or simply $\mathcal{T}=\left[t_{i j k}\right]$.

Let $\mathbf{U}_{1}, \mathbf{U}_{2}, \mathbf{U}_{3}$ be three vectors spaces. Let $m_{i}:=\operatorname{dim} \mathbf{U}_{i}$ be the dimension of the vector space $\mathbf{U}_{i}$. Let $\mathbf{u}_{1, i}, \ldots, \mathbf{u}_{m_{i}, i}$ be a basis of $\mathbf{U}_{i}$ for $i=1,2$, 3. Then $\mathbf{U}:=\mathbf{U}_{1} \otimes \mathbf{U}_{2} \otimes \mathbf{U}_{3}$ is the tensor product of $\mathbf{U}_{1}, \mathbf{U}_{2}, \mathbf{U}_{3} . \mathbf{U}$ is a vector space of dimension $m_{1} m_{2} m_{3}$, and

$$
\begin{equation*}
\mathbf{u}_{i_{1}, 1} \otimes \mathbf{u}_{i_{2}, 2} \otimes \mathbf{u}_{i_{3}, 3}, \quad i_{j}=1, \ldots, m_{j}, j=1,2,3 \tag{2.1}
\end{equation*}
$$

is a basis of $\mathbf{U}$. For any permutation $\sigma:\{1,2,3\} \rightarrow\{1,2,3\}$ the tensor product $\mathbf{U}_{\sigma(1)} \otimes \mathbf{U}_{\sigma(2)} \otimes \mathbf{U}_{\sigma(3)}$ is isomorphic to $\mathbf{U}$. Hence it will be convenient to assume that

$$
\begin{equation*}
1 \leq m_{1} \leq m_{2} \leq m_{3}, \tag{2.2}
\end{equation*}
$$

unless stated otherwise. A 3-tensor is a vector in $\mathbf{U}$. We will call 3-tensor a tensor, and denote it by a Greek letter. A tensor $\tau$ has the representation

$$
\begin{equation*}
\tau=\sum_{i_{1}=i_{2}=i_{3}=1}^{m_{1}, m_{2}, m_{3}} t_{i_{1} i_{2} i_{3}} \mathbf{u}_{i_{1}, 1} \otimes \mathbf{u}_{i_{2}, 2} \otimes \mathbf{u}_{i_{3}, 3} \tag{2.3}
\end{equation*}
$$

in the basis (2.1). If the basis (2.1) is fixed then $\tau$ is identified with $\mathcal{T}=\left[t_{i_{1} i_{2} i_{3}}\right] \in \mathbb{F}^{m_{1} \times m_{2} \times m_{3}}$.
Recall that $\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}$, were $\mathbf{x}_{i} \in \mathbf{U}_{i}, i=1,2,3$, is called a rank one tensor, or an indecomposable tensor. (Usually one assumes that all $\mathbf{x}_{i} \neq \mathbf{0}$. Otherwise $\mathbf{0}=\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}$ is called a rank zero tensor.) (2.3) is a decomposition of $\tau$ as a sum of at most $m_{1} m_{2} m_{3}$ rank one tensors, as $t_{i_{1} i_{2} i_{3}} \mathbf{u}_{i_{1}, 1} \otimes \mathbf{u}_{i_{2}, 2} \otimes \mathbf{u}_{i_{3}, 3}=$ $\left(t_{i_{1} i_{2} i_{3}} \mathbf{u}_{i_{1}, 1}\right) \otimes \mathbf{u}_{i_{2}, 2} \otimes \mathbf{u}_{i_{3}, 3}$. A decomposition of $\tau \neq \mathbf{0}$ to a sum of rank one tensors is given by

$$
\begin{equation*}
\tau=\sum_{i=1}^{k} \mathbf{x}_{i} \otimes \mathbf{y}_{i} \otimes \mathbf{z}_{i}, \quad \mathbf{x}_{i} \in \mathbf{U}_{1}, \mathbf{y}_{i} \in \mathbf{U}_{2}, \mathbf{z}_{i} \in \mathbf{U}_{3}, i=1, \ldots, k \tag{2.4}
\end{equation*}
$$

The minimal $k$ for which the above equality holds is called the rank of the tensor $\tau$. It is completely analogous to the rank of matrix $A=\left[a_{i_{1} i_{2}}\right] \in \mathbb{F}^{m_{1} \times m_{2}}$, which can be identified with 2 -tensor in $\sum_{i_{1}=i_{2}=1}^{m_{1}, m_{2}} a_{i_{1} i_{2}} \mathbf{u}_{i_{1}, 1} \otimes \mathbf{u}_{i_{2}, 2} \in \mathbf{U}_{1} \otimes \mathbf{U}_{2}$. It is well known that, unlike in the case of matrices, the rank of a tensor may depend on the ground field $\mathbb{F}$. In particular, by considering the algebraic closed field $\mathbb{C}$ versus $\mathbb{R}$, one may decrease the rank of the real valued tensor $\tau$.

For $j \in\{1,2,3\}$ denote by $j^{c}:=\{p, q\}=\{1,2,3\} \backslash\{j\}$, where $1 \leq p<q \leq 3$. Denote by $\mathbf{U}_{j c}=\mathbf{U}_{\{p, q\}}:=\mathbf{U}_{p} \otimes \mathbf{U}_{q}$. A tensor $\tau \in \mathbf{U}_{1} \otimes \mathbf{U}_{2} \otimes \mathbf{U}_{3}$ induces a linear transformation $\tau(j): \mathbf{U}_{j c} \rightarrow \mathbf{U}_{j}$ as follows. Assume that $\mathbf{u}_{1, l}, \ldots, \mathbf{u}_{m_{l}, l}$ is a basis in $\mathbf{U}_{l}$ for $l=1,2$, 3. Then any $\mathbf{v} \in \mathbf{U}_{j c}$ is of the form $\mathbf{v}=\sum_{i_{p}=i_{q}=1}^{m_{p}, m_{q}} v_{i_{p} i_{q}} \mathbf{u}_{i_{p}, p} \otimes \mathbf{u}_{i_{q}, q}$. Define

$$
\begin{equation*}
\tau(j) \mathbf{v}=\sum_{i_{j}=1}^{m_{j}}\left(\sum_{i_{p}, i_{q}=1}^{m_{p}, m_{q}} t_{i_{1} i_{2} i_{3}} v_{i_{p} i_{q}}\right) \mathbf{u}_{i_{j}, j} . \tag{2.5}
\end{equation*}
$$

The rank $\mathrm{k}_{\mathrm{j}}$ is the rank of the operator $\tau(j)$. Equivalently, let $A(j)=\left[a_{l_{j}}\right] \in \mathbb{F}^{m_{p} m_{q} \times m_{j}}$, where each integer $l \in\left[1, m_{p} m_{q}\right]$ corresponds to the pair $\left(i_{p}, i_{q}\right)$, for $i_{p}=1, \ldots, m_{p}, i_{q}=1, \ldots, m_{q}$, and $i_{j} \in\left[1, m_{j}\right] \cap \mathbb{N}$. (For example arrange the pairs $\left(i_{p}, i_{q}\right)$ in the lexicographical order. Then $i_{p}=\left\lceil\frac{l}{m_{q}}\right\rceil$ and $i_{q}=l-\left(i_{p}-1\right) m_{q}$.) Set $a_{l_{j}}=t_{i_{1} i_{2} i_{3}}$. Then rank $\tau=$ rank $A(j)$. Associating a matrix $A(j)$ with the 3-tensors is called unfolding $\tau$ in direction $j$. The following proposition is straightforward.

Proposition 2.1. Let $\tau \in \mathbf{U}_{1} \otimes \mathbf{U}_{2} \otimes \mathbf{U}_{3}$ be given by (2.3). Fix $j \in\{1,2,3\}, j^{c}=\{p, q\}$. Let $T_{i_{j}, j}:=$ $\left[t_{i_{1} i_{2} i_{3}}\right]_{i_{p}=i_{q}=1}^{m_{p}, m_{q}} \in \mathbb{F}^{m_{p} \times m_{q}}, i_{j}=1, \ldots, m_{j}$. Then rank $\mathrm{k}_{\mathrm{j}} \tau$ is the dimension of subspace of $m_{p} \times m_{q}$ matrices spanned by $T_{1, j}, \ldots, T_{m_{j}, j}$.

The following result is well known.
Proposition 2.2. Let $\tau \in \mathbf{U}_{1} \otimes \mathbf{U}_{2} \otimes \mathbf{U}_{3}$. Let $r_{j}:=\operatorname{rank}_{\mathrm{j}} \tau$ for $j=1$, 2, 3. Denote by $0 \leq R_{1} \leq R_{2} \leq R_{3}$ the rearranged values of $r_{1}, r_{2}, r_{3}$. Then $R_{3} \leq \operatorname{rank} \tau \leq R_{1} R_{2}$.

Proof. We first show that $r_{3} \leq$ rank $\tau$. Since $\mathbf{u}_{i_{1}, 1} \otimes \mathbf{u}_{i_{2}, 2} \in \mathbf{U}_{\{1,2\}}$ it follows that the decomposition (2.3) is a decomposition of $\tau_{3}$ to a sum of rank one linear operators from $\mathbf{U}_{\{1,2\}}$ to $\mathbf{U}_{3}$. Hence $r_{3} \leq \operatorname{rank} \tau$. Let $j \in\{1,2,3\}, j^{c}=\{p, q\}$. Recall that $\mathbf{U}$ is isomorphic to $\mathbf{U}^{\prime}:=\mathbf{U}_{p} \otimes \mathbf{U}_{q} \otimes \mathbf{U}_{j}$. Hence $r_{j} \leq \operatorname{rank} \tau$ for $j=1,2$. Thus $R_{3} \leq \operatorname{rank} \tau$.

Let $\mathbf{v}_{1, j}, \ldots, \mathbf{v}_{1, r_{j}}$ be the basis of $\mathbf{X}_{j}:=\tau_{j}\left(\mathbf{U}_{p} \otimes \mathbf{U}_{q}\right) \subseteq \mathbf{U}_{j}$. It is straightforward to show that $\tau \in \mathbf{X}_{1} \otimes \mathbf{X}_{2} \otimes \mathbf{X}_{3}$. So $\tau_{j}: \mathbf{X}_{p} \otimes \mathbf{X}_{q} \rightarrow \mathbf{X}_{j}$. Assume that $R_{1}=r_{j}$. Decompose $\tau_{j}=\sum_{l=1}^{R_{1}} \mathbf{z}_{l} \otimes \mathbf{x}_{l}$, where $\mathbf{z}_{l} \in \mathbf{X}_{p} \otimes \mathbf{X}_{q}, \mathbf{x}_{l} \in \mathbf{X}_{j}$ for $l=1, \ldots, R_{1}$. Since $\mathbf{z}_{l} \in \mathbf{X}_{p} \otimes \mathbf{X}_{q}$, it follows that each $\mathbf{z}_{l}$ is at most
a sum of $R_{2}$ rank one tensors in $\mathbf{X}_{p} \otimes \mathbf{X}_{q}$. Hence $\tau$ is a sum of at most $R_{1} R_{2}$ rank one tensors in $\mathbf{X}_{1} \otimes$ $\mathbf{X}_{2} \otimes \mathbf{X}_{3}$.

The following proposition is obtained straightforward:
Proposition 2.3. Let the assumptions and the notations of Propositions 2.1-2.2 hold. Let $\left[\mathbf{v}_{1,1}, \ldots, \mathbf{v}_{m_{1}, 1}\right]$, $\left[\mathbf{v}_{1,2}, \ldots, \mathbf{v}_{m_{2}, 2}\right]$ be two bases in $\mathbf{U}_{1}, \mathbf{U}_{2}$, respectively, where

$$
\begin{aligned}
& {\left[\mathbf{u}_{1,1}, \ldots, \mathbf{u}_{m_{1}, 1}\right]=\left[\mathbf{v}_{1,1}, \ldots, \mathbf{v}_{m_{1}, 1}\right] Q_{1}, \quad\left[\mathbf{u}_{1,2}, \ldots, \mathbf{u}_{m_{2}, 2}\right]=\left[\mathbf{v}_{1,2}, \ldots, \mathbf{v}_{m_{2}, 2}\right] Q_{2},} \\
& Q_{1}=\left[q_{p q, 1}\right]_{p, q=1}^{m_{1}} \in \mathbf{G L}\left(m_{1}, \mathbb{F}\right), \quad Q_{2}=\left[q_{p q, 2}\right]_{p, q=1}^{m_{2}} \in \mathbf{G L}\left(m_{2}, \mathbb{F}\right) .
\end{aligned}
$$

Let

$$
\tau=\sum_{i, j, k=1}^{m_{1}, m_{2}, m_{3}} \tilde{t}_{i j k} \mathbf{v}_{i, 1} \otimes \mathbf{v}_{j, 2} \otimes \mathbf{u}_{j, 3}, \tilde{T}_{k, 3}:=\left[\tilde{t}_{i j k}\right]_{i, j=1}^{m_{1}, m_{2}} \in \mathbb{F}^{m_{1} \times m_{2}}, k=1, \ldots, m_{3} .
$$

Then $\tilde{T}_{k, 3}=Q_{1} T_{k, 3} Q_{2}^{T}$ for $k=1, \ldots, m_{3}$.
Let $\left[\mathbf{v}_{1,3}, \ldots, \mathbf{v}_{m_{3}, 3}\right]$ be another basis of $\mathbf{U}_{3}$, where

$$
\left[\mathbf{u}_{1,3}, \ldots, \mathbf{u}_{m_{3}, 3}\right]=\left[\mathbf{v}_{1,3}, \ldots, \mathbf{v}_{m_{3}, 3}\right] Q_{3}, \quad Q_{3}=\left[q_{p q, 3}\right]_{p, q=1}^{m_{3}} \in \mathbf{G L}\left(m_{3}, \mathbb{F}\right)
$$

Then $\tau=\sum_{i, j, k=1}^{m_{1}, m_{2}, m_{3}} t_{i j k}^{\prime} \mathbf{u}_{i, 1} \otimes \mathbf{u}_{j, 2} \otimes \mathbf{v}_{k, 3}$ and $T_{k, 3}^{\prime}=\left[t_{i j k}^{\prime}\right]_{i, j=1}^{m_{1}, m_{2}}=\sum_{l=1}^{k} q_{k l, 3} T_{l}$.
Let $\left[\mathbf{v}_{1, i}, \ldots, \mathbf{v}_{m_{i}, i}\right]$ be a basis in $\mathbf{U}_{i}$ such that $\tau_{i} \mathbf{U}_{i^{c}}=\operatorname{span}\left(\mathbf{v}_{1, i}, \ldots, \mathbf{v}_{r_{i}, i}\right)$ for $i=1,2$, 3. Then $\tau=\sum_{i=j=k}^{m_{1}, m_{2}, m_{3}} \hat{t}_{i j k} \mathbf{v}_{i, 1} \otimes \mathbf{v}_{j, 2} \otimes \mathbf{v}_{k, 3}$ and $\hat{T}_{k, 3}:=\left[\hat{t}_{i j k}\right]_{i=j=1}^{m_{1}, m_{2}} \in \mathbb{F}^{m_{1} \times m_{2}}$ for $k=1, \ldots, m_{3}$. Then $\hat{T}_{k, 3}=0$ for $k>r_{3}$ and $\hat{T}_{1,3}, \ldots, \hat{T}_{r_{3}, 3}$ are linearly independent. Furthermore, each $\hat{T}_{k, 3}=S_{k} \oplus 0:=\left[\begin{array}{cc}S_{k} & 0 \\ 0 & 0\end{array}\right]$, where $S_{k} \in \mathbb{F}^{r_{1} \times r_{2}}$ for $k=1, \ldots, r_{3}$. Moreover, the span of range $S_{1}, \ldots$, range $S_{r_{3}}$ and the span of range $S_{1}^{\top}, \ldots$, range $S_{r_{3}}^{\top}$ are $\mathbb{F}^{r_{1}}$ and $\mathbb{F}^{r_{2}}$, respectively.

The following result is a very useful characterization of the rank of 3-tensor.
Theorem 2.4. Let $\tau \in \mathbf{U}_{1} \otimes \mathbf{U}_{2} \otimes \mathbf{U}_{3}$ be given by (2.3). Fix $j \in\{1,2,3\}, j^{c}=\left\{p\right.$, q\}. Let $T_{i_{j}, j}:=$ $\left[t_{i_{1} i_{2} i_{3}}\right]_{i_{p}=i_{q}=1}^{m_{p}, m_{q}} \in \mathbb{F}^{m_{p} \times m_{q}}, i_{j}=1, \ldots, m_{j}$. Then rank $\tau$ is the minimal dimension of a subspace of $m_{p} \times m_{q}$ matrices spanned by rank one matrices, which contains the subspace spanned by $T_{1, j}, \ldots, T_{m_{j}, j}$.

Proof. It is enough to prove the Proposition for the case $j=3$. Proposition 2.2 and its proof yields that it is enough to consider the case where $r_{3}=m_{3}$, i.e. $T_{1,3}, \ldots, T_{m_{3}, 3}$ are linearly independent. Let $r$ be the dimension of the minimal subspace of $m_{1} \times m_{2}$ matrices spanned by rank one matrices, which contains the subspace spanned by $T_{1,3}, \ldots, T_{m_{3}, 3}$.

Suppose that equality (2.4) holds. Since $r_{3}=m_{3}$ it follows that $\mathbf{z}_{1}, \ldots, \mathbf{z}_{k}$ span $\mathbf{U}_{3}$. Without loss of generality we may assume that $\mathbf{z}_{1}, \ldots, \mathbf{z}_{m_{3}}$ form a basis in $\mathbf{U}_{3}$. For each $l>m_{3}$ rewrite each $\mathbf{z}_{l}$ as al linear combination of $\mathbf{z}_{1}, \ldots, \mathbf{z}_{m_{3}}$. Thus

$$
\begin{equation*}
\mathbf{z}_{l}=\sum_{p=1}^{m_{3}} b_{l j} \mathbf{z}_{j}, l=m_{3}+1, \ldots, k, \tau=\sum_{j=1}^{m_{3}}\left(\mathbf{x}_{j} \otimes \mathbf{y}_{j}+\sum_{l=m_{3}+1}^{k} b_{l j} \mathbf{x}_{l} \otimes \mathbf{y}_{l}\right) \otimes \mathbf{z}_{j} \tag{2.6}
\end{equation*}
$$

Hence

$$
\begin{equation*}
T_{j, 3}=\mathbf{x}_{j} \mathbf{y}_{j}^{\top}+\sum_{l=m_{3}+1}^{k} b_{l j} \mathbf{x}_{l} \mathbf{y}_{l}^{\top}, \quad j=1, \ldots, m_{3} . \tag{2.7}
\end{equation*}
$$

In particular, the subspace spanned by $T_{1,3}, \ldots, T_{m_{3}, 3}$ is contained in the subspace spanned by $k$ rank one matrices $\mathbf{x}_{1} \mathbf{y}_{1}^{\top}, \ldots, \mathbf{x}_{k} \mathbf{y}_{k}^{\top}$. Therefore $r \leq k$, hence $r \leq \operatorname{rank} \tau$.

Assume now that there exist $\mathbf{x}_{i} \in \mathbb{F}^{m_{1}}, \mathbf{y}_{i} \in \mathbb{F}^{m_{2}}, i=1, \ldots, k$ such that $T_{p, 3}=\sum_{i=1}^{k} a_{p i} \mathbf{x}_{i} \mathbf{y}_{i}^{\top}$ for $p=1, \ldots, m_{3}$. View $\mathbf{x}_{i} \mathbf{y}_{i}^{\top}$ as $\mathbf{x}_{i} \otimes \mathbf{y}_{i}$. Then

$$
\begin{equation*}
\tau=\sum_{p=1}^{m_{3}}\left(\sum_{i=1}^{k} a_{p i} \mathbf{x}_{i} \otimes \mathbf{y}_{i}\right) \otimes \mathbf{z}_{p}=\sum_{i=1}^{k} \mathbf{x}_{i} \otimes \mathbf{y}_{i} \otimes\left(\sum_{p=1}^{m_{3}} a_{p i} \mathbf{z}_{p}\right) . \tag{2.8}
\end{equation*}
$$

Hence $k \geq \operatorname{rank} \tau$. So rank $\tau=r$.

## 3. Generic rank

From now and $\mathbb{F}$ is either the field of complex numbers $\mathbb{C}$ or the field of real numbers $\mathbb{R}$, unless stated otherwise. We refer the reader to Appendix $A$ for the notations and results in algebraic geometry used in the sequel. Let $\mathbf{x}_{i} \in \mathbb{C}^{m_{i}}, i=1,2,3$. Then a rank one tensor $\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}$ is a polynomial $\operatorname{map} \mathbf{f}: \mathbb{C}^{m_{1}+m_{2}+m_{3}} \rightarrow \mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \equiv \mathbb{C}^{m_{1} m_{2} m_{3}}$, i.e. $\mathbf{f}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right):=\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}$. Thus we identify a vector $\mathbf{z}=\left(z_{1}, \ldots, z_{m_{1}+m_{2}+m_{3}}\right)^{\top} \in \mathbb{C}^{m_{1}+m_{2}+m_{3}}$ with $\left(\mathbf{x}_{1}^{\top}, \mathbf{x}_{2}^{\top}, \mathbf{x}_{3}^{\top}\right)^{\top}$, which is also denoted by $\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right)$, and a vector $\mathbf{y} \in \mathbb{C}^{m_{1} m_{2} m_{3}}$ with $\mathcal{T}=\left[t_{i_{1} i_{2} i_{3}}\right]_{i_{1}=i_{2}=i_{3}}^{m_{1}, m_{2}, m_{3}} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$. (Here we arrange the three indices of $\left[t_{i_{1} i_{2} i_{3}}\right]$ in the lexicographical order.) Then Df, the Jacobian matrix of partial derivatives is given as

$$
\begin{equation*}
\operatorname{Df}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right)=\left[A_{1}\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right)\left|A_{2}\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right)\right| A_{3}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)\right] \in \mathbb{C}^{m_{1} m_{2} m_{3} \times\left(m_{1}+m_{2}+m_{3}\right)} \tag{3.1}
\end{equation*}
$$

is viewed as a block matrix, where $A_{i} \in \mathbb{C}^{m_{1} m_{2} m_{3} \times m_{i}}$ for $i=1,2$, 3 . More precisely, let

$$
\mathbf{e}_{i_{j, j}}=\left(\delta_{1 i_{j}}, \ldots, \delta_{m_{j i j}}\right)^{\top}, \quad i_{j}=1, \ldots, m_{j}
$$

be the standard bases in $\mathbb{C}^{m_{j}}$ for $j=1,2,3$. Then

$$
\begin{align*}
& A_{1}\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right)=\left[\mathbf{e}_{1,1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}|\cdots| \mathbf{e}_{m_{1}, 1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}\right] \in \mathbb{C}^{m_{1} m_{2} m_{3} \times m_{1}}, \\
& A_{2}\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right)=\left[\mathbf{x}_{1} \otimes \mathbf{e}_{1,2} \otimes \mathbf{x}_{3}|\cdots| \mathbf{x}_{1} \otimes \mathbf{e}_{m_{2}, 2} \otimes \mathbf{x}_{3}\right] \in \mathbb{C}^{m_{1} m_{2} m_{3} \times m_{2}},  \tag{3.2}\\
& A_{3}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\left[\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{e}_{1,3}|\cdots| \mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{e}_{m_{3}, 3}\right] \in \mathbb{C}^{m_{1} m_{2} m_{3} \times m_{3}}
\end{align*}
$$

So the $p$ th column of $A_{1}\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right)$ is the tensor $\mathbf{e}_{p, 1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}$. Similar statements holds for $A_{2}\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right)$ and $A_{3}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$.

Proposition 3.1. Let $\mathbf{x}_{i} \in \mathbb{C}^{m_{i}}, i=1,2,3$, and denote by $\mathbf{f}: \mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}} \rightarrow \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ the $\operatorname{map} \mathbf{f}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right):=\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}$. Identify $\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}, \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ with $\mathbb{C}^{m_{1}+m_{2}+m_{3}}, \mathbb{C}^{m_{1} m_{2} m_{3}}$, respectively. Then

$$
\begin{equation*}
\operatorname{rank} \mathrm{Df}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right) \leq m_{1}+m_{2}+m_{3}-2 . \tag{3.3}
\end{equation*}
$$

Equality holds for any $\mathbf{x}_{i} \neq \mathbf{0}$ for $i=1,2,3$.
Proof. Let $A_{1}\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right), A_{2}\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right), A_{3}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ be defined as in (3.1). Note that

$$
\sum_{i_{1}=1}^{m_{1}} x_{i_{1}, 1} \mathbf{e}_{i_{1}, 1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}=\sum_{i_{2}=1}^{m_{2}} x_{i_{2}, 2} \mathbf{x}_{1} \otimes \mathbf{e}_{i_{2}, 2} \otimes \mathbf{x}_{3}=\sum_{i_{3}=1}^{m_{3}} x_{i_{3}, 3} \mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{e}_{i_{3}, 3}=\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}
$$

That is, the columns of $A_{1}\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right), A_{2}\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right)$ and $A_{3}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$ all span the vector $\mathbf{x}_{1} \otimes \mathbf{x}_{2} \otimes \mathbf{x}_{3}$. Hence the inequality (3.3) holds.

Choose $\mathbf{x}_{1}=\mathbf{e}_{1,1}, \mathbf{x}_{2}=\mathbf{e}_{2,1}, \mathbf{x}_{3}=\mathbf{e}_{1,3}$. Then in $\operatorname{Df}\left(\mathbf{e}_{1,1}, \mathbf{e}_{1,2}, \mathbf{e}_{1,3}\right)$ the column $\mathbf{e}_{1,1} \otimes \mathbf{e}_{1,2} \otimes \mathbf{e}_{1,3}$ appears three times. After deleting two columns $\mathbf{e}_{1,1} \otimes \mathbf{e}_{1,2} \otimes \mathbf{e}_{1,3}$, we obtain $m_{1}+m_{2}+m_{2}-2$ linearly independent columns, i.e. $\operatorname{rank} \operatorname{Df}\left(\mathbf{e}_{1,1}, \mathbf{e}_{1,2}, \mathbf{e}_{1,3}\right)=m_{1}+m_{2}+m_{3}-2$. If $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3} \neq \mathbf{0}$, then each $\mathbf{x}_{i}$ can be extended to a basis in $C^{m_{i}}$. Hence equality holds in (3.3).

Let $k$ be a positive integer and consider the map $\mathbf{f}_{k}:\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k} \rightarrow \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ given by

$$
\begin{align*}
& \mathbf{f}_{k}\left(\mathbf{x}_{1,1}, \mathbf{x}_{1,2}, \mathbf{x}_{1,3}, \ldots, \mathbf{x}_{k, 1}, \mathbf{x}_{k, 2}, \mathbf{x}_{k, 3}\right)=\sum_{l=1}^{k} \mathbf{f}\left(\mathbf{x}_{l, 1}, \mathbf{x}_{l, 2}, \mathbf{x}_{l, 3}\right)=\sum_{l=1}^{k} \mathbf{x}_{l, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{x}_{l, 3} \\
& \mathbf{x}_{l, j} \in \mathbb{C}^{m_{j}}, j=1,2,3, l=1, \ldots, k \tag{3.4}
\end{align*}
$$

In this paper the closure of a set $S \subset \mathbb{F}^{n}$, denoted by Closure $S$, is the closure in the standard topology of $\mathbb{F}^{n}$. Since $\mathbf{f}_{k}$ is a polynomial map it follows, (see Appendix A.1).

Definition 3.2. Let $Y_{k} \subseteq \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ be the closure of $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)$. Denote by $r\left(k, m_{1}\right.$, $m_{2}, m_{3}$ ) the dimension of the variety $Y_{k}$. Let $U_{k} \subsetneq Y_{k}$ be the constructible algebraic subset of $Y_{k}$, of dimension $r\left(k, m_{1}, m_{2}, m_{3}\right)-1$ at most, possibly an empty set, such that $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)=$ $Y_{k} \backslash U_{k}$.
$\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ has a border rank $k$ if $\mathcal{T} \in Y_{k} \backslash Y_{k-1}$, where $Y_{0}=\{0\}$. The border rank of $\mathcal{T}$ is denoted by brank $\mathcal{T} . \mathcal{T}$ is called rank ill conditioned if brank $\mathcal{T}<\operatorname{rank} \mathcal{T}$.

Clearly, $r\left(k, m_{1}, m_{2}, m_{3}\right)$ is a nondecreasing sequence in $k \in \mathbb{N}$. (See for more details the proof of Theorems 3.4 and 4.1.) The notion of border rank was introduced in [2].

Proposition 3.3. The set of all ill conditioned tensors $\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ of border rank kequals to $U_{k} \backslash Y_{k-1}$. This set is a constructible algebraic set of dimension $r\left(k, m_{1}, m_{2}, m_{3}\right)-1$ at most.

Proof. Recall that $Y_{k} \backslash Y_{k-1}$ is the set of tensors of border rank $k$. Hence $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right) \backslash Y_{k-1}$ is the set of all tensor whose rank and border rank are $k$. By definition $Y_{k}$ is a disjoint union of $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times\right.\right.$ $\left.\mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}$ ) and $U_{k}$. Hence the set of all ill conditioned tensors of border rank $k$ is $U_{k} \backslash Y_{k-1}$. Since $U_{k}$ is a constructible algebraic subset of $Y_{k}$, where $\operatorname{dim} U_{k}<\operatorname{dim} Y_{k}$, and $Y_{k-1}$ is an algebraic set, it follows from the results in Appendix A.1. that $U_{k} \backslash Y_{k-1}$ is a constructible algebraic set of dimension $\operatorname{dim} U_{k}$ at most.

See [9] for related results on rank ill conditioned tensors. The following theorem is a version of what is called in literature Terracini's Lemma [34].

Theorem 3.4. Let $m_{1}, m_{2}, m_{3} \geq 2$ be three positive integers. Assume that $\mathbf{e}_{j_{j}, j}=\left(\delta_{1 i_{j}}, \ldots, \delta_{m_{j i j}}\right)^{\top} \in$ $\mathbb{C}^{m_{j}}, i_{j}=1, \ldots, m_{j}$ is the standard basis in $\mathbb{C}^{m_{j}}$ for $j=1,2,3$. Let $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ be the smallest positive integer $k$ satisfying the following property. There exist 3 k vectors $\mathbf{x}_{l, 1} \in \mathbb{C}^{m_{1}}, \mathbf{x}_{l, 2} \in \mathbb{C}^{m_{2}}, \mathbf{x}_{l, 3} \in$ $\mathbb{C}^{m_{3}}, l=1, \ldots, k$ such that the following $k\left(m_{1}+m_{2}+m_{3}\right)$ tensors span $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ :

$$
\begin{array}{r}
\mathbf{e}_{i_{1}, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{x}_{l, 3}, \mathbf{x}_{l, 1} \otimes \mathbf{e}_{i_{2}, 2} \otimes \mathbf{x}_{l, 3}, \mathbf{x}_{l, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{e}_{i_{3}, 3}  \tag{3.5}\\
i_{j}=1, \ldots, m_{j}, j=1,2,3, l=1, \ldots, k
\end{array}
$$

Then there exist three algebraic sets $U \subsetneq V \subseteq W \subsetneq \mathbb{C}^{m_{1} \times m_{3} \times m_{3}} \equiv \mathbb{C}^{m_{1} m_{2} m_{3}}$ such that the following holds.
(1) Any $\mathcal{T}=\left[t_{i_{1} i_{2} i_{3}}\right] \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \backslash U$ has rank grank $\left(m_{1}, m_{2}, m_{3}\right)$ at most.
(2) Any $\mathcal{T}=\left[t_{i_{1} i_{2} i_{3}}\right] \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \backslash V$ has exactly rank grank $\left(m_{1}, m_{2}, m_{3}\right)$.
(3) Let $\mathcal{T}=\left[t_{t_{1} i_{2} i_{3}}\right] \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \backslash W$. Then rank $\mathcal{T}=\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$. Furthermore the set of all $3 \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ vectors

$$
\mathbf{x}_{l, 1} \in \mathbb{C}^{m_{1}}, \mathbf{x}_{l, 2} \in \mathbb{C}^{m_{2}}, \mathbf{x}_{l, 3} \in \mathbb{C}^{m_{3}}, l=1, \ldots, \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)
$$

satisfying the equality

$$
\begin{equation*}
\mathcal{T}=\sum_{l=1}^{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)} \mathbf{x}_{l, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{x}_{l, 3} \tag{3.6}
\end{equation*}
$$

is a union of deg $\mathbf{f}_{k}$ of pairwise disjoint varieties $T_{i}(\mathcal{T}) \subsetneq\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)}$ of dimension $\left(m_{1}+m_{2}+m_{3}\right) \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)-m_{1} m_{2} m_{3}$ for $i=1, \ldots, \operatorname{deg} \mathbf{f}_{k}$. View each rank one tensor $\mathbf{x}_{l, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{x}_{l, 3}$ as a point in $(\mathbb{C} \backslash\{0\}) \times \mathbb{C P}^{m_{1}-1} \times \mathbb{C P}^{m_{2}-1} \times \mathbb{C} \mathbb{P}^{m_{3}-1}$. Then the set of all grank ( $m_{1}, m_{2}, m_{3}$ ) rank one tensors

$$
\left(\mathbf{x}_{1,1} \otimes \mathbf{x}_{1,2} \otimes \mathbf{x}_{1,3}, \ldots, \mathbf{x}_{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right), 1} \otimes \mathbf{x}_{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right), 2} \otimes \mathbf{x}_{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right), 3}\right)
$$

in $(\mathbb{C} \backslash\{0\}) \times \mathbb{P} \mathbb{C}^{m_{1}-1} \times \mathbb{P} \mathbb{C}^{m_{2}-1} \times \mathbb{P}^{m_{3}-1}$ satisfying (3.6) is a disjoint union of $\operatorname{deg} \mathbf{f}_{k}$ varieties each of dimension $\left(m_{1}+m_{2}+m_{3}-2\right) \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)-m_{1} m_{2} m_{3}$.

Proof. (3.1) yields that

$$
\begin{align*}
& \mathrm{Df}_{k}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right)=\left[A_{1}\left(\mathbf{x}_{1,2}, \mathbf{x}_{1,3}\right)\left|A_{2}\left(\mathbf{x}_{1,1}, \mathbf{x}_{1,3}\right)\right| A_{3}\left(\mathbf{x}_{1,1}, \mathbf{x}_{1,2}\right) \mid \ldots\right.  \tag{3.7}\\
& \left.\left|A_{1}\left(\mathbf{x}_{k, 2}, \mathbf{x}_{k, 3}\right)\right| A_{2}\left(\mathbf{x}_{k, 1}, \mathbf{x}_{k, 3}\right) \mid A_{3}\left(\mathbf{x}_{k, 1}, \mathbf{x}_{k, 2}\right)\right] .
\end{align*}
$$

Moreover the column space of $D f_{k}$ is spanned by the vectors (3.5). As in the proof of the Proposition 3.1, generically the rank of $\mathrm{Df}_{k}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right)$ is equal to $r\left(k, m_{1}, m_{2}, m_{3}\right)$. (See Appendix A.1., top of page 495 , for the definition of the term generically.) Thus, there exists a strict algebraic set $X_{k} \varsubsetneqq$ $\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}$ such rank $\mathrm{Df}_{k}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right)=r\left(k, m_{1}, m_{2}, m_{3}\right)$ for any $\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right) \in$ $\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k} \backslash X_{k}$ and rank $\mathrm{Df}_{k}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right)<r\left(k, m_{1}, m_{2}, m_{3}\right)$ for any $\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right) \in$ $X_{k}$.

Let $k=1$.Then Proposition 3.1 yields that generically rank $\mathrm{Df}_{1}\left(\mathbf{x}_{1,1}, \mathbf{x}_{1,2}, \mathbf{x}_{1,3}\right)=m_{1}+m_{2}+m_{3}-$ 2. Hence $f_{1}\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right.$ ) is a constructible algebraic set of dimension $m_{1}+m_{2}+m_{3}-2$. (In this case it is straightforward to show that $f_{1}\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)$ is a variety.) If $m_{1}+m_{2}+m_{3}-2=m_{1} m_{2} m_{3}$ then $f_{1}\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)=\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}, \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)=1$ and the theorem is trivial in this case. That is every tensor $\mathcal{T}$ is either rank one or rank zero tensor.

Assume now that $m_{1} m_{2} m_{3}>m_{1}+m_{2}+m_{3}-2$. Then $f_{1}\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right) \subsetneq \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ is a strict subvariety of tensors of rank 1 at most. Since $\mathbf{f}_{k}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right)=\mathbf{f}_{k+1}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}, \mathbf{0}, \mathbf{0}, \mathbf{0}\right)$, it follows

$$
\begin{array}{r}
\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right) \subseteq \mathbf{f}_{k+1}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k+1}\right), k  \tag{3.8}\\
\text { and } \mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)=\mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \text { for } k \geq m_{1} m_{2} m_{3}
\end{array}
$$

In particular

$$
\begin{align*}
& r\left(k, m_{1}, m_{2}, m_{3}\right), k=1, \ldots \text { a nondecreasing sequence, } \\
& r\left(\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)-1, m_{1}, m_{2}, m_{3}\right)<m_{1} m_{2} m_{3},  \tag{3.9}\\
& r\left(k, m_{1}, m_{2}, m_{3}\right)=m_{1} m_{2} m_{3} \text { for } k \geq \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right) .
\end{align*}
$$

So $1<\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right) \leq m_{1} m_{2} m_{3}$. Furthermore, $Y_{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)-1}$ is a strict subvariety of $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$. Since $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ is the only variety of dimension $m_{1} m_{2} m_{3}$ in $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ it follows that $Y_{k}=\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ for $k \geq \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$.

Let $U:=U_{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)}$ as defined in Definition 3.2. Then any $\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \backslash U$ is equal to some $\mathbf{f}_{\text {grank }\left(m_{1}, m_{2}, m_{3}\right)}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{\left.\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right), 3\right)}\right)$, i.e. $\mathcal{T}$ is of rank $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ at most. This proves 1 .

Let $V=U \cup Y_{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)-1}$. Then $\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \backslash V$ has rank grank $\left(m_{1}, m_{2}, m_{3}\right)$, i.e. 2 holds. Let $\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \backslash V$. Then $\mathbf{f}_{\text {grank }\left(m_{1}, m_{2}, m_{3}\right)}^{-1}(\mathcal{T})$ is a nonempty algebraic set of $\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times\right.$ $\left.\mathbb{C}^{m_{3}}\right)^{\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)}$. As stated in Appendix A.1., there exists a strict algebraic subset $W \subset \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$, which contains $V$, such that the first claim of 3 holds.

Recall that rank one tensor $\mathbf{x}_{l, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{x}_{l, 3}$ is a point in the manifold $(\mathbb{C} \backslash\{0\}) \times \mathbb{P} \mathbb{C}^{m_{1}-1} \times$ $\mathbb{P} \mathbb{C}^{m_{2}-1} \times \mathbb{P} \mathbb{C}^{m_{3}-1}$ of dimension $m_{1}+m_{2}+m_{3}-2$. Hence $\mathbf{f}_{k}$ can be viewed as a map $\tilde{\mathbf{f}}_{k}:((\mathbb{C} \backslash\{0\}) \times$ $\left.\mathbb{P} \mathbb{C}^{m_{1}} \times \mathbb{P} \mathbb{C}^{m_{2}} \times \mathbb{P}^{m_{3}}\right)^{k} \rightarrow \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$. This interpretation of $\mathbf{f}_{k}$, combined with the first part of 3 yields the second part of 3 .

## Definition 3.5

- The integer $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ is called the generic rank of $\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$.
- $k\left(\leq \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)\right)$ is called small if there is a rank $k$ tensor $\mathcal{T}$ of the form (2.4) such that the Jacobian matrix at $\mathcal{T}$ has rank $k\left(m_{1}+m_{2}+m_{3}-2\right)$.
- $k\left(\geq \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)\right)$ is called big if there is a rank $k$ tensor $\mathcal{T}$ of the form (2.4) such that the Jacobian matrix at $\mathcal{T}$ has rank equal to the maximal rank $m_{1} m_{2} m_{3}$.
- $\left(m_{1}, m_{2}, m_{3}\right)$ is called perfect if $k=\frac{m_{1} m_{2} m_{2}}{m_{1}+m_{2}+m_{3}-2}$ is a small integer.

Corollary 3.6. $\operatorname{brank} \mathcal{T} \leq \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ for any $\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$.
The generic rank grank $\left(m_{1}, m_{2}, m_{3}\right)$ has the following interpretation. Assume that the entries of $\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ are independent random variables, with normal complex Gaussian distribution. Then with probability 1 the rank of $\mathcal{T}$ is $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$. Furthermore, Proposition 3.3 yields that with probability 1 the border rank of $\mathcal{T}$ is also equal to $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$.

Since the dimension of any algebraic variety is nonnegative the second part of 3 of Theorem 3.4 yields the well known result, e.g. [4, Chapter 20]:

Corollary 3.7. $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right) \geq\left\lceil\frac{m_{1} m_{2} m_{3}}{m_{1}+m_{2}+m_{3}-2}\right\rceil$.
The following result is known, e.g. [28, Proposition 2.3], and we give its proof for completeness.
Proposition 3.8. Let $m_{1} \geq l_{1}, m_{2} \geq l_{2}, m_{3} \geq l_{3}$ be positive integers. Then grank $\left(m_{1}, m_{2}, m_{3}\right) \geq$ $\operatorname{grank}\left(l_{1}, l_{2}, l_{3}\right)$.

Proof. Since $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ is a symmetric function in $m_{1}, m_{2}, m_{3}$, it is enough to show that $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right), m_{1}=1,2, \ldots$ is a nondecreasing sequence. Assume that $\left(T_{1,1}, \ldots, T_{l+1,1}\right) \in$ $\left(\mathbb{C}^{m_{2} \times m_{3}}\right)^{l+1}$ is a generic point. Then $\left(T_{1,1}, \ldots, T_{l, 1}\right) \in\left(\mathbb{C}^{m_{2} \times m_{3}}\right)^{l}$ is also a generic point. Theorem 2.4 implies that the minimal dimensions of subspaces spanned by rank one matrices containing $\operatorname{span}\left(T_{1,1}, \ldots, T_{l+1,1}\right), \operatorname{span}\left(T_{1,1}, \ldots, T_{l, 1}\right)$ are $\operatorname{grank}\left(l+1, m_{2}, m_{3}\right)$, $\operatorname{grank}\left(l, m_{2}, m_{3}\right)$. Hence $\operatorname{grank}\left(l+1, m_{2}, m_{3}\right) \geq \operatorname{grank}\left(l, m_{2}, m_{3}\right)$.

Proposition 3.9. Let $l \geq 3, m \geq 4$ be integers. Then $\operatorname{grank}(l, m, m) \geq m+2$.
Proof. Fix $m \geq 4$ and let $\phi(t)=\frac{t m^{2}}{t+2 m-2}$ be a function of $t>0$. Then $\phi(t)$ is increasing. Hence for $t \geq 3$

$$
\phi(t) \geq \phi(3)=\frac{3 m^{2}}{2 m+1}>m+1 \text { for } m \geq 4
$$

Therefore for $l \geq 3, m \geq 4 \operatorname{grank}(l, m, m) \geq m+2$.

As $\operatorname{grank}(3,3,3)=5$, see (5.4) it follows that $\operatorname{grank}(l, m, m) \geq m+2$ for $l, m \geq 3$, which was shown in [33].

## 4. Maximal rank

Theorem 4.1. Let $m_{1}, m_{2}, m_{3}, k$ be three positive integers and assume that $\mathbf{f}_{k}$ is given by (3.4). Let $\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$ be the smallest integer $k$ such that equality holds in (3.8). I.e.

$$
\begin{equation*}
\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)=\mathbf{f}_{k+1}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k+1}\right) \tag{4.1}
\end{equation*}
$$

for $k=\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$, and

$$
\begin{equation*}
\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right) \subsetneq \mathbf{f}_{k+1}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k+1}\right) \tag{4.2}
\end{equation*}
$$

fork $<\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$. Then the maximal rank of all 3 -tensorsin $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ is $\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$, and

$$
\begin{equation*}
\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right) \leq \operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right) . \tag{4.3}
\end{equation*}
$$

For each integer $k \in\left[1, \operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)\right]$ the set of all tensors of rank $k$ is a nonempty constructible algebraic set $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right) \backslash \mathbf{f}_{k-1}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right),\left(\mathbf{f}_{0}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{0}\right):=\right.$ $\{\mathbf{0}\}$ ). If strict inequality in (4.3) holds then the set of all 3 -tensors in $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ of rank greater than $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ is a constructible algebraic set of $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ of dimension $m_{1} m_{2} m_{3}-1$ at most. Furthermore for each nonnegative integer $k<\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ the following holds:

$$
\begin{equation*}
\operatorname{dim} \mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)<\operatorname{dim} \mathbf{f}_{k+1}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k+1}\right) \tag{4.4}
\end{equation*}
$$

In particular for $k \leq \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ the dimension of the constructible algebraic set of all 3-tensor of rank $k$ is

$$
\begin{equation*}
\operatorname{dim} \mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)=r\left(k, m_{1}, m_{2}, m_{3}\right) \tag{4.5}
\end{equation*}
$$

which is the rank of the Jacobian matrix $D \mathbf{f}_{k}$ at the generic point $\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right) \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$, (which is also the maximal rank of $\mathrm{Df}_{k}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right)$ ).

Proof. Assume the notation of Definition 3.2 for $k \geq 0$, where $Y_{0}:=\{\mathbf{0}\} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}, U_{0}=\emptyset$. Suppose that (4.1) holds for $k=p$. Then any tensor of the form $\sum_{l=1}^{p+1} \mathbf{x}_{l, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{x}_{l, 3}$ is of the form $\sum_{l=1}^{p} \mathbf{y}_{l, 1} \otimes \mathbf{y}_{l, 2} \otimes \mathbf{y}_{l, 3}$. Hence the rank of any tensor is $p$ at most. Thus (4.1) holds for any $k \geq p$. The second part of $(3.8)$ yields $\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right) \leq m_{1} m_{2} m_{3}$, and $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)=\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ for $k=\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$. Thus the rank of any 3 -tensor is at most mrank $\left(m_{1}, m_{2}, m_{3}\right)$. From the definition of $\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$ we deduce (4.2). That is for each integer $k \in\left[1, \operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)\right]$, $Z_{k}:=\left(Y_{k} \backslash U_{k}\right) \backslash\left(Y_{k-1} \backslash U_{k-1}\right)$ is the nonempty constructible algebraic set of rank $k$ tensors.

From the definition of $q:=\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ we deduce that $Y_{k}=\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ for $k \geq q$. Hence $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)=\mathbb{C}^{m_{1} \times m_{2} \times m_{3}} \backslash U_{k}, k \geq q$, where each $U_{k}$ for $k \geq q$ is a constructible algebraic set satisfying

$$
U_{q} \supsetneq U_{q+1} \supsetneq \ldots \supsetneq U_{\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)}=\emptyset .
$$

(Note that $U_{k}=\emptyset$ for $k>\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$.)
We now show (4.4) for $k<q$. Definition 3.2 implies the equality (4.5). Assume to the contrary that $r\left(k, m_{1}, m_{2}, m_{3}\right)=r\left(k+1, m_{1}, m_{2}, m_{3}\right)$ for some integer $k \in[1, q-1]$. Let $s$ be the smallest positive integer satisfying this condition. Then there exists an algebraic set $X_{s} \subsetneq\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{s}$ such that
rank $\mathrm{Df}_{s}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{s, 3}\right)=r\left(s, m_{1}, m_{2}, m_{3}\right)$ for any $\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{s, 3}\right) \in\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{s} \backslash X_{s}$. I.e., $s\left(m_{1}+m_{2}+m_{3}\right)$ tensors given in (3.5) span $r\left(s, m_{1}, m_{2}, m_{3}\right)$ dimensional subspace in $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ for any $\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{s, 3}\right) \in\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{s} \backslash X_{s}$.

Let $\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{s+1,3}\right) \in\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{s+1}$. Then

$$
\operatorname{rank} \mathrm{Df}_{s+1}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{s+1,3}\right) \leq r\left(s+1, m_{1}, m_{2}, m_{3}\right)=r\left(s, m_{1}, m_{2}, m_{3}\right)
$$

I.e., $(s+1)\left(m_{1}+m_{2}+m_{3}\right)$ tensor given in (3.5) span at most $r\left(s, m_{1}, m_{2}, m_{3}\right)$ dimensional subspace in $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$. Assume that $\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{s, 3}\right) \in\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{s} \backslash X_{s}$. Then $(s+1)\left(m_{1}+m_{2}+m_{3}\right)$ tensor given in (3.5) span exactly $r\left(s, m_{1}, m_{2}, m_{3}\right)$ dimensional subspace in $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$. Moreover, the $s\left(m_{1}+m_{2}+m_{3}\right)$ tensor given by (3.5) for $k=s$ span the above subspace. Hence the tensors

$$
\begin{aligned}
& \mathbf{e}_{i_{1}, 1} \otimes \mathbf{x}_{s+1,2} \otimes \mathbf{x}_{s+1,3}, \quad \mathbf{x}_{s+1,1} \otimes \mathbf{e}_{i_{2}, 2} \otimes \mathbf{x}_{s+1,3} \\
& \mathbf{x}_{s+1,1} \otimes \mathbf{x}_{s+1,2} \otimes \mathbf{e}_{i_{3}, 3}, \quad i_{j}=1, \ldots, m_{j}, j=1,2,3,
\end{aligned}
$$

are spanned by $s\left(m_{1}+m_{2}+m_{3}\right)$ tensor given by (3.5) for $k=s$.
Let $k>s+1$ and consider rank $\mathrm{Df}_{k}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right)$, which is equal to the dimension of the subspace spanned by $k\left(m_{1}+m_{2}+m_{3}\right)$ tensor given by (3.5). Let $\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{s, 3}\right) \in\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{s} \backslash X_{s}$. Then the above arguments show that rank $\mathrm{Df}_{k}\left(\mathbf{x}_{1,1}, \ldots, \mathbf{x}_{k, 3}\right)=r\left(s, m_{1}, m_{2}, m_{3}\right)$. Since $X_{s} \times\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times\right.$ $\left.\mathbb{C}^{m_{3}}\right)^{k-s}$ is an algebraic set of $\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}$ it follows that $r\left(k, m_{1}, m_{2}, m_{3}\right)=r\left(s, m_{1}, m_{2}, m_{3}\right)$. This is impossible, since $r\left(s, m_{1}, m_{2}, m_{3}\right)<m_{1} m_{2} m_{3}=r\left(q, m_{1}, m_{2}, m_{3}\right)$. Hence (4.4) holds for $k<q$.

Combine the arguments of the proof of Theorem 3.4 with the results in Appendix A.1. to obtain.
Theorem 4.2. Let $m_{1}, m_{2}, m_{3}, k$ be three positive integers and assume that $\mathbf{f}_{k}$ is given by (3.4). Suppose that $k \leq \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$. Let $\mathcal{T} \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ be a generic tensor of rank $k$, i.e. a generic point in $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right) \subset \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$. Then the set of all possible decompositions of $\mathcal{T}$ as a sum of $k$ rank one tensors is a disjoint union of $\operatorname{deg} f_{k}$ varieties of dimension $k\left(m_{1}+m_{2}+m_{3}-2\right)-r\left(k, m_{1}, m_{2}, m_{3}\right)$. In particular, if $r\left(k, m_{1}, m_{2}, m_{3}\right)=k\left(m_{1}+m_{2}+m_{3}-2\right)$, i.e. $k$ is small, then $\mathcal{T}$ can be decomposed as a sum of $k$-rank tensors in a finite number of ways given by a number $N\left(k, m_{1}, m_{2}, m_{3}\right)=\operatorname{deg} \mathbf{f}_{k}$.

We remark that in the case $r\left(k, m_{1}, m_{2}, m_{3}\right)=k\left(m_{1}+m_{2}+m_{3}-2\right)$ the positive integer $N\left(k, m_{1}, m_{2}, m_{3}\right)$ is divisible by $k!$, since we can permute the $k$ summands in(2.4). If $N\left(k, m_{1}, m_{2}, m_{3}\right)=$ $k!$, this means that a generic rank $k$ tensor $\mathcal{T}$ has a unique decomposition to $k$ factors. As we can see later,the numerical evidence points out that the equality $r\left(k, m_{1}, m_{2}, m_{3}\right)=k\left(m_{1}+m_{2}+m_{3}-2\right)$ occurs for many $k<\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$.

## 5. Known theoretical results

The following results are known. See the references below.
$\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)=\min \left(m_{3}, m_{1} m_{2}\right)$ if $m_{3} \geq\left(m_{1}-1\right)\left(m_{2}-1\right)+1$,
in particular $\operatorname{grank}\left(2, m_{2}, m_{3}\right)=\min \left(m_{3}, 2 m_{2}\right)$ if $2 \leq m_{2} \leq m_{3}$,
$\operatorname{grank}(3,2 p, 2 p)=\left\lceil\frac{12 p^{2}}{4 p+1}\right\rceil$ and $\left\lfloor\frac{12 p^{2}}{4 p+1}\right\rfloor$ is small,
$\operatorname{grank}(3,2 p+1,2 p+1)=\left\lceil\frac{3(2 p+1)^{2}}{4 p+3}\right\rceil+1$,
$(n, n, n+2)$ is perfect for $n \neq 2(\bmod 3)$,

$$
\begin{align*}
& (n-1, n, n) \text { is perfect for } n=0(\bmod 3),  \tag{5.6}\\
& \operatorname{grank}(4, m, m)=\left\lceil\frac{4 m^{2}}{2 m+2}\right\rceil,  \tag{5.7}\\
& \operatorname{grank}(n, n, n)=\left\lceil\frac{n^{3}}{3 n-2}\right\rceil \text { and }\left\lfloor\frac{n^{3}}{3 n-2}\right\rfloor \text { is small for } n \neq 3,  \tag{5.8}\\
& \left(m_{1}, 2 m_{2}^{\prime}, 2 m_{3}^{\prime}\right) \text { perfect if } \frac{2 m_{1} m_{2}^{\prime}}{m_{1}+2 m_{2}^{\prime}+2 m_{3}^{\prime}-2} \text { is integer }, \tag{5.9}
\end{align*}
$$

where (2.2) holds.
See [6] for (5.1), [28] for (5.3-5.6), [4] for (5.7), [23] and [1, Theorem 5.3] for (5.8-5.9). Note that in view of (5.1)

$$
\begin{equation*}
\left(m_{1}, m_{2},\left(m_{1}-1\right)\left(m_{2}-1\right)+1\right) \text { is perfect. } \tag{5.10}
\end{equation*}
$$

We bring another proof of (5.1) using matrices in Section 6. It was conjectured in [10].
Conjecture 5.1. Let $3 \leq m_{1} \leq m_{2} \leq m_{3} \leq\left(m_{1}-1\right)\left(m_{2}-1\right)$ and $\left(m_{1}, m_{2}, m_{3}\right) \neq(3,2 p+1,2 p+$ $1), p \in \mathbb{N}$. Then $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)=\left\lceil\frac{m_{1} m_{2} m_{3}}{m_{1}+m_{2}+m_{3}-2}\right\rceil$.

Combine Corollary 3.7, Proposition 3.8 and (5.10) to deduce.

$$
\begin{array}{r}
\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)=\left\lceil\frac{m_{1} m_{2} m_{3}}{m_{1}+m_{2}+m_{3}-2}\right\rceil=\operatorname{grank}\left(m_{1}, m_{2}, m_{3}+1\right)  \tag{5.11}\\
\quad \text { for } m_{3}=\left(m_{1}-1\right)\left(m_{2}-1\right) \text { and } 3 \leq m_{1}, m_{2} .
\end{array}
$$

I.e., the above conjecture holds for $m_{3}=\left(m_{1}-1\right)\left(m_{2}-1\right)$. A more precise version of Conjecture 5.1 is

Conjecture 5.2. .Let the assumptions of Conjecture 5.1 hold. Then any integer $k \in\left[2,\left\lceil\frac{m_{1} m_{2} m_{3}}{m_{1}+m_{2}+m_{3}-2}\right\rceil-\right.$ 1] is small.

We call $\left(m_{1}, m_{2}, m_{3}\right)$ regular if ( $m_{1}, m_{2}, m_{3}$ ) satisfies Conjecture 5.1 and $\left\lfloor\frac{m_{1} m_{2} m_{3}}{m_{1}+m_{2}+m_{3}-2}\right\rfloor$ is small.
We verified numerically ${ }^{1}$ the above two conjectures for $m_{1} \leq m_{2} \leq m_{3} \leq 14$ as follows. We chose at random $k \in\left[2,\left\lceil\frac{m_{1} m_{2} m_{3}}{m_{1}+m_{2}+m_{3}-2}\right\rceil\right]$ vectors $\mathbf{x}_{l, i} \in(\mathbb{Z} \cap[-99,99])^{m_{i}}, i=1,2,3, l=1, \ldots, k$ such that the rank of the Jacobian matrix at the corresponding rank $k$ tensor

$$
\begin{equation*}
\mathcal{T}=\sum_{l=1}^{k} \mathbf{x}_{l, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{x}_{l, 3} \tag{5.12}
\end{equation*}
$$

was $\min \left(k\left(m_{1}+m_{2}+m_{3}-2\right), m_{1} m_{2} m_{3}\right)$. See also [7] for numerical results.
The values of $\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$ are much harder to compute. The following results are known. First, [21, p. 10], (see also [18]),

$$
\begin{equation*}
\operatorname{mrank}(2, m, n)=m+\min \left(m,\left\lfloor\frac{n}{2}\right\rfloor\right) \text { for } 2 \leq m \leq n . \tag{5.13}
\end{equation*}
$$

Second, it is claimed in [25] that

$$
\begin{equation*}
\operatorname{mrank}(3,3,3)=5 \tag{5.14}
\end{equation*}
$$

[^1]
## 6. Matrices and the rank of 3-tensors

In this section we use known results for matrices to find estimates on the generic and maximal rank of tensors.

Proposition 6.1. Let $\mathbf{U}_{i}$ be $m_{i}$-dimensional vector space over $\mathbb{F}$, for $i=1,2$, 3. Then $\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$ $=m_{1} m_{2}$ for $m_{1} m_{2} \leq m_{3}$. More precisely, let $\tau \in \mathbf{U}_{1} \otimes \mathbf{U}_{2} \otimes \mathbf{U}_{3}$ be given by (2.3). Let $R_{1}, R_{2}, R_{3}$ be defined as in Proposition 2.2. Assume that $R_{3}=R_{1} R_{2}$. Then rank $\tau=R_{1} R_{2}$.

Proof. Since $\mathbb{F}^{m_{1} \times m_{2}}$ is spanned by $m_{1} m_{2}$ rank one matrices, Theorem 2.4 yields that mrank $\left(m_{1}, m_{2}\right.$, $\left.m_{3}\right) \leq m_{1} m_{2}$. Choose $\tau$ represented by (2.3), such that $T_{1,3}, \ldots, T_{m_{3}, 3} \in \mathbb{F}^{m_{1} \times m_{2}}$ span $\mathbb{F}^{m_{1} \times m_{2}}$. Theorem 2.4 yields that rank $\tau=m_{1} m_{2}$, i.e. $\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)=m_{1} m_{2}$. The second part of the proposition follows from Proposition 2.2.
(The above results in this section hold for any field $\mathbb{F}$. We remind the reader that from now and on $\mathbb{F}=\mathbb{R}, \mathbb{C}$.) We now show how to deduce (5.1) using matrices. For a finite dimensional vector space $\mathbf{U}$ over $\mathbb{F}$ of dimension $N$ denote by $\operatorname{Gr}(k, \mathbf{U})$, the $k$-Grassmannian, the manifold of all $k$ dimensional subspaces of $\mathbf{U} .\left(k \in[0, N]\right.$.) Note that $\operatorname{Gr}\left(1, \mathbb{F}^{m \times n}\right)$ can be identified with $\mathbb{P} \mathbb{F}^{m n-1}$, a the projective space of dimension $m n-1$. Equivalently, if $0_{m \times n} \neq A \in \mathbb{F}^{m \times n}$, then $\hat{A} \in \operatorname{Gr}\left(1, \mathbb{F}^{m \times n}\right)$ corresponds to all points $t A, t \in \mathbb{F} \backslash\{0\}$. Note that rank $A=\operatorname{rank} t A$ for any $t \in \mathbb{F} \backslash\{0\}$. Thus we define rank $\hat{A}:=$ rank $A$. Usually we will identify $\hat{A} \in \operatorname{Gr}\left(1, \mathbb{F}^{m \times n}\right)$ with one of $t A \in \mathbb{F}^{m \times n} \backslash\{0\}$ and no ambiguity will arise.

Let $L \subseteq \mathbb{F}^{m \times n}$ be a subspace of dimension $d \geq 1$. Then proj $L \subset \operatorname{Gr}\left(1, \mathbb{F}^{m \times n}\right)$, the set of all one dimensional subspaces in $L$. The dimension of proj$L$ is $d-1$ and proj $L$ can be identifies with $\mathbb{P} \mathbb{F}^{d-1}$. proj $L$ is called a linear space in proj $\mathbb{F}^{m \times n}$. The following result is known $[16,11]$.

Theorem 6.2. Let $U_{k, m, n}(\mathbb{F}) \subseteq \mathbb{F}^{m \times n}$ be the set of all $m \times n$ matrices of rank $k$ at most. Then $U_{k, m, n}(\mathbb{F})$ is an irreducible variety of dimension $k(m+n-k)$. Furthermore, $\mathrm{U}_{k, m, n}(\mathbb{F}) \backslash \mathrm{U}_{k-1, m, n}(\mathbb{F})$ is quasi-projective variety of all matrices of rank $k$ exactly, which is a manifold of dimension $k(m+n-k)$.

Any complex subspace of $L \subset \mathbb{C}^{m \times n}$ of dimension $(m-k)(n-k)+1$ contains a nonzero matrix of rank $k$ at most. More precisely, for a generic subspace $L \subset \mathbb{C}^{m \times n}$ of dimension $(m-k)(n-k)+1$, the linear space proj L contains exactly

$$
\begin{equation*}
\gamma_{k, m, n}:=\prod_{j=0}^{n-k-1} \frac{\binom{m+j}{m-k}}{\binom{m-k+j}{m-k}}=\prod_{j=0}^{n-k-1} \frac{(m+j)!j!}{(k+j)!(m-k+j)!}, \tag{6.1}
\end{equation*}
$$

distinct matrices of rank $k$ exactly.
Theorem 6.3. Let $2 \leq m$, $n$ and $d \in[(m-1)(n-1)+1$, $m n-1]$ be fixed integers. Then a generic subspace $L \subset \mathbb{C}^{m \times n}$ of dimension $d$ is spanned by rank one matrices.

Proof. We first consider the case $d=(m-1)(n-1)+1$. It is not difficult to check that $d \leq \gamma_{1, m, n}$. Let $L$ be a generic subspace $L$ of dimension $(m-1)(n-1)+1$ Then $L \cap U_{k, m, n}(\mathbb{F})=\left\{A_{1}, \ldots, A_{\gamma_{1, m, n}}\right\}$ be a set of $\gamma_{1, m, n}$ distinct matrices. We show that for a generic $L A_{1}, \ldots, A_{d}$ are linearly independent. Otherwise, for any subspace $L$ of dimension $d$ any $d$ rank one matrices in $L$ must be linearly dependent. (This follows from the fact that linear dependence of $d$ matrices can be stated in terms of polynomial equations in the entries of $A_{1}, \ldots, A_{d}$.) To show that the last condition does not always hold, choose $d$ linearly independent rank one matrices, and let $L$ be the subspace spanned by these matrices.

Assume now that $L$ is a generic subspace of dimension $d \in[(m-1)(n-1)+2, m n-1]$. Then $L \cap U_{k, m, n}(\mathbb{F})$ is a variety of dimension $d-(m-1)(n-1)-1$. Similar arguments show that any $d$ generic matrices in $L \cap U_{k, m, n}(\mathbb{F})$ are linearly independent.

## Corollary 6.4

(1) (5.1) holds.
(2) $\operatorname{grank}\left(m_{1}, m_{2},\left(m_{1}-1\right)\left(m_{2}-1\right)\right)=\left(m_{1}-1\right)\left(m_{2}-1\right)+1$ for $m_{1}, m_{2} \geq 2$, i.e. (5.11) holds.

Proof. In view of Proposition 6.1 we discuss first the case $m_{3} \in\left[\left(m_{1}-1\right)\left(m_{2}-1\right)+1, m_{1} m_{2}-1\right]$. View a generic $\mathcal{T}=\left[t_{i j k}\right] \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ as $m_{3}$ generic matrices $A_{k}=\left[t_{i j k}\right]_{i=j=1}^{m_{1}, m_{2}} \in \mathbb{C}^{m_{1} \times m_{2}}$ for $k=1, \ldots, m_{3}$. Hence $L=\operatorname{span}\left(A_{1}, \ldots, A_{m_{3}}\right)$ is a generic subspace of dimension $m_{3}$. Theorem 6.3 yields that $L$ is spanned by rank one matrices. Theorem 2.4 yields that $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)=m_{3}$.

Assume now that $m_{3}=\left(m_{1}-1\right)\left(m_{2}-1\right)$ and $\mathcal{T}=\left[t_{i j k}\right] \in \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ be a generic tensor. Let $L \subset \mathbb{C}^{m_{1} \times m_{2}}$ be the generic subspace defined as above. Theorem 6.2 yields that $L$ is not spanned by rank one matrices. Hence the minimal dimension of a subspace spanned by rank one matrices containing $L$ is at least $m_{3}+1$. Let $X \in \mathbb{C}^{m_{1} \times m_{2}}$ be a generic matrix. Then $L_{1}=\operatorname{span}(L, X)$ is a generic subspace of dimension $\left(m_{1}-1\right)\left(m_{2}-1\right)+1$. Hence $L_{1}$ is spanned by rank one matrices. Therefore $\operatorname{rank} \mathcal{T}=m_{3}+1$.

Corollary 6.5. $\operatorname{grank}\left(2, m_{2}, m_{3}\right)=\min \left(m_{3}, 2 m_{2}\right)$ for $2 \leq m_{2} \leq m_{3}$.
We now show how to apply the above results to obtain upper estimates of $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ and $\operatorname{mrank}\left(m_{1}, m_{2}, m_{3}\right)$. Let us start with the case $m_{2}=m_{3} \geq 3$.

Theorem 6.6. Let $m, n \geq 3$ be integers. Then

$$
\begin{array}{r}
\operatorname{grank}(n, m, m) \leq\left\lfloor\frac{n}{2}\right\rfloor m+\left(n-2\left\lfloor\frac{n}{2}\right\rfloor\right)(m-\lfloor\sqrt{n-1}\rfloor) \text { if } m \geq 2\lfloor\sqrt{n-1}\rfloor \\
\operatorname{grank}(n, m, m) \leq n(m-\lfloor\sqrt{n-1}\rfloor) \text { if } m<2\lfloor\sqrt{n-1}\rfloor<2(m-1), \\
\operatorname{grank}(n, m, m)=\min \left(n, m^{2}\right) \text { if } n \geq(m-1)^{2}+1, \\
\operatorname{mrank}(n, m, m) \leq \\
\left\lfloor\sum_{i=1}^{\lfloor\sqrt{n-1}\rfloor}(2 i-1)(m-i+1)+\left(m-\lfloor\sqrt{n-1}\rfloor^{2}\right)(m-\lfloor\sqrt{n-1}\rfloor) .\right. \tag{6.5}
\end{array}
$$

Proof. We first discuss the grank $(n, m, m$ ) Clearly, (6.4) is implied by Corollary 6.4.
Assume now that $n<(m-1)^{2}+1$, i.e. $2\lfloor\sqrt{n-1}\rfloor<2(m-1)$. Let $\tau \in \mathbb{C}^{n \times m \times m}$ be a tensor of the form (2.3). Assume that $\left(T_{1,1}=\left[t_{1 j k}\right], \ldots, T_{n, 1}=\left[t_{n j k}\right]\right) \in\left(\mathbb{C}^{m \times m}\right)^{n}$ is a generic point. Let $l=\lfloor\sqrt{n-1}\rfloor$. So $n \geq l^{2}+1$. Theorem 6.2 yields that $\operatorname{span}\left(T_{1,1}, \ldots, T_{n, 1}\right)$ contains at least $\gamma_{m-l, m, m}$ distinct matrices of rank $m-l$. It is straightforward to show that $\gamma_{m-l, m, m} \geq n$. Since ( $T_{1,1}, \ldots, T_{n, 1}$ ) was a generic point we may assume $\operatorname{span}\left(T_{1,1}, \ldots, T_{n, 1}\right)$ contain $n$ linearly independent rank $m-l$ matrices $Q_{1}, \ldots, Q_{n}$. (See the proof of Theorem 6.3.) This gives the inequality (6.3) for all $n<(m-1)^{2}+1$.

Since $T_{1,1}, \ldots, T_{n, 1}$ are generic, we can assume that $T_{2 i-1,1}$ is invertible and $T_{2 i-1,1}^{-1} T_{2 i, 1}$ is diagonable. Hence $T_{2 i-1,1}, T_{2 i, 1}$ are contained in a subspace spanned by $m$ rank one matrices. If $n$ is even we obtain that $\operatorname{span}\left(T_{1,1}, \ldots, T_{n, 1}\right)$ are contained in $\frac{n}{2} m$ dimensional subspace spanned by rank one matrices. Theorem 2.4 yields the inequality (6.2). If $n$ is odd, we can assume that $Q_{1}=T_{n, 1}-\sum_{i=1}^{\left\lfloor\frac{n}{2}\right\rfloor} T_{i, 1}$ has at rank $m-\lfloor\sqrt{n-1}\rfloor$. Hence, we deduce (6.2) in this case too.

We now prove the inequality (6.5). We assume the worst case which will give the upper bound. So it is enough to consider the case where $T_{1,1}, T_{2,1}, \ldots, T_{n, 1}$ linearly independent. Now we choose a new base $S_{1}, \ldots, S_{n}$ in $\operatorname{span}\left(T_{1,1}, \ldots, T_{n, 1}\right)$ such that rank $S_{1} \geq \operatorname{rank} S_{2} \geq \ldots \geq$ rank $S_{n}$. So the worst case is rank $S_{1}=m$. Since any 2 dimensional space contains a singular matrix we can assume that rank $S_{i} \leq m-1$ for $i=2,3,4$. According to Theorem 6.2 any 5 dimensional vector space contains a nonzero matrix of rank $m-2$ at most. Hence rank $S_{i} \leq m-2$ for $i=5,6,7,8,9$. Theorem 6.2 implies
that any subspace of dimension 10 contains a nonzero matrix of rank $m-3$. Hence rank $S_{i} \leq m-3$ for $i=10, \ldots$, Continuing the use of Theorem 6.2, and combing it with Theorem 2.4 we deduce (6.5).

Use Corollary 3.7, Proposition 3.8 and the above theorem to deduce:

## Corollary 6.7

$$
\begin{aligned}
& 4 \leq \operatorname{grank}(3,3,3) \leq 5=1 \cdot 3+2, \operatorname{mrank}(3,3,3) \leq 7=3+2+2, \\
& \operatorname{grank}(4,3,3)=5\left(4=(3-1)^{2}\right), \quad \operatorname{mrank}(4,3,3) \leq 9=3+2+2+2, \\
& \operatorname{grank}(5,3,3)=5\left(5>(3-1)^{2}\right), \quad \operatorname{mrank}(5,3,3) \leq 10=3+2+2+2+1, \\
& 6 \leq \operatorname{grank}(3,4,4) \leq 7=1 \cdot 4+3, \operatorname{mrank}(3,4,4) \leq 10=4+3+3, \\
& 7 \leq \operatorname{grank}(4,4,4) \leq 8=2 \cdot 4, \quad \operatorname{mrank}(4,4,4) \leq 13=4+3+3+3, \\
& 8 \leq \operatorname{grank}(5,4,4) \leq 10=2 \cdot 4+2, \operatorname{mrank}(5,4,4) \leq 15=4+3+3+3+2, \\
& 7 \leq \operatorname{grank}(3,5,5) \leq 9=1 \cdot 5+4, \operatorname{mrank}(3,5,5) \leq 13=5+4+4, \\
& 9 \leq \operatorname{grank}(4,5,5) \leq 10=2 \cdot 5, \quad \operatorname{mrank}(4,5,5) \leq 17=5+4+4+4, \\
& 10 \leq \operatorname{grank}(5,5,5) \leq 13=2 \cdot 5+3, \operatorname{mrank}(5,5,5) \leq 20=5+4+4+4+3 .
\end{aligned}
$$

Recall that in all the examples of grank $(n, m, m)$ given by Corollary 6.7 we know that grank $(3,3,3)=$ 5 , $\operatorname{grank}(3,5,5)=$,8 , while all other values of $\operatorname{grank}(n, m, m)$ are given by the lower bound. It is claimed that $\operatorname{mrank}(3,3,3)=5[25]$.

Note that if $n$ is even and $m \gg n$ then the upper bound (6.2) combined with Corollary 3.7 implies that $\operatorname{grank}(n, m, m)$ is of order $\frac{n m}{2}$. However if $n=O\left(m^{1+a}\right)$ for $a \in(0,1]$ then the upper bounds (6.2) and (6.3) are not of the right order, (which is $m^{2}$ ).

## 7. Typical ranks of real 3-tensors

The study of the rank of a real 3-tensor is closely related to the real semi-algebraic geometry. See Appendix A.2. for the results in semi-algebraic geometry needed here.

Theorem 7.1. The space $\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}, m_{1}, m_{2}, m_{3} \in \mathbb{N}$, contains a finite number of open connected disjoint semi-algebraic sets $O_{1}, \ldots, O_{M}$ satisfying the following properties.
(1) $\mathbb{R}^{m_{1} \times m_{2} \times m_{3}} \backslash \cup_{i=1}^{M} O_{i}$ is a closed semi-algebraic set $\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$ of dimension strictly less than $m_{1} m_{2} m_{3}$.
(2) Each $\mathcal{T} \in O_{i}$ has rank $r_{i}$ for $i=1, \ldots$, M.
(3) $\min \left(r_{1}, \ldots, r_{M}\right)=\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$.
(4) $\operatorname{mtrank}\left(m_{1}, m_{2}, m_{3}\right):=\max \left(r_{1}, \ldots, r_{M}\right)$ is the minimal $k \in \mathbb{N}$ such that the closure of $\mathbf{f}_{k}\left(\left(\mathbb{R}^{m_{1}} \times\right.\right.$ $\left.\left.\mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{k}\right)$ is equal to $\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$.
(5) For each integer $r \in\left[\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right), \operatorname{mtrank}\left(m_{1}, m_{2}, m_{3}\right)\right]$ there exists $r_{i}=r$ for some integer $i \in[1, M]$.

Proof. Consider the polynomial map $\mathbf{f}_{k}:\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k} \rightarrow \mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$ be given by (3.4). Note that $\mathbf{f}_{k}:\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{k} \rightarrow \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$. Denote by $Y_{k}$ and $Q_{k}$ the closure of $\mathbf{f}_{k}\left(\left(\mathbb{C}^{m_{1}} \times\right.\right.$ $\left.\left.\mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{k}\right)$ and $Z_{k}:=\mathbf{f}_{k}\left(\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{k}\right)$, respectively. Clearly,

$$
Y_{i} \subseteq Y_{i+1}, \quad Q_{i} \subseteq Q_{i+1} \text { for } i \in \mathbb{N}, \quad Y_{m_{1} m_{2} m_{3}}=\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}, Q_{m_{1} m_{2} m_{3}}=\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}
$$

Let $\operatorname{mtrank}\left(m_{1}, m_{2}, m_{3}\right)$ be the smallest $k$ such that $Q_{k}=\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$.

Let $q=\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$. Then $Y_{q-1}$ is a strict complex subvariety of $\mathbb{C}^{m_{1} \times m_{2} \times m_{3}}$. (See Definition 3.2.) In particular $Y_{q-1}^{\mathbb{R}}=Y_{q-1} \cap \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$ is a strict real subvariety of $\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$. Hence $Q_{q-1} \subseteq$ $Y_{q-1}^{\mathbb{R}}$ is a semi-algebraic of dimension $\operatorname{dim} Y_{q-1}$ at most, which is strictly less than $m_{1} m_{2} m_{3}-1$. In particular

$$
\begin{equation*}
\operatorname{mtrank}\left(m_{1}, m_{2}, m_{3}\right) \geq \operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right) . \tag{7.1}
\end{equation*}
$$

From the proof of Theorem 4.1 it follows that there exists an algebraic subset $X_{q} \subset\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{q}$ such that rank $\mathrm{Df}_{q}$ is $m_{1} m_{2} m_{3}$ at each point of $\left(\mathbb{C}^{m_{1}} \times \mathbb{C}^{m_{2}} \times \mathbb{C}^{m_{3}}\right)^{q} \backslash X_{q}$. Then $X_{q}^{\mathbb{R}}=X_{q} \cap\left(\mathbb{R}^{m_{1}} \times\right.$ $\left.\mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{q}$ is a real algebraic set of $\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{q}$. Thus the Jacobian of the real map $\mathbf{f}_{q}:\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{k} \rightarrow \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$ has rank $m_{1} m_{2} m_{3}$ at each point of the open semi-algebraic set $P_{q}:=\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{q} \backslash X_{q}^{\mathbb{R}}$. Hence $\mathbf{f}_{q}\left(P_{q}\right)$ is an open semi-algebraic set in $\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$. Therefore $\mathbf{f}_{q}\left(P_{q}\right) \backslash Y_{q-1}^{\mathbb{R}}$ is an open semi-algebraic set in $\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$. Clearly $Q_{q} \backslash Q_{q-1} \supseteq Q_{q} \backslash Y_{q-1}^{\mathbb{R}} \supseteq \mathbf{f}_{q}\left(P_{q}\right) \backslash Y_{q-1}^{\mathbb{R}}$. Hence the interior of $Q_{q} \backslash Q_{q-1}$, denoted as int ( $Q_{q} \backslash Q_{q-1}$ ) is an open semi-algebraic set, which consists of tensors of rank $q$ exactly. The theory of semi-algebraic sets implies that int $\left(Q_{q} \backslash Q_{q-1}\right)=\cup_{i=1}^{M_{1}} O_{i}$, where each $O_{i}$ is an open semi-algebraic set. Observe next that the semi-algebraic set $\left(Q_{q} \backslash Q_{q-1}\right) \backslash$ int $\left(Q_{q} \backslash Q_{q-1}\right)$ has dimension $m_{1} m_{2} m_{3}-1$ at most. Since $\operatorname{dim} Q_{q-1} \leq m_{1} m_{2} m_{3}-1$ we deduce that

$$
\begin{equation*}
\operatorname{dim} Q_{q} \backslash \operatorname{Closure}\left(\cup_{i=1}^{M_{1}} O_{i}\right) \leq m_{1} m_{2} m_{3}-1 . \tag{7.2}
\end{equation*}
$$

Suppose $Q_{q}=\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$, i.e. equality holds in (7.1), so $M=M_{1}$. We claim that $W_{q}:=\mathbb{R}^{m_{1} \times m_{2} \times m_{3}} \backslash$ Closure $\left(\cup_{i=1}^{M_{1}} O_{i}\right)$ is an empty set. Otherwise $W_{q}$ is a nonempty open semi-algebraic set. Hence dim $W_{q}$ $=m_{1} m_{2} m_{3}$ which contradicts (7.2). The proof of the theorem is completed in this case.

Assume now that $Q_{q} \subsetneq \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$. Recall that dim Closure $(S) \backslash S<\operatorname{dim} S$ for any semi-algebraic set. Hence $\operatorname{dim} Q_{q+1}=\operatorname{dim} Z_{q+1}$. We claim that $\operatorname{dim}\left(Z_{q+1} \backslash Q_{q}\right)=m_{1} m_{2} m_{3}$, i.e. the interior of $Z_{q+1} \backslash Q_{q}$ contains an open set. Assume to the contrary that $\operatorname{dim}\left(Z_{q+1} \backslash Q_{q}\right)<m_{1} m_{2} m_{3}$. Hence $\operatorname{dim}\left(Z_{q+1} \backslash Z_{q}\right)<$ $m_{1} m_{2} m_{3}$. (dim $Q_{q} \backslash Z_{q}<\operatorname{dim} Z_{q}=m_{1} m_{2} m_{3}$.) So a sum of generic $q+1$ real rank one tensors is a sum of generic $q$ real rank one tensors. Hence a sum of generic $m_{1} m_{3} m_{3}$ rank one tensors is a sum of $q$ generic rank one tensors. So $Q_{q}=\mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$, which contradicts our assumption. Thus, the interior of $Q_{q+1} \backslash Q_{q}$ is an open semi-algebraic set, which is a union of disjoint open connected semi-algebraic sets $O_{M_{1}+1}, \ldots, O_{M_{2}}$. Note that the $\operatorname{rank} \mathcal{T} \in O_{j}$ is $\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)+1$ for $j=M_{1}+1, \ldots, M_{2}$. Continue in this manner we deduce the rest of the theorem.

Definition 7.2. Let $r$ be a positive integer. $\mathcal{T} \in \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$ has a border rank $r$, denoted as brank $\mathcal{T}$, if $\mathcal{T} \in$ Closure $\mathbf{f}_{r}\left(\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{r}\right) \backslash$ Closure $\mathbf{f}_{r-1}\left(\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{m_{3}}\right)^{r-1}\right) .\left(\mathbf{f}_{0}\left(\left(\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times\right.\right.\right.$ $\left.\left.\mathbb{R}^{m_{3}}\right)^{0}=\{0\}.\right) r$ is called an $\left(m_{1}, m_{2}, m_{3}\right)$ typical rank, or simply typical rank, if $r \in\left[\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)\right.$, $\left.\operatorname{mtrank}\left(m_{1}, m_{2}, m_{3}\right)\right]$.

The proof of Theorem 7.1 yields.
Corollary 7.3. Assume that the entries of $\mathcal{T} \in \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$ are independent random variables with standard normal Gaussian distribution. Then the probability that $\operatorname{rank} \mathcal{T}=r$ is positive if and only ifr is a typical rank. Assume thatr is a typical rank. Then the probability that $\operatorname{rank} \mathcal{T}>\operatorname{brank} \mathcal{T}$, provided that ( $\operatorname{rank} \mathcal{T}$ $r)($ brank $\mathcal{T}-r)=0$, is 0 . In particular, the probability that $\operatorname{rank} \mathcal{T}=\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ is positive.

The last part of this Corollary is shown in [33, Appendix B] for $m_{1}=m_{2}=4, m_{3}=3$. For $l=2 \leq m \leq n$ the following is known: $\operatorname{mtrank}(2, m, m)=\operatorname{grank}(2, m, m)+1=m+1$ [29] and $\operatorname{mtrank}(2, m, n)=\operatorname{grank}(2, m, n)=\min (n, 2 m)$ for $m<n$ [32]. [25] claims that mtrank$(3,3,3)=$ $\operatorname{grank}(3,3,3)=5$. It is shown in [31] that $\operatorname{mtrank}(3,3,5)=\operatorname{grank}(3,3,5)+1=6$. For other additional known results for typical rank see [7]. In particular, $\operatorname{mtrank}(4,4,12)=\operatorname{grank}(4,4,12)+$
$1=12$ [7, Table I]. We now give additional examples, where a strict inequality holds in (7.1). All of them, except the above mentioned examples, are new.

Theorem 7.4. In the following cases $\operatorname{mtrank}\left(m_{1}, m_{2}, m_{3}\right)>\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$.
(1) $m_{1}=m_{2}=m \geq 2, m_{3}=(m-1)^{2}+1$.
(2) $m_{1}=m_{2}=4, m_{3}=11,12$.

We do not know if mtrank $\left(m, m,(m-1)^{2}+1\right)=\operatorname{grank}\left(m, m,(m-1)^{2}+1\right)+1$ for $m \geq 4$. To prove Theorem 7.4 we need a few auxiliary results. The following result is known, e.g. [11, Proposition 5.2].

Proposition 7.5. Let $\mathbb{F}=\mathbb{C}, \mathbb{R}, n \geq 2, p \geq 1$ be integers and assume that $p \leq\left\lfloor\frac{n}{2}\right\rfloor$. Let proj $\mathrm{A}_{n}(\mathbb{F}) \supseteq$ proj $\mathrm{W}_{2 p, n}(\mathbb{F})$ be the projective variety of all(nonzero) skew symmetric matrices and the projective subvariety of all skew symmetric matrices of rank 2 p at most, respectively. Then proj $\mathrm{W}_{2 p, n}(\mathbb{F})$ is an irreducible projective variety in proj $\mathrm{A}_{n}(\mathbb{F})$ of codimension $\binom{n-2 p}{2}$. The variety of its singular points is proj $\mathrm{W}_{2(p-1), n}(\mathbb{F})$.

Corollary 7.6. A generic subspace $L$ of the linear space of $n \times n$ skew symmetric matrices $A_{n}(\mathbb{F}) \subset \mathbb{F}^{n \times n}$ of dimension $\binom{n-2 p}{2}$ does not contain a nonzero matrix of rank $2 p$ at most. In particular, for each generic point $\mathbf{T}:=\left(T_{1}, \ldots, T_{\binom{n-2 p}{2}}\right) \in \mathrm{A}_{n}(\mathbb{F})\left(\begin{array}{c}\binom{-2 p}{2}\end{array}\right.$, there exists an open neighborhood of $O \subset \mathrm{~A}_{n}(\mathbb{F})\left({ }^{\binom{2-2 p}{2}}\right.$ such that for each $\mathbf{X}:=\left(X_{1}, \ldots, X_{\binom{n-2 p}{2}}\right) \in 0, L(\mathbf{X}):=\operatorname{span}\left(X_{1}, \ldots, X_{\binom{n-2 p}{2}}\right)$ is a subspace of dimension of $\binom{n-2 p}{2}$ which does not contain a nonzero matrix of rank $2 p$ at most.

Proof. A subspace $L \subset \mathrm{~A}_{n}(\mathbb{F})$ of dimension $d$ induces a linear space proj $L$ of dimension $d-1$ in the projective space proj $A_{n}(\mathbb{F})$. Hence the dimension count implies that proj $L \cap \mathbb{P} W_{2 p, n}(\mathbb{F})=\emptyset$ for a generic subspace $L$ of dimension $\binom{n-2 p}{2}$. Hence $L$ does not contain a nonzero matrix of rank $2 p$ at most.

A generic point $\mathbf{T} \in \mathrm{A}_{n}(\mathbb{F})\binom{n-2 p}{2}$ generates a generic subspace $L(\mathbf{T})$ of dimension $\binom{n-2 p}{2}$. Hence $\operatorname{proj} L(\mathbf{T}) \cap \operatorname{proj} W_{2 p, n}(\mathbb{F})=\emptyset$. For a small enough open neighborhood $O$ of $\mathbf{T}$, for any $\mathbf{X} \in O$, the subspace $L(\mathbf{X})$ is a perturbation of $L(\mathbf{T})$. Hence proj $L(\mathbf{X}) \cap \operatorname{proj} \mathrm{W}_{2 p, n}(\mathbb{F})=\emptyset$.

It is well known that for $\mathbb{F}=\mathbb{R}$ the above corollary can be improved for certain values of $n, p$. See [11] and the references therein. We now bring a well known improvement of the above corollary for $n=4, p=1$.

Proposition 7.7. There exists an neighborhood 0 of $\mathbf{T}=\left(T_{1}, \ldots, T_{l}\right) \in \mathrm{A}_{4}(\mathbb{R})^{l}$ such that for any $\mathbf{X}=\left(X_{1}, \ldots, X_{l}\right) \in \mathrm{A}_{4}(\mathbb{R})^{l}$ the subspace $L(\mathbf{X})$ does not contain a matrix of rank 2 for $l=2,3$.

Proof. Let $l=3$ and

$$
T_{1}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0
\end{array}\right], \quad T_{2}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 \\
0 & 1 & -0 & 0
\end{array}\right], \quad T_{3}=\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right] .
$$

Let $\mathbf{T}=\left(T_{1}, T_{2}, T_{3}\right)$. Note that any nonzero matrix $B \in L(\mathbf{T})$ is a multiple of an orthogonal matrix. Hence rank $B=4$ and $\operatorname{dim} L=3$. Thus $\operatorname{proj} L(\mathbf{T}) \cap \operatorname{proj} \mathrm{W}_{2,4}(\mathbb{R})=\emptyset$. Therefore, there exists a small open neighborhood $O$ of $\mathbf{T}$ such that for any $\mathbf{X}=\left(X_{1}, X_{2}, X_{3}\right) \in O \operatorname{proj} L(\mathbf{X}) \cap \operatorname{proj} \mathrm{W}_{2,4}(\mathbb{R})=\emptyset$.

Similar results hold for $l=2$ if we let $\mathbf{T}=\left(T_{1}, T_{2}\right)$.

The next result appears in [12].
Proposition 7.8. Let $S_{n, 0} \subset \mathbb{R}^{n \times n}$ be the subspace of real symmetric matrices of trace zero. Then $S_{n, 0}$ is an $\frac{(n+1) n}{2}-1$ dimensional subspace which does not contain a rank one matrix.

Proof. Clearly, $\operatorname{dim} \mathrm{S}_{n, 0}=\frac{(n+1) n}{2}-1$. Assume to the contrary that a rank one matrix $B$ is in $S_{n, 0}$. Since $B$ is symmetric $B= \pm \mathbf{x x}^{\top}$, where $\mathbf{0} \neq \mathbf{x} \in \mathbb{R}^{n}$. Then trace $B= \pm \mathbf{x}^{\top} \mathbf{x}=0$. So $\mathbf{x}=\mathbf{0}$, contradicting our assumption.

Proof of Theorem 7.4. We first begin with the case ( $m, m, l=(m-1)^{2}+1$ ). Assume first $m=2,3$. Note that $\operatorname{dim} S_{m}=l$. Choose a basis $T_{1}, \ldots, T_{l}$ in $S_{m}$. Let $\mathbf{T}=\left(T_{1}, \ldots, T_{l}\right)$. Proposition 7.8 yields that proj $S_{n, 0} \cap$ proj $U_{1, m, m}=\emptyset$. The arguments of the proof of Corollary 7.6 yield that there exists an open neighborhood $O$ of $\mathbf{T} \in\left(\mathbb{R}^{m \times m}\right)^{l}$ so that for each $\mathbf{X}=\left(X_{1}, \ldots, X_{l}\right) \in\left(\mathbb{R}^{m \times m}\right)^{l}$ we have $\operatorname{proj} L(\mathbf{X}) \cap \operatorname{proj} U_{1, m, m}=\emptyset$. Hence $L(\mathbf{X})$ is not spanned by rank one matrices.

Let $\mathcal{T}=\left[t_{i j k}\right] \in \mathbb{R}^{m \times m \times l}$ be the set of $C \subset \mathbb{R}^{m \times m \times l}$ of all 3-tensors such that $\mathbf{X} \in 0$, where $X_{k}:=\left[t_{i j k}\right]_{i=j=1}^{m}$ for $k=1, \ldots, l$. Clearly, $C$ is open. Theorem 2.4 implies that the $\operatorname{rank}_{\mathbb{R}} \mathcal{T}>l$ for each $\mathcal{T} \in C$. In view of Theorem 7.1, $C$ has a nontrivial intersection with at least one $O_{i}$. Hence $r_{i}>l=\operatorname{grank}(m, m, l)$. Assume now that $m>3$. Let $L_{1} \subset \mathrm{~A}_{m}(\mathbb{R})$ be a generic subspace of dimension $\binom{m-2}{2}$. Then $L_{1}$ does not contain a matrix of rank 2. Clearly $S_{m, 0} \cap L_{1}=\left\{0_{m \times m}\right\}$. Then $L=S_{m, 0}+L_{1}$ is $l=(m-1)^{2}+1$ dimensional subspace of trace zero matrices. Observe that if $B \in L$ then $B^{\top} \in L$. We claim that $L$ does not contain a rank one matrix $B \in \mathbb{R}^{m \times m}$. Assume to the contrary that $B \in L$ is a rank one matrix. Proposition 7.8 implies that $B \notin \mathrm{~S}_{m, 0}$. So

$$
B=B_{1}+B_{2}, \quad B_{1}=\frac{1}{2}\left(B+B^{\top}\right) \in S_{m, 0}, \quad B_{2}=\frac{1}{2}\left(B-B^{\top}\right) \in L_{1} .
$$

Since $B$ is a rank one nonsymmetric matrix $B_{2}$ is a skew symmetric matrix of rank 2. This contradicts our assumption. Hence proj $L \cap \operatorname{proj} U_{1, m, m}=\emptyset$. The above arguments show that mtrank $(m, m, l)>$ $l=\operatorname{grank}(m, m, l)$.

Assume finally that $m=4$ and $l=11$, 12 . Repeat the above arguments where $L_{1}$ has dimension 2 or 3, as given in Proposition 7.7.

## Appendix A. Complex and real algebraic geometry

In this section we give basic facts in complex and real algebraic geometry needed for this paper. The emphasize is on simplicity and intuitive understanding. We supply references for completeness. Our basic references are [24,26,15] for complex algebraic geometry, and [3] for real algebraic geometry.

We first start with some general definitions which hold for general field $\mathbb{F}$. Denote by $\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$, $\mathbb{F}\left(x_{1}, \ldots, x_{n}\right)$ the ring of polynomials and its field of rational functions in $n$ variables $x_{1}, \ldots, x_{n}$ with coefficients in $\mathbb{F}$, respectively. We will identify $\mathbb{F}[\mathbf{x}]=\mathbb{F}\left[x_{1}, \ldots, x_{n}\right], \mathbb{F}(\mathbf{x})=\mathbb{F}\left(x_{1}, \ldots, x_{n}\right)$, where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)^{\top} \in \mathbb{F}^{n}$. For $p_{1}, \ldots, p_{m} \in \mathbb{F}[\mathbf{x}]$ denote by $Z\left(p_{1}, \ldots, p_{m}\right)=\left\{\mathbf{y} \in \mathbb{F}^{n}, p_{i}(\mathbf{y})=\right.$ $0, i=1, \ldots, m\}$. Equivalently let $\mathbf{P}=\left(p_{1}, \ldots, p_{m}\right)^{\top}$ be a polynomial map $\mathbf{P}: \mathbb{F}^{n} \rightarrow \mathbb{F}^{m}$. Then $Z\left(p_{1}, \ldots, p_{m}\right)=\mathbf{P}^{-1}(\mathbf{0}) . V \subset \mathbb{F}^{n}$ is called an algebraic set, if $V=Z\left(p_{1}, \ldots, p_{m}\right)$ for some $p_{1}, \ldots, p_{m} \in \mathbb{F}[\mathbf{x}]$. Note that $\emptyset$ and $\mathbb{F}^{n}$ algebraic sets.

Recall that $\mathbb{P F}^{n}$, the $n$-dimensional projective space over $\mathbb{F}$, is identified with one dimensional subspaces of $\mathbb{F}^{n+1}$, i.e. lines through the origin in $\mathbb{F}^{n+1}$. So $\mathbb{F}^{n}$ is viewed as a subset of $\mathbb{P}^{n}$ where each $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)^{\top}$ is identified with a one dimensional subspace spanned by $\hat{x}=\left(x_{1}, \ldots, x_{n}, 1\right)^{\top}$. $\mathbb{P F}^{n}$ can be viewed as the union of two disjoint sets $\mathbb{F}^{n}$ and $\mathbb{P F}^{n-1}$, where $\mathbb{P P}^{n-1}$ is all one dimensional subspaces in $\mathbb{F}^{n+1}$ spanned by nonzero $\mathbf{y}=\left(y_{1}, \ldots, y_{n}, 0\right)^{\top}$.

Denote by $\mathbb{F}_{h}[\mathbf{y}], \mathbf{y}=\left(y_{1}, \ldots, y_{n+1}\right)^{\top}$, the set of homogeneous polynomials in $y_{1}, \ldots, y_{n+1}$. Let $q_{1}, \ldots, q_{m} \in \mathbb{F}_{h}[\mathbf{y}]$. Consider the variety $Z\left(q_{1}, \ldots, q_{m}\right) \subset \mathbb{F}^{n+1}$. If $\mathbf{0} \neq \mathbf{y} \in Z\left(q_{1}, \ldots, q_{m}\right)$
then $\operatorname{span}(\mathbf{y}) \subset Z\left(q_{1}, \ldots, q_{m}\right)$. Hence $Z\left(q_{1}, \ldots, q_{m}\right)$ induces a subset $\tilde{Z}\left(q_{1}, \ldots, q_{m}\right) \subset \mathbb{P F}^{n}$. (If $Z\left(q_{1}, \ldots, q_{m}\right)=\{\mathbf{0}\}$ then $\tilde{Z}\left(q_{1}, \ldots, q_{m}\right)=\emptyset$.) $V \subseteq \mathbb{P F}^{n+1}$ is called a projective algebraic set if $V=\tilde{Z}\left(q_{1}, \ldots, q_{m}\right)$ for some $q_{1}, \ldots, q_{m} \in \mathbb{F}_{h}[\mathbf{y}]$. It is easy to show that an intersection and union of two affine or projective algebraic sets is an affine or projective algebraic. An affine or projective algebraic set is called irreducible if it cannot be written as the union of two proper algebraic subsets. An irreducible affine or projective algebraic set is called an affine or projective variety, respectively. (An affine variety will be referred sometimes as variety.) Let $V$ be a projective variety in $\mathbb{P F}^{n}$, and $W \subsetneq V$ a projective algebraic set. Then $V \backslash W$ is called a quasi-projective variety. Note that an affine variety $Z\left(p_{1}, \ldots, p_{m}\right)$ can be viewed as a quasi projective variety. First homogenize $p_{1}, \ldots, p_{m}$ to $\hat{p}_{1}, \ldots, \hat{p}_{m} \in \mathbb{F}_{h}[\mathbf{y}]$. Let $W \subset \mathbb{P F}^{n}$ to be the zero set of $y_{n+1}=0$. Then $Z\left(p_{1}, \ldots, p_{m}\right)$ can be identified with $\tilde{Z}\left(\hat{p}_{1}, \ldots, \hat{p}_{m}\right) \backslash W$.

## A.1. Complex algebraic sets and polynomial maps

In this section $\mathbb{F}=\mathbb{C}$. Let $\mathbf{P}=\left(p_{1}, \ldots, p_{m}\right): \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ be a polynomial map. Denote by $\mathrm{D} \mathbf{P}(x)$, the derivative of $\mathbf{P}$ or the Jacobian matrix of $\mathbf{P}$, the matrix $\left[\frac{\partial p_{i}}{\partial x_{j}}\right]_{i=j=1}^{m, n}$. For any $U \subseteq \mathbb{C}^{n}$ denote $\operatorname{rank}_{U} \mathrm{DP}=\max _{\mathbf{x} \in U}$ rank $\mathrm{DP}(\mathbf{x})$. Assume that $U$ is a variety. Note that the set Sing $U=\{\mathbf{x} \in$ $U$, rank $\left.\operatorname{DP}(\mathbf{x})<\operatorname{rank}_{U} \mathrm{DP}\right\}$ is a strict algebraic subset of $U$. (Observe that $\mathbf{x} \in$ Sing $U$ if and only if all minors of $\operatorname{DP}(\mathbf{x}), \mathbf{x} \in U$ of order $\operatorname{rank}_{U} \mathrm{DP}$ vanish.) Sing $U$ is called the set of singular points of $U$. Let $V=Z\left(p_{1}, \ldots, p_{m}\right)$ be a variety. The dimension of $V$, denoted by $\operatorname{dim} V$, equals to $n-\operatorname{rank}_{V} D \mathbf{P}$. Then $V \backslash$ Sing $V$, the set of regular (smooth) points of $V$, is a quasi-projective variety, and a complex manifold of dimension $\operatorname{dim} V$. See [24, Section 1A]. For any variety $V$ and a strict algebraic subset $W$ in $V$, the quasi-projective variety $V \backslash W$ is connected [24, Corollary 4.16], and its dimension equal to the dimension of the complex manifold $V \backslash(W \cup \operatorname{Sing} V)$, which is $\operatorname{dim} V$. We say that a given property holds generically in $V$, if it holds for each $\mathbf{x} \in V \backslash W$, for some strict algebraic subset $W$ of $V$, where $W$ depends on the given property.

Hilbert basis theorem, (Nullstellensatz), claims that a countable intersection of algebraic sets is an algebraic set [26, p. 17]. An algebraic set $U \subset \mathbb{C}^{n}$ is a union of finitely many pairwise distinct varieties $U_{1}, \ldots, U_{k}$, and this decomposition is unique [26, Theorems I.3.1 and I.3.2]. We define $\operatorname{dim} U=\max \operatorname{dim} U_{i}$. A product of two irreducible varieties is an irreducible variety [26, Theorem I.3.3]. Similar results holds for projective algebraic sets.

A set $V \subset \mathbb{C}^{n}$ is called a constructible algebraic set of dimension $d$ if it can be represented as $V \backslash W$ were $V$ is an algebraic set of dimension $d$ and $W$ is a constructible algebraic set of dimension $d-1$ at most [15]. Note that a constructible algebraic set of dimension 0 is a set consisting of a finite number of points. It is easy to show that a finite union and a finite intersection of constructible algebraic sets is a constructible algebraic set. Finally if $V, W \subset \mathbb{C}^{n}$ are constructible algebraic sets then $V \backslash W$ is constructible algebraic.

Let $\mathbf{P}$ be a polynomial map as above. From the definition of an algebraic set we deduce that for any algebraic set $W \subset \mathbb{C}^{m}$ the set $\mathbf{P}^{-1}(W)$ is an algebraic set of $\mathbb{C}^{n}$. Denote rank $\mathrm{DP}=\operatorname{rank}_{\mathbb{C}^{n}} \mathrm{DP}$. Then $V=$ Closure $\mathbf{P}\left(\mathbb{C}^{n}\right)$ is a variety, of dimension rank DP. (Here the closure is in the standard topology in $\mathbb{C}^{n}$ or $\mathbb{R}^{n}$.) Moreover, Sing $\mathbf{P}=\left\{\mathbf{x} \in \mathbb{C}^{n}\right.$, rank $\mathrm{DP}(x)<$ rank DP$\}$ is a strict algebraic subset of $\mathbb{C}^{n}$. Hence $\mathbf{P}\left(\mathbb{C}^{n} \backslash\right.$ Sing $\left.\mathbf{P}\right)$ is a constructive algebraic variety in $\mathbb{C}^{m}$ of dimension rank DP [15]. Furthermore, there exists a strict algebraic set $W \subsetneq V$, such that for each $\mathbf{z} \in V \backslash W$ the algebraic set $\mathbf{P}^{-1}(\mathbf{z})$ is a disjoint union of $k$ varieties $U_{1}(z), \ldots, U_{k}(z) \subset \mathbb{C}^{n}$, each of dimension $n$ - rank DP. The integer $k$ is independent of $\mathbf{z} \in V \backslash W$, and is called the degree of $\mathbf{P}$ [24, Corollaries 3.15 and 3.16].

More general, let $U \subset \mathbb{C}^{n}$ be a constructible algebraic set. Then $\mathbf{P}(U) \subset \mathbb{C}^{m}$ is a constructible algebraic set of dimension rank ${ }_{U}$ DP. This applies in particular to a projections $\mathbf{P}$, where $\mathbf{P}(\mathbf{x})$ obtained from $\mathbf{x}$ be deleting a number of coordinates. See [26, Sections 3 and 4].

## A.2. Real semi-algebraic sets and polynomial maps

In this section the topology on $\mathbb{R}^{n}$ is assumed to be the standard topology: open sets, closed sets, the interior and the closure of sets are in the standard topology of $\mathbb{R}^{n}$. A real algebraic set in $\mathbb{R}^{n}$ is
the zero set of $m$ polynomials $p_{1}, \ldots, p_{m} \in \mathbb{R}[\mathbf{x}]$, and is denoted by $Z^{\mathbb{R}}\left(p_{1}, \ldots, p_{m}\right) \subset \mathbb{R}^{n}$. We can view $p_{1}, \ldots, p_{m}$ as polynomials with complex variables $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)^{\top} \in \mathbb{C}^{n}$ with real coefficients. Then $U=Z\left(p_{1}, \ldots, p_{m}\right)=\left\{\mathbf{z} \in \mathbb{C}^{n}, p_{1}(\mathbf{z})=\ldots=p_{m}(\mathbf{z})=0\right\}$ and $U^{\mathbb{R}}=$ $Z^{\mathbb{R}}\left(p_{1}, \ldots, p_{m}\right)=U \cap \mathbb{R}^{n} . Z^{\mathbb{R}}\left(p_{1}, \ldots, p_{m}\right)$ is called irreducible, if $Z\left(p_{1}, \ldots, p_{m}\right)$ is irreducible. Since any algebraic set $U \subset \mathbb{C}^{n}$ is a finite union of pairwise distinct irreducible varieties $V_{1}, \ldots, V_{k}$ it follows that any real algebraic set is a finite union of irreducible real algebraic sets. A set $S$ is called semi-algebraic if $S$ is a finite union of subsets $S_{1}, \ldots, S_{k}$, where each $S_{i}$ is of the following form. There exists an algebraic set $V_{i}^{\mathbb{R}} \subset \mathbb{R}^{n}$ and a finite number of polynomials $g_{1, i}, \ldots g_{n_{i}, i} \in \mathbb{R}[\mathbf{x}]$ such that $S_{i}=\left\{\mathbf{x} \in V_{i}^{\mathbb{R}}, g_{j, i}(\mathbf{x})>0, j=1, \ldots, n_{i}\right\}$ for $i=1, \ldots, k$. Here each $n_{i} \geq 0$. So if $n_{i}=0$ then $S_{i}=V_{i}^{\mathbb{R}}$. (Algebraic set is semi-algebraic.) Since each algebraic set is a finite union of irreducible real varieties we may assume that in the definition of semi-algebraic set $S$ each $V_{i}^{\mathbb{R}}$ is irreducible. Furthermore, without loss of generality, we may assume that each $S_{i} \subset V_{i}^{\mathbb{R}}$ is relative open, i.e. $S_{i}$ is a nonempty intersection of an open set in $\mathbb{R}^{n}$ and $V_{i}^{\mathbb{R}}$. Hence $\operatorname{dim} S_{i}=\operatorname{dim} V_{i}^{\mathbb{R}}$, and $\operatorname{dim} S=\max \operatorname{dim} S_{i}$. See [3, Section 2.8].

Semi-algebraic sets are stable under finite union, finite intersection, taking complements and closures [3, Section 2.2]. (I.e. all the above operations on semi-algebraic sets yield semi-algebraic sets.) Hence if $S, T$ are semi-algebraic subsets of $\mathbb{R}^{n}$ then $A \backslash B=A \cap\left(\mathbb{R}^{n} \backslash B\right)$ is a semi-algebraic set. For any semi-algebraic set $S$ the following inequality holds $\operatorname{dim}$ Closure $(S) \backslash S<\operatorname{dim} S$ [3, Proposition 2.8.13].

A projection of semi-algebraic set is semi-algebraic [3, Theorem 2.2.1]. Hence the image of a semialgebraic set by a polynomial map is semi-algebraic [3, Proposition 2.2.7]. The closure and the interior of semi-algebraic set are semi-algebraic [3, Proposition 2.2.2]. Every open semi-algebraic subset $S$ of $\mathbb{R}^{n}$ is a finite union of disjoint open connected semi-algebraic sets in $\mathbb{R}^{n}$. For more general statement see [3, Theorem 2.4.4].
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