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a b s t r a c t

We propose a method of numerical integration of differential equations of the type x2y′′
+

f (x)y = 0 by approximating its solution with solutions of equations of the type x2y′′
+

(ax2 +bx+ c)y = 0. This approximation is performed by segmentary approximation on an
interval. We apply the method to obtain approximate solutions of the radial Schrödinger
equation on a given interval and test it for two different potentials. We conclude that our
method gives a similar accuracy than the Taylor method of higher order.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction and outline of the method

As we all know, many relevant fundamental laws in physics, chemistry, social sciences or economics are formulated
in terms of differential equations, which are the basis to solve a great number of problems on these disciplines. And we
also know that many of these important differential equations cannot be solved analytically. Therefore, many methods for
obtaining numerical solutions have been developed [1].

The aim of the present article is to introduce a method for numerical integration of second order non homogeneous
non autonomous ordinary differential equations of the type x2y′′(x) + f (x)y(x) = 0. We propose an algebraic method of
integration with initial values and without singular points in the interval of integration. As usual, the method can be also
used as a basis for the numerical integration of equations with boundary conditions.

One of the most interesting applications of our method is indeed the radial Schrödinger equations with potentials of
different types. There are some other methods in the literature dealing with the numerical solution of the one dimensional
Schrödinger equation. Among them, we should mention the so-called ‘‘piecewise perturbation method’’ (PPM), which is
based on a perturbative decomposition of the potential [2]. In the case of the radial Schrödinger equation, previous numerical
studies including PPM have been applied to a certain class of radial potentials which includes the Coulomb case [3].

In our method, described below in the second part of the present introduction, we find numerical solutions of the radial
Schrödinger equation using another piecewise method based on the approximation of the original equation by another for
which the solutions are well known. In our case, the radial potential could be arbitrary with no other singularity than the
origin. The numerical integration is then performed on an interval of the form [ϵ,H] with ϵ > 0 and H finite, so that we
can compare our results with those given by the Taylor method. As particular examples of application, we have chosen the
Wood–Saxon potential and the spherical oscillator.

For the numerical integration, we have used identical mesh intervals and this choice was motivated by its simplicity.
Here, we have used a step size h = 0.1 and have checked that the use of variable step sizes does not improve the efficiency
of the calculation and, in addition, requires another algorithm that increases CPU times. There are some othermethods using
different mesh intervals widths [4]. Our method is simple and improves the precision of the Taylor method. However, it is
necessary to say that it requires more CPU times, as we have checked in the two examples studied on Sections 3.1 and 3.2.
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Our numerical test and computations have been performed with the help of the Mathematica package.
The remainder of the paper is organized as follows: right below in the second part of this section, we briefly described

our method. In the next section, we develop the method and discuss the uniform convergence of the proposed solution.
Then, we show the local error. In Section 3, we present some applications in quantum mechanics, particularly to the radial
Schrödinger equationwith two types of potentials: theWoods–Saxon and the spherical oscillator. The paper endswith some
concluding remarks.

1.1. Outline of the method

We start with a method of numerical integration valid for equations of the following type:

x2 y′′(x)+ f (x) y(x) = 0, (1)

with initial conditions given by y(x0) = y0, y′(x0) = y′

0, where y0, y′

0 are real numbers. The function f (x) is an analytic
function of one real variable on the interval x0 < x < x + H and eventually x0 may be a singular point.

Our method uses the general solution of the following equation

x2y′′(x)+ (ax2 + bx + c) y(x) = 0, (2)

which is often written in terms of the Whittaker functionsM and W as follows [5,6]:

y(x) = c1Mα,β(2i
√
a x)+ c2Wα,β(2i

√
a x), (3)

where α = −ib/(2
√
a) and β = −

1
2

√
4c − 1.

Then, we approximate the coefficient f (x) of y(x) in (1) by a quadratic polynomial on the variable x [7]. Consider the
initial value problem of (3) on the interval (x0, x0 + H) and divide it into n disjoint intervals each of length hn := H/n. On
the kth interval (xk, xk + h), k = 0, 1, . . . , n − 1, we approximate f (x) by the polynomial pn,k(x) := an,kx2 + bn,kx + cn,k. In
each interval, the values {an,k, bn,k, cn,k} depend on the optimal method to approximate f (x): either the Taylor method, the
minimal squares or the quadratic segmentary interpolation. Taking into account (3), the approximate solution of (1) on the
kth interval is

yk(x) = c1,kMαk,βk(2i
√
ak x)+ c2,kWαk,βk(2i

√
ak x), (4)

xk < x < xk + hn = xn+1, k = 0, 1, . . . , n,

with α = −ibk/(2
√
ak) and βk = −

1
2

√
4ck − 1.

The integration constants c1,k and c2,k are determined as follows: take the first interval (x0, x1) (recall that xk+1 = xk+hn)
and the known initial values y(x0), y′(x0). Carrying these two initial values into (4) with k = 0, we can obtain c1,0 and c2,0,
since the functions Mαk,βk(2i

√
ak x) and Wαk,βk(2i

√
ak x) are linearly independent. Then, y(x1) and y′(x1) are determined.

We can use these values as initial values for the interval (x1, x2) to obtain c1,1 and c2,1 and so on. The result is obviously an
approximate solution for (1).

2. On the convergence of the method

The objective of the present section is to show that this methodworks in the sense that we can construct an approximate
solution so that it converges uniformly to the exact solution. The fact that we are using a quadratic interpolation demands
some extra conditions on the coefficients defining the interpolating functions. As we shall see these conditions would not
have been required should the interpolation have been linear.

To this end, let us rewrite (1) in matrix form as

Φ ′
= F(x) · Φ, Φ(x0) = Φ0 (5)

with

Φ =


y
z


and F(x) =


0 1

f (x)
x2

0


(6)

and z(x) = y′(x).
Then, we use the function yk(x) as obtained in (4) to construct the segmentary solution on [xk, xk+1] given by


yk(x)
zk(x)


again

with zk(x) = y′

k(x), k = 1, 2, . . . , n − 1. Since this solution has been constructed by dividing the interval [x0, x0 + H] into n
parts of length hn, we shall denote the solution constructed on this manner asΦn. Note that [xk, xk+1] = [xk, xk + hn].

It is well known that the existence and uniqueness of solutions on a neighborhood of x0, with the given initial conditions,
is guaranteed by classical results [5]. However,we need to show that the approximate solutionΦn to (6) converges uniformly
to the exact solution in order to legitimate our procedure.
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We construct the approximate solution of Φn(x) being the solution on each interval of the form [xk, xk + hn], k = 0,
1, . . . , n − 1, of the equation

Φ ′

n(x) = Gn,k(x)Φn(x), (7)
with

Gn,k(x) =

 0 1
an,kx2 + bn,kx + cn,k

x2
0

 . (8)

In what follows, we assume that 0 ∉ [x0, x0 + H]. We denote by ϕn(x) the function equal to 1
x2
(an,kx2 + bn,kx + cn,k)

on each interval of the form [xk, xk + hn]. Since ϕn(x) interpolates ϕ(x) := f (x)/x2, we have that ϕ(xk) = ϕn(xk) for all
k = 1, 2, . . . , n and for each value of n. From now on, we shall denote the functions of the sequence {ϕn(x)} as interpolating
functions. In the next result, we shall discuss the convergence of the sequence of interpolating functions to the exact function
ϕ(x).

Lemma. Assume that the coefficients ak,n and bk,n as in (8) were uniformly bounded for any n = 1, 2, . . . and k = 1, 2, . . . , n.
Thismeans that there exists two positive constantsα andβ such that |ak,n| ≤ α and |bk,n| ≤ β . Then, the sequence of interpolating
functions ϕn(x) converges uniformly to ϕ(x) on the closed interval [x0, x0 + H].
Proof. It is enough to show that the sequence fn(x) of continuous functions on [x0, x0 + H] such that are equal to
an,kx2 + bn,kx + cn,k on each interval of the form [xk, xk + hn] converges uniformly to the function f (x).

The function f (x) is continuous on the interval [x0, x0 + H] and therefore uniformly continuous on the interval. This
means that given an ε > 0, there exists a δ > 0 such that if x, y ∈ [x0, x0 + H] with |x − y| < δ, then, |f (x)− f (y)| < ε.

Since hn −→ 0 as n −→ ∞, we can choose n such that, ε > 0, hn < δ being fixed. Then for any x ∈ [xk, xk + hn], we
have

|f (x)− fn(x)| ≤ |f (x)− f (xk)| + |f (xk)− fn(xk)| + |fn(xk)− fn(x)|. (9)

Since |x − xk| < hn < δ, then |f (x) − f (xk)| < ε. Uniform continuity guarantees the independence on the interval
[xk, xk + hn] under consideration. The fact that fn(x) is an interpolating function for f (x) with interpolating points xk,
k = 1, 2, . . . , n shows that f (xk) = fn(xk). Furthermore,

|fn(xk)− fn(x)| = |ak,nx2k + bk,nxk + ck,n − ak,nx2 − bk,nx − ck,n|

= |ak,n(x2k − x2)+ bk,n(xk − x)| = |xk − x| |ak,n(xk + x)+ bk,n|

≤ hn {|ak,n|hn + |bk,n|} < hn{αH + β}. (10)

In consequence, |f (x) − fn(x)| ≤ ε + hnC , where C = αH + β is a fixed constant. Obviously, for any m > n the same
inequality holds and remains independent of the chosen point x ∈ [x0, x0 + H]. Then, the uniform convergence of the
sequence {fn(x)} to f (x) follows. Now, the uniform convergence of the sequence {ϕn(x)}, where each of the ϕn(x) is defined
on each subinterval [xk, xk+hn] as 1

x2
(an,kx2+bn,kx+cn,k), toϕ(x) := f (x)/x2 follows immediately. The lemma is proven. �

Remarks. 1. In the previous result, we have excluded the origin for technical reasons. Should we choose x0 = 0, then we
have to make a slightly different fitting in the interval [0, x1] (on the other intervals we keep the same procedure), as we
shall explain in the next paragraph. Nevertheless, we shall not use this approach in the examples given in here, where we
shall always choose x0 > 0, although small.

Let us assume that the function f (x) is analytic on a neighborhood of the origin. Let us choose h smaller than the radius
of convergence of f (x). Then, all we have to do is to prove the uniform convergence of ϕn(x) to ϕ(x) on the interval [0,H].
The proof on the interval [h,H] has been provided by the lemma. Then, we have to show this uniform convergence on the
interval [0, x1], x1 = h. We recall that

ϕ(x) =
f (x)
x2
, ϕn(x) =

ax2 + bx + c
x2

, (11)

where we have omitted the subindices for simplicity. No confusion should arise as we are focusing our attention on the
interval [0, x1]. Due to our hypothesis of analyticity and our choice of h, for any x ∈ [0, x1], we have:

f (x) = f (0)+ f ′(0)x +
f ′′(0)
2

x2 + x2F(x), (12)

where F(x) is analytic on the same neighborhood of the origin with F(0) = 0.1 Consequently, for any x ∈ [0, x1], we have

|ϕn(x)− ϕ(x)| =

 f (0)x2
+

f ′(0)
x

+
f ′′(0)
2

+ F(x)−
c
x2

−
b
x

− a
 . (13)

1 Note that the hypothesis of analyticity can be relaxed. It is sufficient that f (n(x) be continuous on an open interval including [0, h], with n = 0, 1, 2, 3.
In this case, the Taylor theorem, and consequently (12), hold with F(x) = [xf (3(ξ)]/3!, ξ ∈ (0, h).
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If we choose c := f (0) and b := f ′(0), we still need a to be fixed. This can be done with the condition ϕn(x1) = ϕ(x1).
Consequently,

a :=
f ′′(0)
2

+ F(x1). (14)

Note that c and b are constants, although a depends on n, since x1 depends on n (recall that h = H/n). Then, (13) gives

|ϕn(x)− ϕ(x)| = |F(x)− F(x1)|, (15)

which can be arbitrarily small for any x ∈ [−0, h]. This shows the uniform convergence on the interval [0,H].
This procedure gives f (x1) = ax21+bx1+c and f (0) = c , so that the continuity is guaranteed. However, f ′(x1) ≠ 2ax1+b.

2. If instead of a quadratic type interpolation we take a linear interpolation, no restrictions in the coefficients are necessary.
Assume that we interpolate f (x) by the sequence gn(x) where on each interval of the form [xk, xk + hn], gn(x) is given by
ak,nx + bk,n. Then, under the conditions of the lemma, we have for any x ∈ [xk, xk + hn], k = 1, 2, . . . , n,

|f (x)− gn(x)| ≤ |f (x)− f (xk)| + |f (xk)− gn(xk)| + |gn(xk)− gn(x)|
≤ ε + 0 + |gn(xk)− gn(xk + hn)|

≤ ε + |f (xk)− f (xk + hn)| ≤ 2ε, (16)

so that maxx∈[x0,x0+H] |f (x) − gn(x)| ≤ 2ε. Obviously, the same result is true for the same ε for any m > n. Thus, uniform
convergence holds without the need of any extra condition for the coefficients ak,n and bk,n.

Note that the condition {gn(x)} is an interpolating sequence for f (x), automatically gives the values for the coefficients ak,n
and bk,n. This is not true for the quadratic interpolation, so we need an extra condition to assure the uniform convergence.
3. The function fn(x) equal to an,kx2 + bn,kx+ cn,k, which depends on three parameters on each of the intervals [xk, xk + hn],
is obviously not determined with the two interpolation conditions fn(xk) = f (xk); fn(xk +hn) = f (xk +hn), k = 1, 2, . . . , n.
If one of the parameters, say ak,n, is determined by a constant a on all intervals, then bn,k and cn,k are fixed. This procedure
gives uniquely a quadratic interpolation of f (x), but then one needs to be sure that fn(x) converges uniformly to f (x). This
comes up if f ′(x) exists and is continuous on the interval [x0, x0 + H] (and therefore bounded), where the right derivative
at x0 and the left derivative at x0 + H are defined as usual.

In fact, at each node xk, we have

f (xk + hn) = a(xk + hn)
2
+ bk,n(xk + hn)+ ck,n

f (xk) = ax2k + bk,nxk + ck,n. (17)

The system given in (17) gives

bk,n =
1
hn

f (xk + hn)− a(xk + hn)
2 1

f (xk)− ax2k 1


=

f (xk + hn)− f (xk)
hn

−
a(xk + hn)

2

hn
. (18)

The first term in the second row of (18) is approximately equal to f ′(xk), while the second term is close to −2axk. Thus,
bk,n is bounded and the conditions on the lemma are satisfied.

The uniform convergence is required in order to show that the solutions of the sequence of equations given by (7)
converge to the exact solution of (5) as will be shown in our next result.

Theorem. The sequence of approximate solutions {Φn(x)}, defined as above, with initial valuesΦ(x0) = Φ0 converges uniformly
to the exact solution of (5) on the interval [x0, x0 + H], x0 ≥ 0.

Proof. Let us rewrite (7) as

Φ ′

n(x) = F(x)Φn(x)+ Rn(x), (19)

where on each interval [xk, xk + hn]

Rn(x) := (Gk(x)− F(x))Φn(x). (20)

Let us integrate (19) with the integration interval (xk, x), xk ≤ x ≤ xk + hn. This gives along the initial condition
Φn(xk) = Φk, n = 1, 2, . . . ,

Φn(x) = Φk +

∫ x

xk
F(x′)Φn(x′) dx′

+

∫ x

xk
Rn(x′) dx′, (21)
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where n is a positive integer. Ifm is another positive integer, we have

Φn+m(x) = Φk +

∫ x

xk
F(x′)Φn+m(x′) dx′

+

∫ x

xk
Rn+m(x′) dx′. (22)

Let us subtract (21) from (22). The norm of this difference satisfies this obvious inequality:

‖Φn+m(x)− Φn(x)‖ ≤

∫ x

xk
‖F(x′)‖ ‖Φn+m(x′)− Φn(x′)‖ dx′

+

∫ x

xk
‖Rn+m(x′)‖ dx′

+

∫ x

xk
‖Rn(x′)‖ dx′. (23)

Since F(x) is a continuous function on the interval [x0, x0 +H], then it is bounded in this compact interval. Let us denote
by N the supreme of the norm of F(x) in such interval,M = max ‖F(x)‖, x ∈ [x0, x0 + H]. Then, (23) yields,

‖Φn+m(x)− Φn(x)‖ ≤ M
∫ x

xk
‖Φn+m(x′)− Φn(x′)‖ dx′

+

∫ x

xk
‖Rn+m(x′)‖ dx′

+

∫ x

xk
‖Rn(x′)‖ dx′. (24)

Let us denote by fn(x) the function which coincides with aknx2 + bknx+ ckn on each of the intervals [xk, xk + hn] (with the
restrictions imposed in the previous lemma and subsequent remarks), and assume that fn(x) converges uniformly to f (x)
on [x0, x0 + H]. As we have remarked, this is true if and only if ϕn(x) :=

1
x2
fn(x) converges uniformly to ϕ(x) :=

1
x2
f (x). The

latter means that for any ε > 0, there exists N > 0 such that if n > N , then,

‖ |ϕn(x)| − |ϕ(x)| ‖ ≤ ‖ϕn(x)− ϕ(x)‖ < ε, (25)

where ‖ψ(x)‖ := max |ψ(x)|. From (25) one gets,

‖ϕn(x)‖ ≤ ‖ϕ(x)‖ + ε =

 f (x)x2

+ ε ≤
1
x20

‖f (x)‖ + ε =: K . (26)

Next, let us consider the homogeneous linear equation

L(y) = y(n(x)+ a1(x)y(n−1(x)+ · · · + an(x)y(x) = 0 (27)

with solutions on an interval I . Assume that there exist n non negative constants b1, b2, . . . , bn such that

max
x∈I

|aj(x)| ≤ bj, j = 1, 2, . . . , n. (28)

Let C := 1 + b1 + b2 + · · · + bn. Then for any x0 ∈ I and for any solution φ(x) of (27), we have

‖Φ(x)‖ ≤ ‖Φ(x0)‖ exp{C |x − x0|}, (29)

for all x ∈ I and

Φ(x) :=


φ(x)
φ′(x)
...

φ(n−1(x)

 . (30)

The norm of the vectorΦ(x) in (30) is given by

‖Φ(x)‖ := {|φ(x)|2 + |φ′(x)|2 + · · · + |φ(n−1(x)|2}1/2. (31)

In our case, the equation is y′′
n(x)+ ϕn(x)y(x) = 0, I = [x0, x0 + H], C = K + 1 and x0 ∈ I . Thus, if n > N

‖Φn(x)‖ ≤ ‖Φ0‖ exp{C |x − x0|} ≤ ‖Φ0‖ exp{CH} =: A, (32)

and, hence, solutions (21) of Eq. (7) are uniformly bounded.
Now, let us go back to Eq. (15). Since we are operating on a finite dimensional space, all linear operators are bounded and

therefore (20) implies

‖Rn(x)‖ ≤ ‖Gk(x)− F(x)‖ ‖Φn(x)‖ ≤ A ‖Gk(x)− F(x)‖. (33)

The space of real 2 × 2 matrices is finite dimensional and hence the norms on this space are all equivalent. Let G be an
arbitrary 2 × 2 matrix with entries gij. Let us use the notation ‖G‖1 := max1≤i,j≤2 |gij|. Then, the property of equivalence of
norms shows that there exists a positive real number a > 0 such that ‖G‖ ≤ a‖G‖1. Thus,

‖Rn(x)‖ ≤ A ‖Gk(x)− F(x)‖ ≤ A ‖Gk(x)− F(x)‖1

= A |ϕn(x)− ϕ(x)|, (34)
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since

Gk(x)− F(x) =


0 0

ϕn(x)− ϕ(x) 0


. (35)

For n > N , (32) gives

‖Rn(x)‖ ≤ A max
x∈[x0,x0+H]

|ϕn(x)− ϕ(x)| < Aε, (36)

valid for any x ∈ [x0, x0 + H]. Since n + m > N , we also have in the same interval that

‖Rn+m(x)‖ < Aε. (37)

Then, ∫ x

x0
‖Rn(x′)‖ dx′

≤ Aε(x − x0) ≤ AH ε, and
∫ x

x0
‖Rn+m(x′)‖ dx′

≤ AH ε. (38)

Also,∫ x

xk
‖Φn+m(x′)− Φn(x′)‖ dx′

≤

∫ x

xk
max

x∈[x0,x0+H]

‖Φn+m(x)− Φn(x)‖ dx′

max
x∈[x0,x0+H]

‖Φn+m(x)− Φn(x)‖
∫ x

xk
dx′

≤ (x − xk) max
x∈[x0,x0+H]

‖Φn+m(x)− Φn(x)‖hn

× { max
x∈[x0,x0+H]

‖Φn+m(x)− Φn(x)‖}. (39)

Combining (24) with (38) and (39), we get

‖Φn+m(x)− Φn(x)‖ ≤ hnM max
x∈[x0,x0+H]

‖Φn+m(x)− Φn(x)‖ + 2AH ε, (40)

which readily implies that

max
x∈[x0,x0+H]

‖Φn+m(x)− Φn(x)‖ ≤ hnM max
x∈[x0,x0+H]

‖Φn+m(x)− Φn(x)‖ + 2AH ε, (41)

or

max
x∈[x0,x0+H]

‖Φn+m(x)− Φn(x)‖ ≤
2AH

1 − hnM
ε, (42)

which is arbitrarily small, since hn → 0. Note that (42) is valid for any x ∈ [x0, x0 + H], since any x in this interval lies in
some subinterval of the form [xk, xk + hn]. Then, the sequenceΦn(x) is Cauchy uniform and therefore converges uniformly
to its limit. Let us call this limit Ψ (x):

Ψ (x) = lim
n→∞

Φn(x) = Φ0 + lim
n→∞

∫ x

x0
F(x′)Φn(x′) dx′

+ lim
n→∞

∫ x

x0
Rn(x′) dx′. (43)

Due to the uniform convergence of the sequenceΦn(x), we have

lim
n→∞

∫ x

x0
F(x′)Φn(x′) dx′

=

∫ x

x0
F(x′){ lim

n→∞
Φn(x′)} dx′. (44)

Also, Eq. (36) implies that

lim
n→∞

∫ x

x0
Rn(x′) dx′

= 0. (45)

Therefore, (43) and (44) together imply that

Ψ (x) = Φ0 +

∫ x

x0
F(x′)Ψ (x′) dx′, (46)

which shows that the limit of the sequenceΦn(x) is indeed a solution of the exact system (5)–(6). �
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2.1. Remark: local error

It is well known that the local error depends on the form one approaches the function f (x). In our case, we have used
a fitting by means of a second order Taylor polynomial around xk. Since the equation x2y′′(x) + f (x)y(x) = 0 and its
approximation x2y′′(x) + (ax2 + bx + c)y(x) = 0, with initial values given by y(xk) and y′(xk) satisfy the existence and
uniqueness theorems, then the solutions are analytic at xk. Expanding both functions in Taylor series we can determine the
local error ek = |y(xk)− yk|. A simple operation gives

ek+1 =
1

120
1
x2k

|y(xk) f (3(xk)| h5
n, k = 0, . . . , (47)

which shows that the local error is of the order of O(h5
n), with hn = H/n.

3. The radial Schrödinger equation

In this section, we consider the Schrödinger equation in spherical coordinates

1
r2

∂

∂ r


r2

∂

∂ r
ψ


+

1
r2

∇ θ, ϕ ψ +
2µ
h̄2 (E − V ) ψ = 0, (48)

corresponding to a particlewith reducedmassµ subject to the spherically symmetric potentialV (r). Ifwedenote the angular
momentum operator as ℓ, we can write (48) as

1
r2

∂

∂ r


r2

∂

∂ r
ψ


−

1
h̄2

ℓ2

r2
ψ +

2µ
h̄2 (E − V ) ψ = 0. (49)

If we now use separation of variables ψ(r, θ, ϕ) = R (r)Yl m(θ, ϕ) and take into account that ℓ2Yl m = h̄2 l (l + 1) Yl m, we
obtain

1
r2

d
d r


r2

d
d r

R


+
2µ
h̄2


E − V −

h̄2

2µ
l (l + 1)

r2


R = 0. (50)

By performing the change of radial wave function given by χ(r) = rR(r), the radial part of the wave equation can be written
as

d2

d r2
χ +

2µ
h̄2


E − V −

h̄2

2µ
l (l + 1)

r2


χ = 0, (51)

where we choose the boundary conditions given by χ(0) = 0. In order to simplify the expression given in (51), we define

a =
h̄2

µe2
, ρ =

r
a
, E0 =

h̄2 e2

µ
, ϵ =

E
E0
, v =

V
E0
. (52)

Then, (51) can be written as

ρ2 χ ′′(ρ)+ fϵ,l(ρ)χ(ρ) = 0, (53)
where,

fϵ,l(ρ) = 2ϵρ2
− 2vρ2

− l(l + 1). (54)
The prime denotes derivation with respect to the variable ρ.

Our goal is to solve (53) with (54) using the ideas outlined in Section 1 and study the advantages that our procedure could
have in relation to the Taylor method (see other methods in [8]). Let us consider an interval of the form [η,H], where η > 0
can be taken arbitrarily small. Let us divide this interval into n equally spaced subintervals and on each of these subintervals,
we have a second order approximant polynomial of the type

χk = c1,kMαk,βk(2i
√
ak ρ)+ c2,kWαk,βk(2i

√
ak ρ), (55)

with ρk < ρ < ρk+1 = ρk + hn, k = 1, 2, . . . , n. We have αk = −i bk
2
√
ak
, βk = −

i
2

√
4ck − 1.

This method is exact if the radial potential is equal either to ρ−2, ρ−1 or ρ0 (constant). For potentials V (ρ) with the
property ρ2V (ρ) −→ 0 as ρ −→ 0, Eq. (48) can be approximated for small ρ as ρ2 d2χ

dρ2
− l(l + 1)χ = 0. Thus, in a small

interval close to the origin it can be exactly integrated by our method. The result is approximately equal to ρ l+1 as expected.
On the other hand, if V (ρ) −→ 0 as ρ −→ ∞, the asymptotic expression results to be ρ2χ ′′

+ 2ϵρ2χ = 0 (here x0 has to
be large enough) and also admit exact numerical integration. In particular, the local error of χ , when f (x) is approximated
by a Taylor quadratic polynomial is given by

ek+1 =
1
10

|χk|

ρ2
k

v′(ρk) + ρkv
(2(ρk)+

1
6
ρ2
k v

(3 (ρk)

 h5, k = 0, . . . . (56)

In what follows, we shall present our results for two types of potentials: the Woods–Saxon and the quadratic potential.
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3.1. Woods–Saxon potential

The Woods–Saxon potential is a mean field potential for the nucleons inside the atomic nucleus, which is widely used
by nuclear physicists [9]. This has the following form:

v = −
v0

1 + exp

ρ−R
α

 , (57)

where R, α and v0 are parameters. We want to determine the solution of Eq. (53) for the particular case l = 0. To do it, we
perform the following change of variables:

y :=


1 + exp


ρ − R
α

−1

. (58)

Thus, Eq. (53) can be rewritten as:

y2(y − 1)
d2χ

dy2
+ y(y − 1) (2y − 1)

dχ
dy

+ 2α2(ϵ + v0y) χ = 0. (59)

Its general solution is given in terms of the arbitrary constants ci, i = 1, 2 as

χ(y) = (−1 + y)iα
√
2(v0+ϵ){c1y−δF2,1(−γ−, 1 − γ−, 1 − 2δ, y)+ c2(−1)2δyδF2,1(γ+, 1 + γ+, 1 + 2δ, y)}, (60)

where γ± = iα
√
2(

√
ϵ ±

√
v0 + ϵ), δ = iα

√
2ϵ and F2,1(a, b, c, x) are the well-known hypergeometric functions. If we

replace y in (60) by its value in terms of ρ given in (59), we finally obtain the general solution χ(ρ) of (53) with v given by
the Woods–Saxon potential. We shall use this exact solution in order to determine the accuracy of the discrete solution as
obtained by our method.

To this end, let us consider the case, v0 = 1, α = 1/2, R = 5. If we impose the condition that χ(ρ) be square integrable,
then, ϵ is an eigenvalue of the Schrödinger equation. Using (60), we can obtain an eigenvalue numerically and we obtain the
value ϵ∗

= −0.81133937019. Its corresponding eigenfunction is given by:

χ(ρ) = −i
1 + exp (−10 + 2 ρ)

exp(−5 + ρ)


1

1 + exp(−10 + 2 ρ)

1.13692 
−1 +

1
1 + exp(−10 + 2 ρ)

0.5+0.307132i

× F2,1


0.636922 + 0.307132 i, 1.63692 + 0.307132 i, 2.27384,

1
1 + exp(−10 + 2 ρ)


. (61)

In order to quantify the accuracy of our method, we define the following index:

d2 =
1
n

n−
j=1

(χ(ρj)− χj)
2. (62)

For the next numerical results relative to each interval (ρj, ρj + h), the coefficient 2ϵρ2
− 2vρ2 (with l = 0) of Eq. (53)

was fitted bymeans of a quadratic polynomial determined by the least squaremethod. In the case of the chosen parameters,
we see that when ρ > 10, then χ(ρ) is negligible. Then, we use h = 0.1 and the interval 0.1 ≤ ρ ≤ 10 and we obtain
d2 = 3.1 × 10−15. Let us compare this result with the integration of Eq. (53) by means of the Taylor method of order n. The
result is shown in the following table:

n 3 4 5 6 7
d 2 2.4 × 10−6 3.6 × 10−9 5.4 × 10−14 3.2 × 10−16 2.6 × 10−21.

From this table, we conclude that the Taylor method requires a sixth order in order to improve our result.
For the choice h = 0.5 and 0.1 ≤ ρ ≤ 10, we obtain d2 = 4.3 × 10−10. On the other hand, the Taylor method gives

n 4 5 6 7 8
d2 2.1 × 10−3 3.6 × 10−7 8.0 × 10−8 3.3 × 10−10 4.0 × 10−11.

We see from the above table that one needs an eighth order to improve our degree of accuracy.
Finally, we may consider h = 1.0, which is a quite big value for most of the integration methods, and as usual

0.1 ≤ ρ ≤ 10, we obtain d2 = 1.6 × 10−6. For the Taylor method,

n 10 11 12 13 14
d2 5.3 × 10−5 1.4 × 10−4 1.3 × 10−5 4.1 × 10−6 2.8 × 10−7.

In this case, a fourteenth order is required to improve our result.
However, concerning CPU times, the Taylor method is still more efficient than ours. For instance, for h = 0.1 (first table),

our method takes 4.7 s, while using Taylor, one needs 0.23 s.
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3.2. Spherical oscillator

The second example of physical interest is given by the spherical oscillator, which can be exactly solved, which will be
a basis for testing the accuracy of our method. In this case, the potential is given by v(ρ) = ρ2/2. Then, Eq. (53) has the
following form in this case:

ρ2χ ′′
+ (2ϵρ2

− ρ4
− l(l + 1))χ = 0. (63)

If we define a new unknown function f (ρ) := exp(ρ2/2) χ(ρ), we have

f ′′(ρ)− 2ρ f ′(ρ)+


2ϵ − 1 −

l (l + 1)
ρ2


f (ρ) = 0. (64)

Note that ρ = 0 is a singular regular point. Then, the solution on a neighborhood of the origin must have the form

f (ρ) = ρs
∞−
k=0

akρk. (65)

In order to get a solution of (64), we have to replace (65) into (64) and find a recurrence among the ak. However,
the function χ(ρ), solution of (63) should be square integrable, since we are looking for the eigenvalues (bound states)
of our physical problem. Then, the series in (65) must be truncated. Thus, we obtain the following relation among the
coefficients ak:

aq+2 =
−2k + 2q

(q + 2) (q + 2l + 3)
aq, q = 0, . . . , k,

aj+2 = 0, j = k + 2, . . . ,∞,

ϵk,l =
1
2
(2k + 2l + 3),

s = l + 1. (66)
Thus, the square integrable solution of (63) is given by

χk,l = ck,l exp


−
ρ2

2


ρ l+1

k−
q=0

aqρq (67)

where ck,l is a normalization constant.
In order to compare exact and numerical solutions, we fix a0 = 0 and a1 = 1. To conclude, we want to present two

examples for which in each interval (ρj, ρj + h), the coefficient (2ϵρ2
− ρ4

− l(l + 1)) is fitted by means of a quadratic
polynomial determined through the least squares method.

Example 1. Take l = 0 and k = 2. Then, the eigenvalue is given by ϵ2,0 = 7/2 and its corresponding eigenfunction by
χ2,0 = ρ(1 −

2
3 ρ

2) exp(− 1
2 ρ

2). We use our method with h = 0.1 and range of integration 0.1 ≤ ρ ≤ 5. For ρ > 5, one
sees that χ2,0 ∼= 0. Then, we get d2 = 1.4 × 10−14.

In the next table, we compare this value to the value obtained using the Taylor method of order n:
n 4 5 6 7 8
d2 5.0 × 10−5 3.5 × 10−8 1.7 × 10−10 1.8 × 10−13 2.6 × 10−16.

The accuracy of our method is then similar to the Taylor method of order seventh. If we now use h = 0.5 and 0.1 ≤ ρ ≤ 5,
we get d2 = 3.3 × 10−8. The result given by the Taylor method is now:

n 7 8 9 10 11
d2 5.7 × 10−4 2.0 × 10−4 3.2 × 10−7 1.7 × 10−7 1.1 × 10−10.

Here, the Taylor method requires an eleventh order to improve our accuracy. However, Taylor is more efficient in terms of
CPU times. For h = 0.1, our method requires 5 s, while the Taylor’s 0.1 s.

Example 2. Let us choose l = 2 and k = 4. In this case, ϵ4,2 = 15/2 and the corresponding exact eigenfunction is given by

χ4,2 = ρ3

1 −

4
7
ρ2

+
4
63
ρ4


exp


−
1
2
ρ2

.

We use our method with h = 0.1 within the range 0.1 ≤ ρ ≤ 6. Note that for ρ > 6, we have that χ2, 0 ∼= 0. In this
case, d2 = 1.1 × 10−17. Let us compare our result with that given by the Taylor method of order n, which is given in the
next table:

n 5 6 7 8 9
d2 1.2 × 10−7 4.9 × 10−9 4.1 × 10−13 2.2 × 10−14 1.8 × 10−19.

We see that our method behaves like the Taylor method of eighth order.
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Let us take now h = 0.5 and again 0.1 ≤ ρ ≤ 6. Then, d2 = 7.7 × 10−9. The Taylor method gives:

n 8 9 10 11 12
d 2 1.7 × 10−2 8.5 × 10−4 3.4 × 10−5 3.5 × 10−8 3.7 × 10−10.

We see that we need a twelfth order to improve our accuracy in this latter case.

4. Concluding remarks

We have developed a method for the numerical solution of equations of the form x2y′′(x) + f (x)y(x) = 0, using the
well-known solutions of the equation x2y′′(x)+ (ax2 + bx + c)y(x) = 0. The method uses segmentary approximation. We
have shown the uniform convergence of the approximate solutions to the exact solutions as the number of segments, all of
equal length, goes to infinity.

Then, we apply our results to the numerical solution of the radial Schrödinger equation on an interval. We use two
potentials to test the power of our method and compare it with the well-known Taylor method. For the Woods–Saxon
potential, our method clearly improves the Taylor method and its accuracy improves, as compared with the Taylor method,
when the length h of the interpolating segments increases from 0.1 through 1.0. A similar result is obtained in our second
example in which we use a potential of the spherical oscillator type. This shows a coincidence with the previous results
[10,11].

In terms of CPU times, the Taylor method is still one order of magnitude more efficient, as our examples show.
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