Restrictive preconditioners for conjugate gradient methods for symmetric positive definite linear systems
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Abstract

The restrictively preconditioned conjugate gradient (RPCG) method for solving large sparse system of linear equations of a symmetric positive definite and block two-by-two coefficient matrix is further studied. In fact, this RPCG method is essentially the classical preconditioned conjugate gradient (PCG) method with a specially structured preconditioner. Within this setting, we present algorithmic descriptions of two restrictive preconditioners that, respectively, employ the block Jacobi and the block symmetric Gauss–Seidel matrix splitting matrices as approximations to certain matrices involved in them, and give convergence analyses of the correspondingly induced two PCG methods. Numerical results show that these restrictive preconditioners can lead to practical and effective PCG methods for solving large sparse systems of linear equations of symmetric positive definite and block two-by-two coefficient matrices.
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1. Introduction

Let \( \mathbb{R}^n \) represent the real \( n \)-dimensional vector space, and \( \mathbb{R}^{n \times n} \) the real \( n \times n \) matrix space. In this paper, we will further study several practical restrictive preconditioners and the corresponding preconditioned conjugate gradient methods, called the restrictively preconditioned conjugate gradient (RPCG) methods [9], for solving the large sparse systems of linear equations whose coefficient matrices are symmetric positive definite and are of block two-by-two structure.

In general, we first consider the system of linear equations

\[
Ax = b, \quad A \in \mathbb{R}^{n \times n} \text{ nonsingular and } x, b \in \mathbb{R}^n,
\]

where \( A \in \mathbb{R}^{n \times n} \) is a large sparse matrix, \( x \in \mathbb{R}^n \) the unknown vector, and \( b \in \mathbb{R}^n \) a given right-hand-side vector. If \( A \in \mathbb{R}^{n \times n} \) is isomorphic to a symmetric positive definite matrix \( H \in \mathbb{R}^{n \times n} \), i.e., there exist two nonsingular matrices \( P, Q \in \mathbb{R}^{n \times n} \) such that \( A = PHQ \), then we can construct a restrictive preconditioner \( M = PWQ \) to \( A \), where \( W \in \mathbb{R}^{n \times n} \) is a good approximation to \( H \in \mathbb{R}^{n \times n} \) and is also a symmetric positive definite matrix (see, for instance [19]). Let \( K = Q^{-1}P^T \). Then we can describe the RPCG method [9] for the system of linear equations (1.1) as follows.

**Method 1.1 (The RPCG Method for \( Ax = b \)).**

Choose \( x_0 \in \mathbb{R}^n, r_0 = b - Ax_0 \).
Solve \( Mz_0 = r_0 \), and set \( p_0 = z_0 \).
Solve \( Kv_0 = z_0 \), and set \( q_0 = v_0 \).
For \( k = 0, 1, 2, \ldots \)
\[
\begin{align*}
& \alpha_k = \frac{v_k^T r_k}{q_k^T Ap_k} \\
& x_{k+1} = x_k - \alpha_k p_k \\
& r_{k+1} = r_k + \alpha_k Ap_k \\
& \text{solve } Mz_{k+1} = r_{k+1} \\
& \text{solve } Kv_{k+1} = z_{k+1} \\
& \beta_k = \frac{v_{k+1}^T r_{k+1}}{v_k^T r_k} \\
& p_{k+1} = z_{k+1} + \beta_k p_k \\
& q_{k+1} = v_{k+1} + \beta_k q_k.
\end{align*}
\]

Here, \( K = Q^{-1}P^T \), and \( P, Q \in \mathbb{R}^{n \times n} \) are two nonsingular matrices such that \( A = PHQ \) with \( H \in \mathbb{R}^{n \times n} \) being a symmetric positive definite matrix, and \( M = PWQ \) is the preconditioner of \( A \) with \( W \) being an approximation to \( H \).

This approach is not only applicable to many standard Krylov subspace methods such as the conjugate gradient (CG) [15,12], the conjugate residual [12,13], the CGNR [12,13,18], and the CGNE [12,13,18] methods as well as their preconditioned variants, but also yields many new ones, for solving the system of linear equations (1.1). For details, we refer to [9]. When it is applied to the system of linear
equations (1.1) with the block two-by-two symmetric positive definite coefficient matrix

\[ A = \begin{bmatrix} B & E \\ E^T & C \end{bmatrix} \in \mathbb{R}^{n \times n} \quad \text{with} \quad B \in \mathbb{R}^{m \times m}, \quad C \in \mathbb{R}^{\ell \times \ell} \quad \text{and} \quad m \geq \ell, \]  

(1.2)

the RPCG method naturally reduces to a special but very effective preconditioned conjugate gradient (PCG) method for solving the system of linear equations (1.1)–(1.2). For its detailed description, we refer to [9]. We remark that the case \( m \leq \ell \) can be studied in a similar fashion.

At each iteration step of the RPCG method for the system of linear equations (1.1)–(1.2), we need to compute the exact solutions of two sub-systems of linear equations with different right-hand-side vectors but the same coefficient matrix \( B \in \mathbb{R}^{m \times m} \) (see [9, Method 3.1]). This is very costly and impractical in actual applications, in particular, when the size of the matrix block \( B \) is very large. Therefore, studying variants of this RPCG method that can avoid exact inversion of the matrix block \( B \) is of both theoretical and practical importance.

In this paper, we present practical strategies of constructing the transformation matrices \( P \) and \( Q \), as well as the approximation matrix \( W \) in the RPCG method for the block two-by-two symmetric positive definite system of linear equations (1.1)–(1.2), and consequently, obtain several practical and efficient restrictive preconditioners which lead to iteration methods within the framework of RPCG. These new preconditioners avoid exact inversions of the matrix blocks \( B \) and \( C \), and only require inexact solutions of the sub-systems of linear equations with the coefficient matrices \( B \in \mathbb{R}^{m \times m} \) and \( C \in \mathbb{R}^{\ell \times \ell} \), which are involved in the generalized residual equation at each iteration step of the RPCG method. Therefore, they can result in “inverse-free” variants of the RPCG method for the system of linear equations (1.1)–(1.2) established in [9]. Under reasonable assumptions on the qualities of the approximations to the matrix blocks \( B \) and \( C \), we prove the convergence and estimate the convergence rates of these methods. In particular, we present algorithmic descriptions of two special restrictive preconditioners that result from the modified block Jacobi and the modified block symmetric Gauss–Seidel (BSGS) splittings of the matrix \( W \) [7,8], and give a convergence theory for the correspondingly induced RPCG methods. Moreover, we also give practical techniques for constructing high-quality approximations to the matrix blocks \( B \) and \( C \), as well as the Schur complement of the matrix \( A \). Numerical experiments are implemented for systems of linear equations of form (1.1)–(1.2) that arise from the finite difference discretization of equidistant stepsize, incorporated with the domain decomposition technique, of a second-order self-adjoint elliptic partial differential equations [17], and the results show that our new methods are more robust and effective than the classical PCG methods [15,2,12,18,13].

The organization of the paper is as follows. After establishing the general framework of the practical RPCG methods and demonstrating its convergence theory in Section 2, we describe the algebraic constructions of two special restrictive preconditioners associated with the block Jacobi and the block symmetric Gauss–Seidel splittings, and demonstrate the convergence theorems of the correspondingly induced RPCG methods in Section 3. Practical techniques for constructing high-quality approximations to the matrix blocks \( B \) and \( C \) are investigated in Section 4, and numerical results are shown in Section 5. Finally, in Section 6, we use a brief conclusion and several remarks to end the paper.

2. General description of practical RPCG methods

For the symmetric positive definite system of linear equations (1.1)–(1.2), in this section we will establish a general paradigm of the restrictive preconditioners and, consequently, obtain a general framework
of practical RPCG methods based on Method 1.1. In addition, we will study their convergence property as well. We remark that the RPCG methods within this framework only involve solutions of sub-systems of linear equations whose coefficient matrices are a given approximation of the matrix block $B$ other than $B$ itself as is involved in the RPCG in [9], or in other words, they allow inexact solutions of the sub-systems of linear equations with the coefficient matrix $B$ and, hence, are inexact variants of those discussed in [9].

Because $A \in \mathbb{R}^{n \times n}$ is symmetric positive definite, its diagonal blocks $B \in \mathbb{R}^{m \times m}$ and $C \in \mathbb{R}^{\ell \times \ell}$ are symmetric positive definite, too. Let $L_B \in \mathbb{R}^{n \times n}$ and $L_C \in \mathbb{R}^{\ell \times \ell}$ be nonsingular matrices such that

$$L_B^{-1} B L_B^{-T} = J_B \quad \text{and} \quad L_C^{-1} C L_C^{-T} = J_C.$$  \hspace{1cm} (2.1)

Here we require that $J_B \approx I$ and $J_C \approx I$ hold, with $I$ the identity matrix whose dimension can be inferred from the context. Take

$$P = \begin{bmatrix} L_B & O \\ E^T L_B^{-T} & L_C \end{bmatrix} \quad \text{and} \quad Q = \begin{bmatrix} L_B^T & L_B^{-1} E \\ O & L_C^{-1} \end{bmatrix} = P^T,$$  \hspace{1cm} (2.2)

where $O$ denotes the zero matrix. Then by direct computations we have

$$A = P H Q = P H P^T,$$

where

$$H = \begin{bmatrix} J_B & (I - J_B) \bar{E} \\ E^T (I - J_B) & J_C - E^T \bar{E} - \bar{E}^T (I - J_B) \bar{E} \end{bmatrix}$$  \hspace{1cm} (2.3)

is a symmetric positive definite matrix,

$$\bar{E} = L_B^{-1} E L_C^{-T}$$

and

$$K = Q^{-1} P^T = P^{-T} P^T = I.$$  

Now, we can define the restrictive preconditioner as

$$M = P W P^T,$$

where

$$W \approx \bar{W} := \begin{bmatrix} I & (I - J_B) \bar{E} \\ E^T (I - J_B) & \bar{S} \end{bmatrix} \approx H \quad \text{and} \quad \bar{S} = I - \bar{E}^T \bar{E}.$$  \hspace{1cm} (2.4)

Because

$$P^{-1} = \begin{bmatrix} L_B^{-1} & O \\ -L_C^{-1} E^T L_B^{-T} L_B^{-1} & L_C^{-1} \end{bmatrix},$$

by letting

$$t = (t^{(1)}^T, t^{(2)}^T)^T \equiv P^{-1} r = P^{-1} (r^{(1)}^T, r^{(2)}^T)^T$$

and

$$\tilde{t} = (\tilde{t}^{(1)}^T, \tilde{t}^{(2)}^T)^T \equiv P^T \tilde{z} = P^T (\tilde{z}^{(1)}^T, \tilde{z}^{(2)}^T)^T$$

and
with
\[ r^{(1)}, z^{(1)}, t^{(1)}, \overline{t}^{(1)} \in \mathbb{R}^m \quad \text{and} \quad r^{(2)}, z^{(2)}, t^{(2)}, \overline{t}^{(2)} \in \mathbb{R}^\ell, \]

we can solve the generalized residual equation \( Mz = r \) involved in Method 1.1 through the formulas:

- \( L_{Bt}^{(1)} = r^{(1)}, \quad LB_t^T\overline{t}^{(1)} = t^{(1)}; \)
- \( L_{Ct}^{(2)} = r^{(2)} - E^T\overline{t}^{(1)}; \)
- \( W\overline{t} = t; \)
- \( L_{Cz}^{(2)} = \overline{t}^{(2)}; \)
- \( L_{Bt}^{(1)} = Ez^{(2)}, \quad LB_t^T\overline{z}^{(1)} = \overline{t}^{(1)} - \overline{t}^{(1)}. \)

Consequently, we obtain the following special form of Method 1.1 for solving the symmetric positive definite system of linear equations (1.1)–(1.2).

**Method 2.1 (The RPCG Method for Linear System (1.1)–(1.2)).**

Choose \( x_0 \in \mathbb{R}^n, r_0 = b - Ax_0. \)

Let \( r_0 = (r^{(1)}_0, r^{(2)}_0)^T, z_0 = (z^{(1)}_0, z^{(2)}_0)^T, \) and

- solve \( L_{Bt}^{(1)} = r^{(1)}_0 \) and \( LB_t^T\overline{t}^{(1)} = t^{(1)}; \)
- solve \( L_{Ct}^{(2)} = r^{(2)}_0 - E^T\overline{t}^{(1)}; \)
- solve \( W\overline{t} = t, \) with \( t = (t^{(1)}T, t^{(2)}T)^T \) and \( \overline{t} = (\overline{t}^{(1)}T, \overline{t}^{(2)}T)^T; \)
- solve \( L_{Cz}^{(2)} = \overline{t}^{(2)}; \)
- solve \( LB_{t}^{(1)} = Ez^{(2)}_0 \) and \( LB_t^T\overline{z}^{(1)} = \overline{t}^{(1)} - \overline{t}^{(1)}. \)

Set \( p_0 = z_0. \)

For \( k = 0, 1, 2, \ldots \)

- \( \alpha_k = -\frac{z_k^T r_k}{p_k^T A p_k}; \)
- \( x_{k+1} = x_k - \alpha_k p_k; \)
- \( r_{k+1} = r_k + \alpha_k A p_k; \)
- Let \( r_{k+1} = (r^{(1)}_{k+1}, r^{(2)}_{k+1})^T, z_{k+1} = (z^{(1)}_{k+1}, z^{(2)}_{k+1})^T, \) and
- solve \( L_{Bt}^{(1)} = r^{(1)}_{k+1} \) and \( LB_t^T\overline{t}^{(1)} = t^{(1)}; \)
- solve \( L_{Ct}^{(2)} = r^{(2)}_{k+1} - E^T\overline{t}^{(1)}; \)
- solve \( W\overline{t} = t, \) with \( t = (t^{(1)}T, t^{(2)}T)^T \) and \( \overline{t} = (\overline{t}^{(1)}T, \overline{t}^{(2)}T)^T; \)
- solve \( L_{Cz}^{(2)} = \overline{t}^{(2)}; \)
- solve \( LB_{t}^{(1)} = Ez^{(2)}_{k+1} \) and \( LB_t^T\overline{z}^{(1)}_{k+1} = \overline{t}^{(1)} - \overline{t}^{(1)}; \)
- \( \beta_k = \frac{z_{k+1}^T r_{k+1}}{z_k^T r_k}; \)
- \( p_{k+1} = z_{k+1} + \beta_k p_k. \)
In fact, Method 2.1 is essentially the classical PCG method with the special structured preconditioner $M = PWP^T$, or in other words, it is the conjugate gradient method in the $M^{-1}$-inner product (see [11,14,1] and references therein).

Because the block two-by-two matrix $A$ in (1.2) is symmetric positive definite, from [2, Lemma 9.1] we know that the strengthened Cauchy–Buniakowskii–Schwarz (CBS) inequality holds, i.e., there exists a nonnegative constant $\gamma \in [0, 1)$ such that

$$|y^T Ez| \leq \gamma (y^T By)^{1/2} (z^T Cz)^{1/2}. \quad (2.5)$$

It turns out that in many applications, the constant $\gamma$ does not depend on the dimension of the matrix. As has been shown in [3,10], this situation occurs, for instance, in the variational and finite element solution of elliptic boundary value problems (see also [4,6,5]).

Based on this fact, by making use of the convergence theorem about Method 1.1 (see [9]) we can obtain the following convergence result for Method 2.1.

**Theorem 2.1.** Let $A \in \mathbb{R}^{n \times n}$ be a symmetric positive definite matrix of the block two-by-two structure (1.2), and $P$ and $H$ be the matrices defined by (2.2) and (2.3) such that $A = PHP^T$. Let $M = PWP^T$, where $W \in \mathbb{R}^{n \times n}$ is a symmetric positive definite matrix approximating the matrix $\overline{W} \in \mathbb{R}^{n \times n}$ defined by (2.4). Assume that

$$y^T J_B y \leq 1 \quad \text{and} \quad z^T J_C z \leq 1 \quad (2.6)$$

hold for all normalized vectors $y \in \mathbb{R}^m$ and $z \in \mathbb{R}^\ell$, where $J_B$ and $J_C$ are the matrices defined in (2.1). Then

(i) both $\overline{S}$ and $\overline{W}$ defined in (2.4) are symmetric positive definite matrices;

(ii) if there exist two positive constants $\nu_B \in (0, 1)$ and $\nu_C \in (0, 1)$ such that

$$y^T J_B y \geq 1 - \nu_B \quad \text{and} \quad z^T J_C z \geq 1 - \nu_C \quad (2.7)$$

hold for all normalized vectors $y \in \mathbb{R}^m$ and $z \in \mathbb{R}^\ell$, the iteration sequence $\{x_k\} \subset \mathbb{R}^n$ generated by Method 2.1 satisfies

$$\|x_k - x^*\|_A \leq 2 \left( \frac{\sqrt{\sigma(v, \gamma)\kappa(W^{-1}\overline{W}) - 1}}{\sqrt{\sigma(v, \gamma)\kappa(W^{-1}\overline{W}) + 1}} \right)^k \|x_0 - x^*\|_A, \quad (2.8)$$

provided $v \in (0, 1)$ is such that $\gamma < \Gamma(v)$, where

$$\Gamma(v) = \frac{\sqrt{1 - v} \left( \sqrt{4 - 3v^2} - v \right)}{2(1 + v)}$$

and

$$v = \max\{\nu_B, \nu_C\}, \quad \sigma(v, \gamma) = \frac{1 - v - \gamma v \sqrt{1 - v} - \gamma^2}{(1 - v)^2 - \gamma v \sqrt{1 - v} - (1 + v)\gamma^2},$$

$\kappa(W^{-1}\overline{W})$ represents the Euclidean condition number of the matrix $(W^{-1}\overline{W})$, and $x^* = A^{-1}b$ is the exact solution of the system of linear equations (1.1)–(1.2).
Proof. We first prove (i). Because $A \in \mathbb{R}^{n \times n}$ is symmetric positive definite, we know that its Schur complement

$$S = C - E^T B^{-1} E$$

is symmetric positive definite, too. From (2.6) we can obtain the inequalities

$$y^T By \leq y^T L_B L_B^T y \quad \text{and} \quad z^T Cz \leq z^T L_C L_C^T z, \quad \forall y \in \mathbb{R}^m, \quad \forall z \in \mathbb{R}^\ell.$$

Therefore, it holds that

$$y^T (L_B L_B^T)^{-1} y \leq y^T B^{-1} y, \quad \forall y \in \mathbb{R}^m. \quad (2.9)$$

By straightforward computations we have

$$\overline{S} = I - E^T E$$

$$= I - (L_C^{-1} E^T L_B^{-1})(L_B^{-1} E L_C^{-T})$$

$$= L_C^{-1} [L_C L_C^T - E^T (L_B L_B^T)^{-1} E] L_C^{-T}.$$

It then follows that, for $\forall z \in \mathbb{R}^\ell$,

$$z^T \overline{S} z = z^T L_C^{-1} [L_C L_C^T - E^T (L_B L_B^T)^{-1} E] L_C^{-T} z$$

$$\geq z^T L_C^{-1} [C - E^T B^{-1} E] L_C^{-T} z$$

$$= z^T L_C^{-1} S L_C^{-T} z,$$

where the inequality is induced by (2.9). Hence, the matrix $\overline{S}$ is symmetric positive definite.

Evidently, to demonstrate the symmetric positive definiteness of the matrix $\overline{W}$ defined by (2.4), we only need to verify the symmetric positive definiteness of its Schur complement

$$S_{\overline{W}} = \overline{S} - E^T (I - J_B)^2 E.$$

In fact, because, for all normalized vector $y \in \mathbb{R}^m$, $y^T J_B y \leq 1$ implies $1 \leq y^T J_B^{-1} y$, we obtain for all $z \in \mathbb{R}^\ell$ that

$$z^T S_{\overline{W}} z \geq z^T [\overline{S} - E^T (I - J_B) J_B^{-1} (I - J_B) E] z$$

$$= z^T [I - E^T J_B^{-1} E] z + z^T E^T (I - J_B) E z$$

$$\geq z^T [I - E^T J_B^{-1} E] z$$

$$\geq z^T L_C^{-1} S L_C^{-T} z.$$

Hence, $S_{\overline{W}}$ is a symmetric positive definite matrix.
We now turn to demonstrate the validity of (ii). Obviously, it holds that
\[
\overline{W} - H = \begin{bmatrix} I - J_B & O \\ O & I - J_C + E^T (I - J_B) E \end{bmatrix}.
\]

By (2.6) we immediately obtain the estimate
\[
x^T \overline{W} x \geq x^T H x, \quad \forall x \in \mathbb{R}^n.
\]

On the other hand, as (i) implies for \( z \in \mathbb{R}^\ell \setminus \{0\} \) that
\[
0 < z^T \overline{S} z < z^T z \quad \text{and} \quad z^T \overline{S}^{-1} z > z^T z,
\]
we know that
\[
\| \overline{D}^{-1} \|_2 = \max \left\{ 1, \max_{z \neq 0} \frac{z^T \overline{S}^{-1} z}{z^T z} \right\} = \| \overline{S}^{-1} \|_2,
\]
where we have denoted by
\[
\overline{D} = \begin{bmatrix} I & O \\ O & \overline{S} \end{bmatrix}
\]
the symmetric positive definite block-diagonal matrix of the matrix \( \overline{W} \). Hence, by (2.4) it holds that
\[
\| \overline{D} - \overline{W} \|_2 \leq \| (I - J_B) E \|_2 \leq \| E \|_2 \| I - J_B \|_2
\]
and when
\[
\| \overline{S}^{-1} \|_2 \| E \|_2 \| I - J_B \|_2 < 1,
\]
it holds that
\[
\| \overline{W}^{-1} \|_2 = \| [I - (I - \overline{D}^{-1} \overline{W})]^{-1} \overline{D}^{-1} \|_2
\]
\[
\leq \frac{\| \overline{D}^{-1} \|_2}{1 - \| \overline{D}^{-1} \|_2 \| \overline{D} - \overline{W} \|_2}
\]
\[
= \frac{\| \overline{S}^{-1} \|_2}{1 - \| \overline{S}^{-1} \|_2 \| \overline{D} - \overline{W} \|_2}
\]
\[
\leq \frac{\| \overline{S}^{-1} \|_2}{1 - \| \overline{S}^{-1} \|_2 \| E \|_2 \| I - J_B \|_2}. \quad (2.10)
\]
It then follows that, for \( \forall x = (y^T, z^T)^T \in \mathbb{R}^n \backslash \{0\} \) with \( y \in \mathbb{R}^m \) and \( z \in \mathbb{R}^\ell \),

\[
\frac{\chi^T H \chi}{x^T W x} \geq 1 - \max_{x \neq 0} \left( 1 - \frac{\chi^T H \chi}{x^T W x} \right)
\]

\[
= 1 - \max_{x \neq 0} \frac{\chi^T (W - H) \chi}{x^T W x}
\]

\[
\geq 1 - \|W^{-1}(W - H)\|_2
\]

\[
\geq 1 - \|W^{-1}\|_2 \|W - H\|_2
\]

\[
\geq 1 - \frac{||S^{-1}||_2}{1 - ||S^{-1}||_2 ||E||_2 \|I - J_B\|_2}
\]

\[
\times \max\{||I - J_B\|_2, ||I - J_C\|_2 + ||E||^2_2 \|I - J_B\|_2\}
\]

\[
\geq 1 - \frac{||S^{-1}||_2(1 + ||E||^2_2)}{1 - ||S^{-1}||_2 ||E||_2 \|I - J_B\|_2} \max\{||I - J_B\|_2, ||I - J_C\|_2\}.
\]

Because inequality (2.5), together with (2.9) and (2.7), imply that

\[
z^T E^T E z = z^T L_C^{-1} E^T B^{-1} E L_C^{-1} z
\]

\[
\leq z^T L_C^{-1} E^T B^{-1} E L_C^{-1} z
\]

\[
\leq \gamma \sqrt{(z^T L_C^{-1} E^T B^{-1} E L_C^{-1} z) (B^{-1} E L_C^{-1} z) (z^T L_C^{-1} C L_C^{-1} z)}
\]

\[
= \gamma \sqrt{z^T E^T J_B^{-1} E z} \sqrt{z^T L_C^{-1} C L_C^{-1} z}
\]

\[
\leq \frac{\gamma}{\sqrt{1 - v_B}} \sqrt{z^T E^T E z} \sqrt{z^T L_C^{-1} C L_C^{-1} z}
\]

\[
\leq \frac{\gamma}{\sqrt{1 - v}} \sqrt{z^T E^T E z} \sqrt{z^T L_C^{-1} C L_C^{-1} z},
\]

by making use of (2.6) we can obtain

\[
z^T E^T E z \leq \frac{\gamma^2}{1 - v} z^T L_C^{-1} C L_C^{-1} z \leq \frac{\gamma^2}{1 - v} z^T z
\]
and
\[ z^T S z = z^T (I - E^T E) z \geq \left( 1 - \frac{\gamma^2}{1 - v} \right) z^T z, \]
or equivalently,
\[ \| E \|_2 \leq \frac{\gamma}{\sqrt{1 - v}}, \quad \| S^{-1} \|_2 \leq \frac{1 - v}{1 - v - \gamma^2}. \] (2.11)

In addition, noticing that (2.7) implies that
\[ \| I - J_B \|_2 \leq v_B \leq v \quad \text{and} \quad \| I - J_C \|_2 \leq v_C \leq v \] (2.12)
and
\[ \gamma < \frac{\sqrt{1 - v} \left( \sqrt{v^2 + 4 - v} \right)}{2}, \]
implies that
\[ \| S^{-1} \|_2 \| E \|_2 \| I - J_B \|_2 < 1, \]
we therefore have
\[
\frac{x^T H x}{x^T W x} \geq 1 - \frac{((1 - v)/(1 - v - \gamma^2))(1 + \gamma^2/(1 - v))}{1 - ((1 - v)/(1 - v - \gamma^2))(\gamma/\sqrt{1 - v})} \max\{v_B, v_C\}
\]
\[ \geq 1 - \frac{(1 - v + \gamma^2)v}{1 - v - \gamma v \sqrt{1 - v} - \gamma^2}
\]
\[ > 0, \]
when \( v \in (0, 1) \) satisfies
\[ \gamma < \Gamma(v). \]

Consequently,
\[ \kappa(W^{-1} H) \leq \frac{1 - v - \gamma v \sqrt{1 - v} - \gamma^2}{(1 - v)^2 - \gamma v \sqrt{1 - v} - (1 + v)\gamma^2} = \sigma(v, \gamma) \]
and
\[ \kappa(M^{-1} A) = \kappa(W^{-1} H) \leq \kappa(W^{-1} W) \kappa(W^{-1} H) \leq \sigma(v, \gamma) \kappa(W^{-1} W). \]
Now, from [9, Theorem 2.1] we know that the RPCG iteration sequence \( \{x_k\} \subset \mathbb{R}^n \) satisfies
\[
\|x_k - x^*\|_A \leq 2 \left( \frac{\sqrt{\kappa(M^{-1}A)}}{\kappa(M^{-1}A) + 1} \right)^k \|x_0 - x^*\|_A \\
\leq 2 \left( \frac{\sqrt{\sigma(v, \gamma)\kappa(W^{-1}W)}}{\sqrt{\sigma(v, \gamma)\kappa(W^{-1}W)} + 1} \right)^k \|x_0 - x^*\|_A.
\]
□

3. Several practical restrictive preconditioners

In this section, by particularly choosing the matrix \( W \in \mathbb{R}^{n \times n} \) to be the block Jacobi and the block symmetric Gauss–Seidel (BSGS) approximations of the matrix \( \tilde{W} \in \mathbb{R}^{n \times n} \) in (2.4), we can obtain two restrictive preconditioners, called BJ and BSGS, to the block two-by-two symmetric positive definite matrix \( A \) in (1.2). Hence, we get two versions of the RPCG methods, called BJ-RPCG and BSGS-RPCG, from Method 2.1 for the system of linear equations (1.1)–(1.2). We will precisely describe them in the following.

3.1. The BJ preconditioner

If the matrix \( W \in \mathbb{R}^{n \times n} \) is taken to be the BJ splitting matrix of the matrix \( \tilde{W} \in \mathbb{R}^{n \times n} \) in (2.4), i.e.,
\[
W = \begin{bmatrix} I & O \\ O & \tilde{S} \end{bmatrix},
\]
(3.1)
then we obtain the BJ preconditioner \( M = PWP^{-1} \) to the original coefficient matrix \( A \) in (1.2). From Method 2.1 we can obtain the block Jacobi-type RPCG (BJ-RPCG) method for solving the system of linear equations (1.1)–(1.2).

Let
\[
\tilde{B} = L_B L_B^T \approx B \quad \text{and} \quad \tilde{S} = L_C \tilde{S} L_C^T \approx S = C - E^T B^{-1} E.
\]

Then by making use of the block structures and the internal relationship between the matrices \( P \) and \( W \), we can solve the generalized residual equation \( Mz = r \), with \( z = (z^{(1)}^T, z^{(2)}^T)^T \) and \( r = (r^{(1)}^T, r^{(2)}^T)^T \), involved in the BJ-RPCG method, by the following formulas:

- \( \tilde{t}^{(1)} = \tilde{B}^{-1} r^{(1)} \);
- \( z^{(2)} = \tilde{S}^{-1} (r^{(2)} - E^T \tilde{t}^{(1)}) \);
- \( \tilde{t}^{(1)} = \tilde{B}^{-1} (E z^{(2)}) \);
- \( z^{(1)} = t^{(1)} - \tilde{t}^{(1)} \).

Consequently, we obtain the following algorithmic description of the BJ-RPCG method.
Method 3.1 (The BJ-RPCG Method for Linear System (1.1)–(1.2)).

Choose \( x_0 \in \mathbb{R}^n \), \( r_0 = b - Ax_0 \).

Let \( r_0 = (r_0^{(1)T}, r_0^{(2)T})^T \), \( z_0 = (z_0^{(1)T}, z_0^{(2)T})^T \), and

- solve \( \widehat{B}t^{(1)} = r_0^{(1)} \)
- solve \( \widehat{S}z_0^{(2)} = r_0^{(2)} - E^T t^{(1)} \)
- solve \( \widehat{B}t^{(1)} = E z_0^{(2)} \)
- compute \( z_0^{(1)} = t^{(1)} - \overline{t}^{(1)} \).

Set \( p_0 = z_0 \).

For \( k = 0, 1, 2, \ldots \)

\[
\begin{align*}
    x_k &= - \frac{z_k^T r_k}{p_k^T A p_k} \\
    x_{k+1} &= x_k - x_k p_k \\
    r_{k+1} &= r_k + x_k A p_k \\
    \text{Let } r_{k+1} &= (r_{k+1}^{(1)T}, r_{k+1}^{(2)T})^T, z_{k+1} = (z_{k+1}^{(1)T}, z_{k+1}^{(2)T})^T, \text{and} \ \\
    &\text{solve } \widehat{B}t^{(1)} = r_{k+1}^{(1)} \\
    &\text{solve } \widehat{S}z_{k+1}^{(2)} = r_{k+1}^{(2)} - E^T t^{(1)} \\
    &\text{solve } \widehat{B}t^{(1)} = E z_{k+1}^{(2)} \\
    &\text{compute } z_{k+1}^{(1)} = t^{(1)} - \overline{t}^{(1)} \\
    \beta_k &= \frac{z_{k+1}^T r_{k+1}}{z_k^T r_k} \\
    p_{k+1} &= z_{k+1} + \beta_k p_k.
\end{align*}
\]

Evidently, the only difference between Method 3.1 here and Method 3.1 in [9] is that the former involves only an approximation matrix \( \widehat{B} \) of \( B \), while the latter involves the matrix block \( B \). Therefore, Method 3.1 here allows approximate inversion of the matrix block \( B \) at each iteration. Also, we note that, at each of its iteration steps, the BJ-RPCG method requires solutions of two sub-systems of linear equations with the coefficient matrix \( \widehat{B} \in \mathbb{R}^{m \times m} \) and one sub-system of linear equations with the coefficient matrix \( \widehat{S} \in \mathbb{R}^{\ell \times \ell} \).

Based on Theorem 2.1, we can demonstrate the following convergence theorem for Method 3.1.

**Theorem 3.1.** Let the conditions of Theorem 2.1 be satisfied. Then the iteration sequence \( \{x_k\} \subset \mathbb{R}^n \) generated by Method 3.1 satisfies

\[
\|x_k - x^*\|_A \leq 2 \left( \frac{\sqrt{\delta(v, \gamma)} - 1}{\sqrt{\delta(v, \gamma)} + 1} \right)^k \|x_0 - x^*\|_A,
\]

provided \( v \in (0, 1) \) is such that \( \gamma < \Gamma(v) \), where

\[
\Gamma(v) = \frac{\sqrt{1 - v} \left( \sqrt{4 - 3v^2} - v \right)}{2(1 + v)}
\]
and
\[ \delta(v, \gamma) = \frac{1 - v + \gamma v \sqrt{1 - v - \gamma^2}}{(1 - v)^2 - \gamma v \sqrt{1 - v} - (1 + v)\gamma^2}. \]

**Proof.** We first derive bounds for \( \kappa(W^{-1}\overline{W}) \). From (2.4) we have
\[
\overline{W} = W + \begin{bmatrix}
\overline{E}^T (I - J_B) & \overline{O} \\
(I-J_B)\overline{E} & \overline{O}
\end{bmatrix}
\]
and hence,
\[
W^{-1}\overline{W} = I + W^{-1} \begin{bmatrix}
\overline{E}^T (I - J_B) & \overline{O} \\
(I-J_B)\overline{E} & \overline{O}
\end{bmatrix}.
\]
It then follows that, for \( \forall x \in \mathbb{R}^n \setminus \{0\} \),
\[
\frac{x^T \overline{W} x}{x^T W x} \leq 1 + \|W^{-1}\|_2 \| (I - J_B)\overline{E} \|_2 \\
\leq 1 + \|\overline{S}^{-1}\|_2 \|\overline{E}\|_2 \| I - J_B \|_2 \\
\leq 1 + \frac{\gamma v \sqrt{1 - v}}{1 - v - \gamma^2}
\]
and
\[
\frac{x^T \overline{W} x}{x^T W x} \geq 1 - \|W^{-1}\|_2 \| (I - J_B)\overline{E} \|_2 \\
\geq 1 - \|\overline{S}^{-1}\|_2 \|\overline{E}\|_2 \| I - J_B \|_2 \\
\geq 1 - \frac{\gamma v \sqrt{1 - v}}{1 - v - \gamma^2},
\]
here we have applied estimates (2.11) and (2.12). Therefore, it holds that
\[
\kappa(W^{-1}\overline{W}) \leq \frac{1 - v + \gamma v \sqrt{1 - v - \gamma^2}}{1 - v - \gamma v \sqrt{1 - v} - (1 + v)\gamma^2}.
\]
By substituting this estimate into Theorem 2.1 we straightforwardly get the conclusion of Theorem 3.1.

\[ \square \]

3.2. The BSGS preconditioner

If the matrix \( W \in \mathbb{R}^{n \times n} \) is taken to be the BSGS splitting matrix of the matrix \( \overline{W} \in \mathbb{R}^{n \times n} \) in (2.4), i.e.,
\[
W = \begin{bmatrix}
I & (I - J_B)E \\
O & \overline{S}
\end{bmatrix} \begin{bmatrix}
I & O \\
O & \overline{S}
\end{bmatrix}^{-1} \begin{bmatrix}
\overline{E}^T (I - J_B) & O \\
O & \overline{S}
\end{bmatrix},
\]
then we obtain the BSGS preconditioner \( M = PW P^{-1} \) to the original coefficient matrix \( A \) in (1.2). From Method 2.1 we can obtain the block symmetric Gauss–Seidel-type RPCG (BSGS-RPCG) method for solving the system of linear equations (1.1)–(1.2).
Let
\[ \hat{B} = L_B L_B^T \approx B \quad \text{and} \quad \hat{S} = L_C S L_C^T \approx S = C - E^T B^{-1} E. \]

Then by making use of the block structures and the internal relationship between the matrices \(P\) and \(W\), we can solve the generalized residual equation \(Mz = r\), with \(z = (z^{(1)} \; z^{(2)})^T\) and \(r = (r^{(1)} \; r^{(2)})^T\), involved in the BSGS-RPCG method, by the following formulas:

1. \(t^{(1)} = \hat{B}^{-1} r^{(1)}\);
2. \(t^{(2)} = \hat{S}^{-1} (r^{(2)} - E^T t^{(1)})\);
3. \(\tilde{t}^{(1)} = \hat{B}^{-1}(E t^{(2)})\);
4. \(\tilde{t}^{(2)} = \hat{S}^{-1}(E^T (\tilde{t}^{(1)} - t^{(1)})\)
5. \(z^{(1)} = \tilde{t}^{(1)} - \tilde{t}^{(1)}\);
6. \(z^{(2)} = \tilde{t}^{(2)} - \tilde{t}^{(2)}\);
7. \(\tilde{t}^{(1)} = \hat{B}^{-1}(E z^{(2)})\);
8. \(z^{(1)} = \tilde{t}^{(1)} - \tilde{t}^{(1)}\).

Consequently, we obtain the following algorithmic description of the BSGS-RPCG method.

**Method 3.2 (The BSGS-RPCG method for linear system (1.1)–(1.2)).**

Choose \(x_0 \in \mathbb{R}^d\), \(r_0 = b - Ax_0\).

Let \(r_0 = (r_0^{(1)} \; r_0^{(2)})^T\), \(z_0 = (z_0^{(1)} \; z_0^{(2)})^T\), and

- solve \(\hat{B} t^{(1)} = r_0^{(1)}\)
- solve \(\hat{S} t^{(2)} = r_0^{(2)} - E^T t^{(1)}\)
- solve \(\hat{B} \tilde{t}^{(1)} = E t^{(2)}\)
- solve \(\hat{S} \tilde{t}^{(2)} = E^T (\tilde{t}^{(1)} - t^{(1)})\)
- compute \(\tilde{t}^{(1)} = \tilde{t}^{(1)} - \tilde{t}^{(1)}\)
- solve \(\hat{B} t^{(1)} = \hat{B} \tilde{t}^{(1)}\)
- solve \(\hat{S} \tilde{t}^{(2)} = E^T (\tilde{t}^{(1)} - t^{(1)})\)
- compute \(z_0^{(2)} = t^{(2)} - \tilde{t}^{(2)}\)
- solve \(\hat{B} \tilde{t}^{(1)} = E z_0^{(2)}\)
- compute \(z_0^{(1)} = \tilde{t}^{(1)} - \tilde{t}^{(1)}\).

Set \(p_0 = z_0\).

For \(k = 0, 1, 2, \ldots\)

- \(\alpha_k = \frac{z_k^T r_k}{p_k^T A p_k}\)
- \(x_{k+1} = x_k - \alpha_k p_k\)
- \(r_{k+1} = r_k + \alpha_k A p_k\)
Let \( r_{k+1} = (r_{1k}^{(1)}, r_{2k}^{(2)})^T, z_{k+1} = (z_{1k}^{(1)}, z_{2k}^{(2)})^T \), and

\[
\begin{align*}
&\text{solve } \hat{B} t^{(1)} = r_{1k}^{(1)} \\
&\text{solve } \hat{B} t^{(2)} = r_{2k}^{(2)} - E^T t^{(1)} \\
&\text{solve } \hat{B} \tilde{t}^{(1)} = r_{1k}^{(1)} + \hat{B} \tilde{t}^{(1)} \\
&\text{compute } \tilde{t}^{(1)} = \tilde{t}^{(1)} - \hat{t}^{(1)} \\
&\text{solve } \hat{B} \tilde{t}^{(1)} = B \tilde{t}^{(1)} \\
&\text{solve } \hat{S} \tilde{t}^{(2)} = E^T (\tilde{t}^{(1)} - t^{(1)}) \\
&\text{compute } \tilde{z}^{(2)}_{k+1} = t^{(2)} - \tilde{t}^{(2)} \\
&\text{solve } \hat{B} \tilde{t}^{(1)} = E \tilde{z}^{(2)}_{k+1} \\
&\text{compute } \tilde{z}^{(1)}_{k+1} = \tilde{t}^{(1)} - \hat{t}^{(1)} \\
&\beta_k = \frac{z_{k+1}^T r_{k+1}}{z_k^T r_k} \\
p_{k+1} = z_{k+1} + \beta_k p_k.
\end{align*}
\]

Method 3.2 is not discussed in [9], even for its exact variant that is induced by taking \( \hat{B} = B \). Clearly, at each of its iteration steps, the BSGS-RPCG method requires solutions of five sub-systems of linear equations with the coefficient matrix \( \hat{B} \in \mathbb{R}^{m \times m} \) and two sub-systems of linear equations with the coefficient matrix \( \hat{S} \in \mathbb{R}^{\ell \times \ell} \). Therefore, its computing cost is about twice of that of BJ-RPCG method. However, from the convergence theorem established below we can see that the BSGS-RPCG method is faster than the BJ-RPCG method.

Based on Theorem 2.1, we can demonstrate the following convergence theorem for Method 3.2.

**Theorem 3.2.** Let the conditions of Theorem 2.1 be satisfied. Then the iteration sequence \( \{x_k\} \subset \mathbb{R}^n \) generated by Method 3.2 satisfies

\[
\|x_k - x^*\|_A \leq 2 \left( \frac{\sqrt{\delta(v, \gamma)} - 1}{\sqrt{\delta(v, \gamma)} + 1} \right)^k \|x_0 - x^*\|_A,
\]

provided \( v \in (0, 1) \) is such that \( \gamma < \Gamma(v) \), where

\[
\Gamma(v) = \frac{\sqrt{1 - v} \left( \sqrt{4 - 3v^2} - v \right)}{2(1 + v)}
\]

and

\[
\delta(v, \gamma) = \frac{(1 - v)v^2 \gamma^2 + (1 - v - \gamma^2) \left( 1 - v - \gamma v \sqrt{1 - v} - \gamma^2 \right)}{\left[ (1 - v)^2 - \gamma v \sqrt{1 - v} - (1 + v)\gamma^2 \right] (1 - v - \gamma^2)}.
\]
Proof. We first derive bounds for $\kappa(W^{-1}\overline{W})$. From (2.4) we have

$$W = \overline{W} + \begin{bmatrix} (I - J_B)\overline{E}S^{-1}\overline{E}^T(I - J_B) & O \\ O & O \end{bmatrix}. $$

Hence, by making use of (2.6) and Theorem 2.1(i) we can immediately obtain that, for all $x \in \mathbb{R}^n$,

$$x^T W x \geq x^T \overline{W} x,$$

or equivalently,

$$\frac{x^T W x}{x^T \overline{W} x} \leq 1, \quad \forall x \in \mathbb{R}^n \setminus \{0\}.$$ 

In addition, it holds that, for $\forall x \in \mathbb{R}^n \setminus \{0\}$,

$$\frac{x^T W x}{x^T \overline{W} x} \leq \max_{x \neq 0} \frac{x^T W x}{x^T \overline{W} x} = \|W^{-1} W\|_2 \leq 1 + \|W^{-1}\|_2 \|(I - J_B)\overline{E}S^{-1}\overline{E}^T(I - J_B)\|_2 \leq 1 + \|W^{-1}\|_2 \|\overline{E}\|^2 \|S^{-1}\|_2 \|I - J_B\|^2_2.$$

By applying the estimates (2.10), (2.11) and (2.12) to this inequality, we can further obtain

$$\frac{x^T W x}{x^T \overline{W} x} \leq 1 + \frac{\|S^{-1}\|^2_2 \|\overline{E}\|^2_2 \|I - J_B\|^2_2}{1 - \|S^{-1}\|_2 \|\overline{E}\|_2 \|I - J_B\|_2} \frac{(1 - v)v^2\gamma^2}{(1 - v - \gamma^2)(1 - v - \gamma v\sqrt{1 - v - \gamma^2}).}$$

Therefore, it holds that

$$\kappa(W^{-1}\overline{W}) \leq \frac{(1 - v)v^2\gamma^2 + (1 - v - \gamma^2)(1 - v - \gamma v\sqrt{1 - v - \gamma^2})}{(1 - v - \gamma^2)(1 - v - \gamma v\sqrt{1 - v - \gamma^2})}. $$

By substituting this estimate into Theorem 2.1 we straightforwardly get the conclusion of Theorem 3.2.

Theorems 3.1 and 3.2 show that the effectiveness of these two methods depends on the property of the original problem and the quality of the approximation matrix as well. Therefore, which method is more effective in actual applications needs to be further examined by numerical experiments.

Instead of the BJ and the BSGS splitting matrices defined in (3.1) and (3.2), we can approximate the matrix $\overline{W}$ in (2.4) by the modified BJ and the modified BSGS splitting matrices [7,8] and obtain the approximation matrix $\overline{W}$, i.e., we can take $\overline{W}$ to be of the same form as (3.1) or (3.2) but replace $S$ by its approximation (for simplicity of notation, it is still denoted by $\overline{S}$). This therefore leads to variants of the BJ-RPCG method and the BSGS-RPCG method, which allow more flexible choices of the approximate Schur complement $\overline{S}$. Convergence theorems of these two variants can be easily established similarly to Theorems 3.1 and 3.2.
4. Typical choices of the matrices $L_B$ and $L_C$

Recalling that we have represented by

$$\hat{B} = L_B L_B^T \approx B, \quad \hat{S} = (\text{or } \approx) L_C \bar{S} L_C^T \approx S = C - E^T B^{-1} E.$$ 

Let

$$\hat{C} = L_C L_C^T \approx C.$$ 

In this section, we will discuss possible choices of the matrices $L_B$ and $L_C$, or in other words, the matrices $\hat{B}$, $\hat{C}$ and $\hat{S}$.

Let $M_B \in \mathbb{R}^{n \times n}$ be a symmetric positive definite matrix obtained possibly through **incomplete Cholesky** (IC) factorizations \([2,16,18]\), splitting iterations (e.g., Jacobi, symmetric Gauss–Seidel (SGS), or symmetric successive overrelaxation (SSOR), etc.) \([2,12,7,8]\), or multigrid/multilevel approximations \([2]\), etc., of the matrix block $B \in \mathbb{R}^{m \times m}$. Without loss of generality, we assume that the condition (2.6) is automatically satisfied, i.e.,

$$\frac{y^T B y}{y^T M_B y} \leq 1, \quad \forall y \in \mathbb{R}^m \setminus \{0\}.$$ 

Because, otherwise, we can turn to consider the shifted matrix

$$M_B := M_B + \beta I, \quad \beta > 0 \text{ a constant},$$

instead. In addition, we assume that the splitting

$$B = M_B - N_B \quad \text{with } N_B = M_B - B,$$

is convergent, i.e., the spectral radius of the matrix $M_B^{-1} N_B$, denoted by $\rho(M_B^{-1} N_B)$, is less than 1. In fact, such an assumption is not very restrictive and can be satisfied by many splittings such as the (block) symmetric Gauss–Seidel splitting (see, for instance, \([17,2,13]\)). If such a matrix $M_B$ further satisfies the condition (2.7), i.e.,

$$\min_{y \neq 0} \frac{y^T B y}{y^T M_B y} \geq 1 - v$$

for a $v \in (0, 1)$ such that $\gamma < \Gamma(v)$, then we can take $\hat{B} = M_B$. Otherwise, we take

$$\hat{B} = B[I - (M_B^{-1} N_B)^{k_B}]^{-1} = M_B \left[ \sum_{j=0}^{k_B-1} (M_B^{-1} N_B)^j \right]^{-1},$$

where $k_B$ is a positive integer such that

$$k_B > \frac{\ln(v)}{\ln(\rho(M_B^{-1} N_B))}.$$
Such a matrix \( \hat{B} \) will be symmetric positive definite and satisfy

\[
\min_{y \neq 0} \frac{y^T By}{y^T \hat{B} y} \geq 1 - v,
\]

or the condition (2.7).

In fact, \( \hat{B} \) is evidently symmetric since

\[
\hat{B}^T = \left[ \sum_{j=0}^{k_B-1} (N_B M_B^{-1})^j \right]^{-1} M_B = M_B \left[ \sum_{j=0}^{k_B-1} (M_B^{-1} N_B)^j \right]^{-1} = \hat{B}.
\]

It is positive definite since the smallest eigenvalue of the matrix

\[
M_B^{-1/2} \hat{B} M_B^{-1/2} = M_B^{1/2} \left[ \sum_{j=0}^{k_B-1} (M_B^{-1} N_B)^j \right]^{-1} M_B^{-1/2}
\]

\[
= (I - M_B^{-1/2} N_B M_B^{-1/2}) [I - (M_B^{-1/2} N_B M_B^{-1/2})^{k_B}]^{-1}
\]

is bounded from below by the positive constant \( (1 - \rho(M_B^{-1} N_B)) / (1 - [\rho(M_B^{-1} N_B)]^{k_B}) \). Moreover, \( \hat{B} \) satisfies (4.1) since

\[
\max_{y \neq 0} \frac{y^T \hat{B} y}{y^T By} \leq \rho(B^{-1} \hat{B}) = \rho([I - (M_B^{-1} N_B)^{k_B}]^{-1})
\]

\[
\leq [1 - \rho(M_B^{-1} N_B)^{k_B}]^{-1} := (1 - v)^{-1}
\]

with

\[
v = \rho(M_B^{-1} N_B)^{k_B}.
\]

The choice of the matrix \( \hat{C} \) can be discussed in an analogous fashion.

According to the matrix \( \hat{S} \in \mathbb{R}^{l \times t} \), we therefore have the following two typical choices:

(a) \( \hat{S} = \hat{C} \);
(b) \( \hat{S} = \hat{C} - E^T G E \), and \( G \in \mathbb{R}^{m \times m} \) is a sparse approximation to the matrix \( \hat{B}^{-1} \).

Correspondingly, we obtain two practical versions of the BJ-RPCG method and the BSGS-RPCG method, denoted, respectively, by BJ-RPCG(a), BJ-RPCG(b) and BSGS-RPCG(a), BSGS-RPCG(b).

5. Numerical results

To simplify statements, we first introduce the following necessary notations.

\( \Omega = (0, 1) \times (0, 1) \in \mathbb{R}^2 \) represents a square domain on the \((\zeta, \eta)\)-plane, and \( \partial \Omega \) its boundary. \text{diag}(\cdot) and \text{tridiag}(\cdot) denote a point-diagonal and point-tridiagonal matrix, respectively, and \text{Diag}(\cdot) and \text{Tridiag}(\cdot)
denote a block-diagonal and block-tridiagonal matrix, respectively. For example,

\[ \text{diag}(t_1, t_2, \ldots, t_p) = \begin{bmatrix} t_1 & & \\ & t_2 & \\ & & \ddots \\ & & & t_p \end{bmatrix}, \]

\[ \text{tridiag}(t^{(-1)}, t_i^{(0)}, t^{(1)}) = \begin{bmatrix} t_i^{(0)} & t_i^{(1)} \\ t^{(-1)} & t_i^{(0)} & t^{(1)} \\ & \ddots & \ddots \\ & & t^{(-1)} & t_i^{(0)} \\ & & & t^{(-1)} & t_i^{(0)} \end{bmatrix}, \]

and

\[ \text{Diag}(T_1, T_2, \ldots, T_p) = \begin{bmatrix} T_1 & & \\ & T_2 & \\ & & \ddots \\ & & & T_p \end{bmatrix}, \]

\[ \text{Tridiag}(T^{(-1)}, T_i^{(0)}, T^{(1)}) = \begin{bmatrix} T_i^{(0)} & T^{(1)} \\ T^{(-1)} & T_i^{(0)} & T^{(1)} \\ & \ddots & \ddots \\ & & T^{(-1)} & T_i^{(0)} \\ & & & T^{(-1)} & T_i^{(0)} \end{bmatrix}, \]

with \( T^{(-1)}, T^{(1)}, T_j (j = 1, 2, \ldots, p) \) and \( T_i^{(0)} (i, j = 1, 2, \ldots, p) \) being square submatrices of suitable sizes. In addition, we denote by \( n = N \times N \) and \( h = 1/(N + 1) \). For a nonlinear function \( u : \mathbb{R}^2 \to \mathbb{R}^1 \), we employ \( u_{i,j} \) to represent \( u(ih, jh) \), i.e., the value of \( u(\xi, \eta) \) at the grid point \((ih, jh)\).

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIT</td>
<td>Number of iteration steps</td>
</tr>
<tr>
<td>CPU</td>
<td>CPU timing</td>
</tr>
<tr>
<td>ERR</td>
<td>Absolute error of the approximate solution</td>
</tr>
<tr>
<td>( \mathcal{R}(A) )</td>
<td>Restricted matrix of the matrix ( A )</td>
</tr>
<tr>
<td>( \mathcal{R}_B(A) )</td>
<td>( \mathcal{R}(A) ) with the same sparse pattern as the matrix ( B )</td>
</tr>
<tr>
<td>SGS</td>
<td>Symmetric Gauss–Seidel preconditioner</td>
</tr>
<tr>
<td>IC</td>
<td>IC preconditioner with no fill-in [16]</td>
</tr>
<tr>
<td>CG</td>
<td>Conjugate gradient method</td>
</tr>
<tr>
<td>PCG</td>
<td>Preconditioned CG method</td>
</tr>
</tbody>
</table>
In numerical experiments, the right-hand-side vector \( b \in \mathbb{R}^n \) is taken to be \( b = (1^2, 2^2, \ldots, n^2)^T \in \mathbb{R}^n \), and the exact solution \( x^* = A^{-1}b \) of the system of linear equations (1.1)–(1.2) is computed by Matlab with precision 10\(^{-16}\). All iterations are started from an initial vector \( x_0 \in \mathbb{R}^n \) having all entries equal to zero, and terminated if either \( \varepsilon \leq \varepsilon_0 \) or \( IT \geq IT_{\text{max}} \) is satisfied, where \( \varepsilon = \|x_k - x^*\|_2/\|x_0 - x^*\|_2 \) denotes the reduction factor with respect to the error of an iteration, “IT” is the number of total iteration steps, and \( \varepsilon \) and \( IT_{\text{max}} \) are, respectively, the prescribed accuracy and the maximum of iteration steps.

For a number set \( \mathcal{P} \subset \{(i, j) \mid i, j = 1, 2, \ldots, n\} \) and a matrix \( A = (a_{ij}) \in \mathbb{R}^{n \times n} \), \( R(A) = (x_{ij}) \in \mathbb{R}^{n \times n} \) is defined by \( x_{ij} = a_{ij} \) if \( (i, j) \in \mathcal{P} \), and \( x_{ij} = 0 \) if \( (i, j) \notin \mathcal{P} \), \( i, j = 1, 2, \ldots, n \). If \( B = (b_{ij}) \in \mathbb{R}^{n \times n} \), then \( R_B(A) = (x_{ij}) \in \mathbb{R}^{n \times n} \) is defined by \( x_{ij} = a_{ij} \) if \( b_{ij} \neq 0 \), and \( x_{ij} = 0 \) if \( b_{ij} = 0 \), \( i, j = 1, 2, \ldots, n \).

We consider the second-order self-adjoint elliptic boundary value problem

\[
\begin{align*}
\left\{
\begin{array}{l}
-\mu \Delta u + \theta(\xi, \eta)u = f(\xi, \eta), \quad \text{in } \Omega, \\
u = 0, \\
\end{array}
\right.
\end{align*}
\]

where \( \mu \) is a positive constant, and \( \theta(\xi, \eta) \) and \( f(\xi, \eta) \) are bounded nonlinear functions. By choosing different \( \mu \) and \( \theta(\xi, \eta) \) we can get a number of testing problems.

Assume that \( \Omega_1 = (0, 1) \times (0, \gamma_1) \) and \( \Omega_2 = (0, 1) \times (\gamma_2, 1) \) are two subdomains of the domain \( \Omega \), with \( \gamma_1 \) and \( \gamma_2 \) being positive constants satisfying \( 0 < \gamma_2 < \gamma_1 < 1 \), and \( \Omega_o = \Omega_1 \cap \Omega_2 = (0, 1) \times (\gamma_2, \gamma_1) \) the overlapping between \( \Omega_1 \) and \( \Omega_2 \). If the partial differential equation (5.1) is discretized by centered differences with uniform stepsize \( h (0 < h < \gamma_1 - \gamma_2) \), and the nodes are labeled by the ordering of the subdomains according to

\[
\begin{align*}
\mathcal{P}_1 &= \{(i, j) \mid (ih, jh) \in \Omega_1 \setminus \Omega_o, \ 1 \leq i \leq N, 1 \leq j \leq p\}, \\
\mathcal{P}_2 &= \{(i, j) \mid (ih, jh) \in \Omega_2 \setminus \Omega_o, \ 1 \leq i \leq N, 1 \leq j \leq q\}, \\
\mathcal{P}_3 &= \{(i, j) \mid (ih, jh) \in \Omega_o, \ 1 \leq i \leq N, 1 \leq j \leq s\}
\end{align*}
\]

and the nodes in each subdomain are labeled by the natural ordering, i.e., from left to right, and bottom to top, then we obtain a system of linear equations of form (1.1)–(1.2), in which \( h = 1/(N + 1) \),

\[
B = \begin{bmatrix} A_{1,1} & O \\ O & A_{2,2} \end{bmatrix}, \quad E = \begin{bmatrix} A_{1,3} \\ -A_{2,3} \end{bmatrix}, \quad C = A_{3,3},
\]

where \( m = (p + q)N, \ell = sN; p = \gamma_2/h, q = (1 - \gamma_1)/h - 1 \) and \( s = (\gamma_1 - \gamma_2)/h \) are positive integers satisfying \( p + q + s = N \);

\[
A_{1,1} = \text{Tridiag}(-\mu I, T_{1:p}, -\mu I) \in \mathbb{R}^{pN \times pN},
\]

\[
A_{2,2} = \text{Tridiag}(-\mu I, T_{(p+1):p+q}, -\mu I) \in \mathbb{R}^{qN \times qN},
\]

\[
A_{3,3} = \text{Tridiag}(-\mu I, T_{(p+q+1):N}, -\mu I) \in \mathbb{R}^{sN \times sN},
\]

\[
A_{1,3} = \begin{bmatrix} O \\ -\mu I_{N \times N} \end{bmatrix} \in \mathbb{R}^{pN \times sN}, \quad A_{2,3} = \begin{bmatrix} O \\ -\mu I_{N \times N} \end{bmatrix} \in \mathbb{R}^{qN \times sN}
\]
and for $i = 1, 2, \ldots, N$,
\[ T_i = \text{tridiag}(\mu^{(1)}, \mu^{(0)}_{1:N}, \mu^{(1)}) \in \mathbb{R}^{N \times N} \]

with
\[ \mu^{(1)} = -\mu, \quad \mu^{(0)}_{i,j} = 4\mu + h^2\theta_{i,j}, \quad 1 \leq i, j \leq N. \]

For more details, we refer the readers to [17].

We remark that the block two-by-two matrix $A \in \mathbb{R}^{n \times n}$ described above differs from the usual block tridiagonal matrix $\tilde{\mathcal{A}} \in \mathbb{R}^{n \times n}$ only by a permutation. The latter is the matrix obtained from the centered finite difference discretization with uniform stepsize $h$ of the second-order self-adjoint elliptic boundary value problem (5.1), for which the nodes in the domain $\Omega$ are labeled by the natural ordering, i.e., from left to right, and bottom to top. More specifically, let $x = (y^T, z^T, w^T)^T \in \mathbb{R}^n$, with $y \in \mathbb{R}^{pN}$, $z \in \mathbb{R}^{qN}$ and $w \in \mathbb{R}^{sN}$, and let
\[ II = \begin{pmatrix} I_{pN \times pN} & O & O \\ O & O & I_{qN \times qN} \\ O & I_{sN \times sN} & O \end{pmatrix} \in \mathbb{R}^{n \times n}. \]

Then $II$ is a permutation matrix and
\[ \mathcal{A} = II\mathcal{A}II. \]

It follows that the block two-by-two linear system (1.1)–(1.2) is equivalent to the linear system
\[ \mathcal{A}\tilde{x} = \tilde{b} \quad \text{with} \quad \tilde{x} = IIx \quad \text{and} \quad \tilde{b} = IIb \quad (5.2) \]

through the permutation $II$. Because a permutation does not introduce any more arithmetic operations, we can claim that the classical CG and PCG methods for linear system (1.1)–(1.2) possess the same theoretical properties and numerical behaviors as those for the linear system (5.2).

In our computing, we take $\gamma_1 = 1 + \frac{1}{8}, \gamma_2 = 1, \epsilon = 10^{-8}$, and $\text{IT}_{\text{max}} = n$. The RPCG with an IC (SGS) preconditioner means that we take $G = \hat{B}^{-1}$ with $\hat{B}$ the IC factorization (SGS splitting matrix) of the matrix $B$, and $\hat{\mathcal{S}}$ the IC factorization (SGS splitting matrix) of the matrix $C - \mathcal{R}_C(E^TGE)$. And the PCG with an IC (SGS) preconditioner means that we take the IC factorization (SGS splitting matrix) of the coefficient matrix $A$ as its preconditioner and apply it to precondition the conjugate gradient method for the system of linear equations (1.1)–(1.2).

**Example 5.1.** Problem (5.1) with $\mu = 1.0$

\[ \theta(\xi, \eta) = \frac{2\tan^2(\pi(\xi - \frac{1}{2}))}{\xi(1 - \eta)} + \frac{2\tan^2(\pi(\eta - \frac{1}{2}))}{(1 - \xi)\eta}. \]

**Example 5.2.** Problem (5.1) with $\mu = 1.0$

\[ \theta(\xi, \eta) = \frac{2\cos^2(\xi) \sin^2(\eta) \tan^2(\pi(\xi - \frac{1}{2}))}{\xi(1 - \eta)} + \frac{2\sin^2(\xi) \cos^2(\eta) \tan^2(\pi(\eta - \frac{1}{2}))}{(1 - \xi)\eta}. \]
<table>
<thead>
<tr>
<th>$h^{-1}$</th>
<th>$n$</th>
<th>BJ-RPCG(a)</th>
<th>SGS</th>
<th>BJ-RPCG(b)</th>
<th>SGS</th>
<th>BSGS-RPCG(a)</th>
<th>SGS</th>
<th>BSGS-RPCG(b)</th>
<th>SGS</th>
<th>PCG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IC</td>
<td>CPU</td>
<td>ERR</td>
<td>IC</td>
<td>CPU</td>
<td>ERR</td>
<td>IC</td>
<td>CPU</td>
<td>ERR</td>
</tr>
<tr>
<td>h^{-1}</td>
<td>n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>9025</td>
<td>13</td>
<td>0.70</td>
<td>3.10e-9</td>
<td>12</td>
<td>0.69</td>
<td>3.96e-9</td>
<td>12</td>
<td>0.82</td>
<td>6.53e-9</td>
</tr>
<tr>
<td>104</td>
<td>10,609</td>
<td>13</td>
<td>0.88</td>
<td>2.81e-9</td>
<td>12</td>
<td>0.86</td>
<td>3.14e-9</td>
<td>12</td>
<td>0.97</td>
<td>5.02e-9</td>
</tr>
<tr>
<td>112</td>
<td>12,321</td>
<td>13</td>
<td>1.00</td>
<td>3.16e-9</td>
<td>12</td>
<td>0.98</td>
<td>3.80e-9</td>
<td>13</td>
<td>1.18</td>
<td>6.55e-9</td>
</tr>
<tr>
<td>136</td>
<td>18,225</td>
<td>12</td>
<td>1.63</td>
<td>2.52e-9</td>
<td>12</td>
<td>1.58</td>
<td>2.85e-9</td>
<td>13</td>
<td>1.87</td>
<td>4.64e-9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIT</td>
<td>CPU</td>
<td>ERR</td>
<td>NIT</td>
<td>CPU</td>
<td>ERR</td>
<td>NIT</td>
<td>CPU</td>
<td>ERR</td>
</tr>
<tr>
<td>CG</td>
<td></td>
<td>38</td>
<td>1.01</td>
<td>8.02e-9</td>
<td>16</td>
<td>0.76</td>
<td>3.58e-9</td>
<td>38</td>
<td>1.21</td>
<td>8.75e-9</td>
</tr>
<tr>
<td>PCG</td>
<td></td>
<td>38</td>
<td>1.14</td>
<td>8.75e-9</td>
<td>41</td>
<td>0.84</td>
<td>7.75e-9</td>
<td>38</td>
<td>1.43</td>
<td>7.39e-9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14</td>
<td>1.06</td>
<td>8.67e-9</td>
<td>16</td>
<td>0.84</td>
<td>7.58e-9</td>
<td>14</td>
<td>1.14</td>
<td>7.35e-9</td>
</tr>
</tbody>
</table>

From Tables 1 and 2 we see that for different stepsizes $h$, the numbers of iteration steps of each of the tested methods, roughly speaking, remain almost the same, however, the CPU times have apparent increases. All methods can obtain high-accuracy approximations to the exact solution of the system of linear equations (1.1)–(1.2). We also see that in the sense of iteration step and CPU time, all RPCG-like methods are much more effective than the CG method, and both IC and SGS preconditioners can considerably improve the numerical behaviors of all tested methods.
Table 2
NITs, CPUs and ERRs for Example 5.2

<table>
<thead>
<tr>
<th>$h^{-1}$</th>
<th>$n$</th>
<th>BJ-RPCG(a) IC</th>
<th>NIT</th>
<th>12</th>
<th>13</th>
<th>12</th>
<th>13</th>
<th>12</th>
<th>13</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,609</td>
<td>12,321</td>
<td>14,161</td>
<td>16,129</td>
<td>18,225</td>
<td>20,449</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>0.82</td>
<td>1.00</td>
<td>1.13</td>
<td>1.48</td>
<td>1.52</td>
<td>1.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>9.25e−9</td>
<td>4.00e−9</td>
<td>8.75e−9</td>
<td>3.87e−9</td>
<td>8.31e−9</td>
<td>3.74e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGS</td>
<td>NIT</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>0.86</td>
<td>0.98</td>
<td>1.18</td>
<td>1.34</td>
<td>1.57</td>
<td>1.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>2.40e−9</td>
<td>2.81e−9</td>
<td>2.26e−9</td>
<td>2.67e−9</td>
<td>2.12e−9</td>
<td>2.54e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BJ-RPCG(b) IC</td>
<td>NIT</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>0.97</td>
<td>1.17</td>
<td>1.37</td>
<td>1.64</td>
<td>1.87</td>
<td>2.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>3.40e−9</td>
<td>7.82e−9</td>
<td>3.21e−9</td>
<td>7.56e−9</td>
<td>3.05e−9</td>
<td>7.30e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGS</td>
<td>NIT</td>
<td>13</td>
<td>14</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>0.80</td>
<td>1.00</td>
<td>1.09</td>
<td>1.24</td>
<td>1.43</td>
<td>1.79</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>8.74e−9</td>
<td>2.87e−9</td>
<td>8.23e−9</td>
<td>9.97e−9</td>
<td>7.75e−9</td>
<td>9.77e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BSGS-RPCG(a) IC</td>
<td>NIT</td>
<td>11</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>1.55</td>
<td>1.93</td>
<td>2.17</td>
<td>2.62</td>
<td>2.86</td>
<td>3.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>6.61e−9</td>
<td>2.35e−9</td>
<td>6.18e−9</td>
<td>2.29e−9</td>
<td>5.82e−9</td>
<td>2.23e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGS</td>
<td>NIT</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>1.60</td>
<td>1.87</td>
<td>2.22</td>
<td>2.55</td>
<td>2.98</td>
<td>3.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>5.59e−9</td>
<td>6.41e−9</td>
<td>5.30e−9</td>
<td>6.04e−9</td>
<td>5.00e−9</td>
<td>5.67e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BSGS-RPCG(b) IC</td>
<td>NIT</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>1.68</td>
<td>2.03</td>
<td>2.35</td>
<td>2.79</td>
<td>3.12</td>
<td>3.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>3.14e−9</td>
<td>9.47e−9</td>
<td>2.95e−9</td>
<td>9.24e−9</td>
<td>2.79e−9</td>
<td>9.01e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGS</td>
<td>NIT</td>
<td>12</td>
<td>13</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>1.63</td>
<td>2.08</td>
<td>2.23</td>
<td>2.80</td>
<td>2.97</td>
<td>4.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>7.38e−9</td>
<td>3.07e−9</td>
<td>6.85e−9</td>
<td>3.04e−9</td>
<td>6.38e−9</td>
<td>2.98e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG</td>
<td>NIT</td>
<td>185</td>
<td>199</td>
<td>210</td>
<td>229</td>
<td>239</td>
<td>254</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>1.85</td>
<td>2.21</td>
<td>2.71</td>
<td>3.51</td>
<td>4.36</td>
<td>5.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>9.18e−9</td>
<td>9.86e−9</td>
<td>9.86e−9</td>
<td>8.47e−9</td>
<td>9.64e−9</td>
<td>9.98e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCG</td>
<td>NIT</td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>37</td>
<td>38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>1.21</td>
<td>1.43</td>
<td>1.66</td>
<td>1.93</td>
<td>2.29</td>
<td>2.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>7.25e−9</td>
<td>8.07e−9</td>
<td>6.73e−9</td>
<td>7.58e−9</td>
<td>9.34e−9</td>
<td>7.17e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SGS</td>
<td>NIT</td>
<td>15</td>
<td>17</td>
<td>15</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>0.87</td>
<td>1.10</td>
<td>1.18</td>
<td>1.46</td>
<td>1.63</td>
<td>1.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERR</td>
<td>5.38e−9</td>
<td>5.11e−9</td>
<td>5.17e−9</td>
<td>5.09e−9</td>
<td>4.95e−9</td>
<td>5.04e−9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

According to the preconditioning effect, we have the following observations from both Tables 1 and 2:

(i) In the sense of iteration step, all RPCG-like methods are much faster than the PCG-like methods.
(ii) However, in the sense of CPU time, all BJ-RPCG-like methods are comparatively effective with the PCG methods. The IC-type preconditioners are comparatively effective with the SGS-type preconditioners for RPCG(a), less effective than the SGS-type preconditioners for both RPCG(b) and PCG, and are equally effective to the SGS-type preconditioners for the BSGS-RPCG-like methods.
In addition, we observe that the BJ-RPCG-like methods outperform the BSGS-RPCG-like methods for all cases.

Here, we should point out again that the main difference between RPCG and PCG is on the preconditioner. The former uses a structured preconditioner, while the latter uses a standard one.

6. Conclusion and remarks

For the large sparse symmetric positive definite systems of linear equations of block two-by-two structures, we have presented a class of restrictive preconditioners by technically and sufficiently using the block structures of the coefficient matrices and, consequently, established a class of practical RPCG methods. Unlike the RPCG methods studied in [9], the new RPCG methods here do not need exact solutions of the sub-systems of linear equations with the coefficient matrices $B$ and $C$, which are the diagonal blocks of the original coefficient matrix $A$. Theoretically, the new RPCGs have similar convergence properties to PCGs, however, numerically, they may show better computing behaviors, in particular, when good restrictive preconditioners are easily available. Therefore, our new restrictive preconditioners are practical and effective alternatives of the classical incomplete Cholesky factorization and splitting iteration preconditioners, and the correspondingly induced RPCG methods are competitive iteration solvers to the classical PCG methods for solving the large sparse symmetric positive definite systems of linear equations of block two-by-two structures.
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