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Those independence systems on finite partially ordered sets are characterized for which the
greedy algorithm always works.

1. Introduction

After Kruskal [8] presented his algorithm to find a shortest spanning subgraph
of a graph, it was soon realized by Rado [10] that this algorithm may be extended
to matroids in order to determine optimal bases (see also Edmonds [2] and Welsh
[12]). In fact, given a system C(S) of subsets of a finite set S such that C(S)
contains all the subsets of any of its members and any assignment of non-negative
weights to the elements of S, this “greedy algorithm” (the name is due to
Edmonds) always finds an optimal member of C(S) precisely when C(S) is the
system of independent sets of some matroid on S (see Gale [6]).

If C(S) is the system of independent sets of some matroidon S and w:S— R a
non-negative weight-assignment, the greedy algorithm selects x,€ S such that
{x,}e C(S) and w(x;) maximal. Then it selects x, € S —x; such that {x,, x,} € C(S)
and w(x,) maximal etc., and stops exactly when a basis of C(S) is obtained.
Suppose that (x;, ..., x;) has been selected after k steps. Then w(x,)=w(x,)=
.« -=w(x,)=0. Moreover,

Z w(x;) = max { Z w(x):|I|=k, Ie C(S)} .
i<k xel
So the greedy algorithm is optimal at any stage.

Analogs of the greedy algorithm for matroids have been investigated in more
general contexts (see Edmonds [1], Dunstan and Welsh [4], Hammer et al. [7],
Euler [3)).

In this paper, we consider the following situation. Let P be a (finite) set
partially ordered by a priority relation, where we write x<y if x is before or
equals y, and w: P— R be a non-negative weight assignment so that w(x)= w(y)
if x dominates y.
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We are interested in an algorithm which selects one element of P at a time and
respects the priority relation in the sense that for x <y, x cannot be selected after
y has been selected. That is, we consider systems C(P) of tuples (x;, ..., X),
x, € P, x; <x; implies i <j, such that with each tuple Ie C(P) all initial segments of
I are also members of C(P). Such a C(P) is an “independence system” on P.

With respect to the weight-assignment w:P — R, the greedy algorithm may
be formul~ied for the independence system C(P). A natural quesiion to ask is
therefore: “Does the greedy algorithm always select an optimal member of
C(P)?” 1t is easy to see that the general answer is “no”.

The purpose of this paper is to provide a characterization of those indepen-
dence systems for which the greedy algorithm always works. We call those
systenis “‘generating systems”. Our main results are given in Sections 3 and 4. In
Secticn S we briefiy outline the connection between generating systems and
“geometries on partially ordered sets”, i.e., matroid analogs on partially ordered
sets.

2. Indeperdence systems

For a given (finite) partially ordered set P, we consider a collection C(P) of
wples (xy,...,x,) with x;eP and x;#x;, for i#j, 1<i,j<n. By abuse of
language, we will occasionally refer to those tuples as “sets” —still keeping in
mind, however, that the order in which the elements are listed is important.

C = C(P) is an independence system on P if

(IS,) forany I=(x,,...,x)eC, x;<x; implies i<j, 1 =<i,j<k.

(IS,) for any I=(x,....,x)€C, I,€C, where I, is the initial segment
fXgs.+.+%y,) Of I of length m, 0sm =<k,

tdentifying I, =@, we see that the empty set is the smallest element of any
ir depender.ce system.

We Aefi~_ the height of C as

h(C)=max {|I|: Ie C}

and call ihie element B € C a basis of C if |B| = h(("). An element p € P which lies
in every basis of C is an isthmus of C.

A subset AcP is an (order) ideal of P if for all ye A, xe P, x<y implies
xeA.

Let A be any ideal of P. Then we may define the sub-system
C(A)={IeC:Ic A}

of C{P). Clearly, C(A) is an independence systera if C(P) is. We also use the
noiation C(A)=C(P)-(P- A).
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3. The greedy algorithm

A natural weighting w of the partially ordered set P is a function w: P— R such

that for all x, ye P, x <y implies w(x) = w( y)=0. (In christening an order revers-

ing function “natural” we follow Stanley [11].)
w extends to a non-negative function on the independence system C(P) in the
obvious manner: for all Ie C(P),

[Z w(x) if I#¢,
w(l) =

xel

0 if I=.

If I=(x,,...,x)e C(P)so that w(I) =max {w(J):J e C(P)}, then I is optimal. I is
w-feasible if w(x,)=w(x,)=""=w(x,).

The greedy algorithm is a procedure which determines a w-feasible element of
the independence system C = C(P) as follows:

Step 1. Choose x, € P so that w(x,) is maximal and (x,)e C
possible, stop. Otherwise continue.

Step 2. Choose x,€ P—x,; so that (x;, x,)e C and w(x,) is maximal among
those w(x) with w(x)=<w(x,) and (x,, x) € C. If no such choice is possible, stop.
Otherwise continue.

Step k. Choose x, € P—{x,,...,x,_.} so that(x,,..., x_;, X.) € C and w(x,) is
maximal among those w(x) with w(x)=<w(x,_,) and (x;,...,%_;,x)eC. If no
such choice is possible, stop. Otherwise continue.

So the greedy algorithm will always exhibit a w-feasible element of C. How-
ever, this element will, in general, not be optimal. We illustrate this with the

following

N E

f no such choice is

Example. Let P={a, b, c} be a partially ordered set with the only non-trivial
relation b <c, and consider the independence system

C(P)=1{0, (a), (b), (b, c)}.

If the weights are W(a) =3, w(b) = w(c) =3, the greedy algorithm will select (a),
which is not optimal.

We say that the greedy algorithm works if it always selects an optimal set in C.

Also note that by prenerty (IS,) of an independence system the greedy algorithm,
at no stage, selects an element which, in the priority relation, is before an element
already selected.

Suppose now that C= C(P) is an independence system on the partially ordered
set P for which the greedy algorithm always works, no matter how the natural
weighting w on P may be defined.
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(GS,) For all I, I'e C such that |I|<|I'|, there exists xeI' and ye P with y=x
and (I, y)e C

Proof. Define for xe P,

1 iftnereisa zeIUI', x=z
w(x)= .
0 otherwise.

Then w is a natural weighiing on P, and I is in compliance with the greedy
algorithm with respect 10 w. Because of w(I) <w(I') and the hypothesis that the
greedy algorithm works, (GS,) follows. [J

Note that (GS,) says in particular that any element of C can bs completed to a
basis of C, and that all bases of C are equicardinal.

(GS,) For all idcals A, B € P, with /, c B, if the element pe A is an isthmus of
C(B), then p is an isthmus of C(A).

Proof. Dcfine for x€ P,

1 if xeA,
w(x)=
L0 otherwise.

Suppnse 1€ C is a basis of C(A) with pé L. Since I is in compliance with the
greedy algorithm, we may, by (GS,), use the greedy algorithm again to complete 1
i0 a basis of C(B). If x is the next element chosen, then x¢ A because I already
was a basis 0o° C(A). So w(x)=0. Recalling that w(p) =1 and that the greedy
algorithm produces a w-feasible basis, we see that there exists a basis I' of C(B)
with p¢ I', i.c., p is not an isthmus of C(B). Here we have implicitly used the fact

that if the greedy algorithm always works for C, it always works for any subsystem
of C. J

4, Generating systems

We call an independence system C(P) a generating system (g.s.) if C(P) satisfies
(GS,) and (GS,). A motivation for the name “generating system” will be indicated
in the next section.

The purpose of this section is to show that for any g.s. C(P) and any natural
weighting w: P — R, the greedy algorithm works,

The proofs in this section will make use of the observation that every subsystem
of a g.s. is a g.s. . This enables us to proceed by incuction on the cardinality |P| of
the underlying partially ordered set P. By P* we mean {pe P:p<q for no g€ P},
the set «.” maximal elements.
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So let C= C(P) be a fixed g.s. and w: P— R a fixed natural weighting on P,
(i) There exists a w-feasible optimal basis of C.

Proof. Let B=(b,,...,b,) be an optimal basis of C. If there is e € P* with e¢ B,
then B is also an optimal basis of the g.s. C—e with the induced natural
weighting. Hence (i) holds by induction on |P|.

So assume P* < B. In particular, b, € P* because of (IS;). If h(C-b,)= h(C),

1=(by,..., b,_,) may be completed to a basis (B,_,, b) of C—b,. Now P*c B
implies bsib,. Hence w(b,)=w(b) and w(B,_,, b)=v:(B), i.e., the induction
hypothesis on C—b, may be applied. |

If h(C=b,)=h(C)-1, then b, is an isthmus of C and therefore (B’, b,) must
be a basis of C, for every basis B' of C~b,. If there is an optimal basis B' of
C-b, with e¢ B' for some e€ P*, e# b,, then (B', b,) is optimai in C—e and in C
so that (i) follows as before.

Therefore, by the induction hypothesis, we may assume that B,_, is optimal
and we-feasible in C—-b,. If w(b,)=w(b,_,), there is nothing left to prove,
Otherwise, in particular b,_,%b,, and hence b,_,eP* and w(b,. )=
min {w(x): xeP}.

Consider now B,_y=(by,...,b,_2)eC~-b,_;.

If hW(C=b,_4)=h(C), B,_; may be completed to a basis (B nx%y)of C-b,_,.
Since, by (GS,), b, is an isthmus of C=b,_4, b, €(B,_2, %, y) &nd the minimality
of w(b,_,) shows that (B,_,, x, y) is optimal in C. So the induction hypothesis
applies again to C=b,_,.

In the final case, h(C=b,_,)=h(C)=1, b,., and b, are isthmi of C. Thus
(B,_,, b,) is a basis of C~b,_; and consequently (B,_3, b,, b,_,) a basis of C.
Now, keeping in mind that w(b,.,)<w(x), for all xe P, we may repeat the
argument with (B,_,, b, b,-,) instead of B.

(ii) If B, =(by,...,b,)eC is constructed according to the greedy algorithm,
then w(x)<w(b,), for all xe P with (B,, x)e C. In particular, the greedy al-
gorithm constructs a basis of C.

Proof. Suppose that B, is a smallest (with respect to k) counterexample and b e P
so that w(b)>w(b,), (B, b)eC.

Then we may assume P*<(By, b) and, in particular, b P* since otherwise {ii)
is seen to be true by induction on |P|.

If h(C - b) = h(C), then there is b’ e P such that (B,, b') e C—b. But because of
P —bcB,, b'<bh and w(b')=w(b)>w(b,), in contradiction to the induction
hypothesis for C-b.

Therefore hiC~b)= h(C)~1, i.e., b is an isthmus, Due to w(b,)<w(b) and
P*-b< B,, we have b, eP".

If W(C-b)=h(C), Bi_=(by,...,b._) may be augmented to a basis
(B,_;, X, y) of C— b, in accordance to the greedy algorithm since, by hypothesis,
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{ii) holds for C— b,. Since b is an isthmus of C—-b,, x=>b or y=>b. In any case,
w(x) = w(b)> w(b,), contradicting the choice of b,.

If h(C-b,)=h(C)-1, (By_,,b) must be a basis of C—b,. Since B,_, was
censtructed according to the greedy algorithm and b is an isthmus of C—b,,
(B, -, b) must be w-feasible by the induction hypothesis for C— b,. But this again
contradicts the choice of b,. []

(iii) The greedy algorithm selects an optimal basis.

Proof. Suppose, w.l.o.g., that Y=(y,,...,y,) is an optimal w-feasible basis of C,
and B=(b,,...,b,) is a basis constructed by the greedy algorithm which is not
optimal.

Then there exists an index k<n such that w(b,)=w(y,), i=1,...,k-1, and
w(b,) <w(y,). Consider B,_,=(by,...,b._¢) and Y, =(ys,..., ). By (GS)),
there is a ye Y, and y'<y with (B,_,, y') e C. But then w(y')=w(y)= w(y,)>
w(b,), a contradiction to (ii). O

We remark that with similar methods one can prove:

(iv) f B, =(by,...,b)eC is constructed according to the greedy algorithm,
B, not necessarily a basis, then w(B,)=max {w(l):1€C, |l|=k}. O

A summary of our results is given in

Theorem. Let C(F) be an independence system on a partlally ordered set P. Then

C(P) is a gersrating system If and only If the greedy algorithm works for every
natural welghting w:P->R. O

8, Geometries on partially ordered sets

We 4nei'v mentlon the connection between generating systems and matrold-
turz siructures on a partially ordered set P,

A geometry G(P) Is a palr (P, r), where r is & non-negative integer-valued
function defined on the subsets of P so that

(Ry) vt =0,

(Ry) for all S€ P, KS)=1(8), where § Is the smallest ideal containing §;

(R,) for all S€P, r(8)=r(SU(p)) Implies, for gll peP, (S = (SUp)=
r(8)+1, where (p)={qe P:q<p},

(Ry) for all 8, Te P, HSUT)+1(SNT)<r(8)+ 1(T).

‘Then one may show that for each g.s, C(P), there exists a unique geometry
G(P) whose “rank” function r is given by for any ideal S P,

“(§)=max{|l]: 1<8§, le C(P)},
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Furthermore, every geometry may be obtained this way.

If P is a trivially ordered set, a generating system is therefore essentially the
system of independent sets of some matroid on P.

For details, we refer to [5], especially the proof of Theorem 9.
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