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a b s t r a c t

We present the Walsh theory of stochastic integrals with respect
to martingale measures, and various extensions of this theory,
alongside of the Da Prato and Zabczyk theory of stochastic
integrals with respect to Hilbert-space-valued Wiener processes,
and we explore the links between these theories. Somewhat
surprisingly, the end results of both theories turn out to be
essentially equivalent. We then show how each theory can be used
to study stochastic partial differential equations, with an emphasis
on the stochastic heat and wave equations driven by spatially
homogeneous Gaussian noise that is white in time. We compare
the solutions produced by the different theories.

© 2010 Elsevier GmbH. All rights reserved.

1. Introduction

The theory of stochastic partial differential equations (spde’s) developed on the one hand, from
the work of Walsh [41], and on the other hand, through work on stochastic evolution equations in
Hilbert spaces, such as in [13]. Important milestones in the latter approach are the books of Da Prato
and Zabczyk [14] and Rozovskii [37] (see also Krylov and Rozovskii [23] and Krylov [22]).

These two approaches led to the development of two distinct schools of study for spde’s, based
on different theories of stochastic integration: the Walsh theory, which emphasizes integration with
respect to worthy martingale measures, and a theory of integration with respect to Hilbert-space-
valued processes, as expounded in [14]. A consequence of the presence of these separate theories is
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that the literature published by each of the two schools is difficult to accesswhen one has been trained
in the other school. This is unfortunate since both approaches have advantages and in some problems,
using both approaches can be useful (one example of this is [10]).

The objective of this paper is to help create links between these two schools of study. It is addressed
to researchers who have some familiarity with at least one of the two approaches. We develop both
theories, and explore the links between the two. Then we show how each theory is used to study
spde’s. The Walsh theory emphasizes solutions that are random fields, while [14] centers around
solutions in Hilbert spaces of functions. Each theory is presented rather succinctly, the main focus
being on relationships between the theories. We show that these theories often (but not always) lead
to the same solutions to various spde’s.

It should be mentioned that the general theory of integration with respect to Hilbert-space-
valued processes and its generalizations – such as the stochastic integral with respect to cylindrical
processes – was well-developed several years before [41] and more than a decade before reference
[14] appeared: see, for instance, the book of Métivier and Pellaumail [25]. This reference, and several
others, are cited in [14] and [41]. However, Walsh preferred to develop his own integral, even though
he realized that the two were related (see the Notes at the end of [41]).

Here, we present in Section 2.1 a modern formulation of the theory of stochastic integrals with
respect to cylindrical Wiener processes, as developed in [25], as a unifying integral behind most of
those that were introduced later on. This integral is briefly recalled in Section 2.1. In Section 2.2, we
show how spatially homogeneous Gaussian noise that is white in time can be viewed as a cylindrical
Wiener process on a particular Hilbert space. Emphasizing this type of noise is natural, since in recent
years, following in particular the papers of Mueller [28], Dalang and Frangos [7], Dalang [6] and Peszat
and Zabczyk [31,32], this type of noise has been used by several researchers. This is due in part to
the fact that it leads to a theory of non-linear spde’s in spatial dimensions greater than 1, while non-
linear spde’s driven by space-timewhite noise generally only have a solution in spatial dimension 1. In
Section 2.3, we show (Proposition 2.6) that theWalsh stochastic integral and the extension presented
by Dalang [6] and Nualart and Quer-Sardanyons [29] can be viewed as integrals as defined in Section
2.1. Section 2.4 gives a wide class of integrable processes. In Section 2.5, we discuss the relationship
between this integral and the function-valued stochastic integral introduced by Dalang and Mueller
in [9]. A further extension of real-valued integrals to Hilbert-space-valued stochastic integrals was
developed in [29,35,38]; these extensions were motivated by the needs of Malliavin calculus: indeed,
the so-called Malliavin derivative of the solution to an spde satisfies a stochastic integral equation
which requires a Hilbert-space-valued integral. We give a unified presentation of these extensions in
Section 2.6.

In Section 3, we sketch the construction of the infinite dimensional stochastic integral in the setup
of Da Prato and Zabczyk [14].We alsomake use of themore recent presentation of Prévôt and Röckner
[33]. In Section 3.1, we recall some basic properties of Hilbert–Schmidt operators. Section 3.2 gives
the relationship between a Hilbert-space-valued Wiener process and a cylindrical Brownian motion,
in the case where the covariance operator has finite trace. Hilbert-space-valued stochastic integrals
are defined in Section 3.3. In particular, we show in Proposition 3.4 how this infinite-dimensional
stochastic integral can be written as a series of Itô stochastic integrals. This is used in Section 3.4
to show how the integrals of Section 2 can be interpreted in the infinite-dimensional context. The
case of covariance operators with infinite-trace is discussed in Section 3.5. We do not discuss Banach-
space-valued stochastic integrals, for which we refer to [2,40]. Finally, in Section 3.6, we establish
the somewhat unexpected but interesting fact that the extension of the Walsh stochastic integral
presented in Section 2.6 and the Da Prato and Zabczyk integral of Section 3.5 are in fact equivalent.

It is well-known that in certain cases, the Hilbert-space-valued integral is equivalent to a
martingale-measure stochastic integral. For instance, it is pointed out in [14, Section4.3] thatwhen the
random perturbation is space-time white noise, then Walsh’s stochastic integral in [41] is equivalent
to an infinite-dimensional stochastic integral as in [14] (see also [19]). Of course, space-time white
noise is only a special case of spatially homogeneous noise, and we are interested in comparing
solutions to spde’s driven by this more general noise. The function-valued approach of [9] gives
solutions to spde’s for which it is not known if a random field solution exists, and the Hilbert-space
approach is evenmore general. However, for a wide class of spde’s that have solutions in two or more
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of these formulations, such as the stochastic heat equation (d ≥ 1) and wave equation (d ∈ {1, 2, 3})
driven by spatially homogeneous noise, we will show that the solutions turn out to be equivalent.
One does not expect this to be the case in all situations. Indeed, there are a few cases in which a
solution exists with one approach and is known not to exist in one of the others. For instance, for noise
concentrated on a hyperplane, as considered in [8], the authors establish existence of function-valued
solutions and show that there is no random field solution.

In Section 4, we consider spde’s driven by spatially homogeneous noise, with an emphasis on the
stochastic heat and wave equations. In Sections 4.1–4.3, we discuss the random field approach, and
we use the stochastic integral of Section 2.3 to extend the result of [6] to arbitrary initial conditions
(Theorem 4.3). In Section 4.4, we discuss the Hilbert-space-valued approach to the study of the same
equations, using the approach of [32]. In Section 4.5, we show that the mild random field solution of
Theorem 4.3, when interpreted as a Hilbert-space-valued process, yields the solution given in [32].
This is achieved by identifying the multiplicative non-linearity with an appropriate Hilbert–Schmidt
operator, and using the relationships between stochastic integrals identified in Section 3. Since the
two solutions are defined using different Hilbert spaces, the embedding from one Hilbert space to
the other has to be written explicitly. Finally, in Section 4.6, we compare the random field solution
of the stochastic wave equation with the function-valued solution constructed in [9]. Again, in cases
where both types of solutions are defined, that is, in spatial dimensions d ∈ {1, 2, 3}, we show that the
random field solution yields the function-valued solution (Theorem 4.13). Overall, Section 4 unifies
the existing literature on the stochastic heat and wave equations driven by spatially homogeneous
noise, and clarifies the relationships between the various approaches.

2. Stochastic integrals with respect to a spatially homogeneous Gaussian noise

In this section, we recall in Section 2.1 the notion of cylindrical Wiener process and the stochastic
integralwith respect to such processes. In Section 2.2,we introduce a spatially homogeneousGaussian
noise that is white in time, and we show how to interpret this noise as a cylindrical Wiener process.
Building on material presented in [29], we relate in Section 2.3 the stochastic integral with respect
to this particular cylindrical Wiener process withWalsh’s martingale measure stochastic integral and
the extension given by Dalang in [6]. Some examples of integrands are given in Section 2.4. In Section
2.5, we discuss the function-valued extension given in Dalang and Mueller [9]. Finally, in Section 2.6,
we give a unified presentation of the Hilbert-space-valued stochastic integral developed in [29,35,38].

2.1. Stochastic integration with respect to a cylindrical Wiener process

Fix a separable Hilbert space V with inner product ⟨·, ·⟩V . Following [18,25], we define the general
notion of cylindrical Wiener process in V .

Definition 2.1. LetQ be a symmetric (self-adjoint) andnon-negative definite bounded linear operator
on V . A family of random variables B = {Bt (h), t ≥ 0, h ∈ V } is a cylindrical Wiener process on V if the
following two conditions are fulfilled:

1. for any h ∈ V , {Bt (h), t ≥ 0} defines a Brownian motion with variance t⟨Qh, h⟩V ;
2. for all s, t ∈ R+ and h, g ∈ V ,

E (Bs(h)Bt(g)) = (s ∧ t)⟨Qh, g⟩V ,

where s ∧ t := min (s, t). If Q = IdV is the identity operator in V , then B will be called a
standard cylindrical Wiener process. We will refer to Q as the covariance of B.

Let Ft be the σ -field generated by the random variables {Bs(h), h ∈ V , 0 ≤ s ≤ t} and the P-null
sets.We define the predictableσ -field as the σ -field in [0, T ] ×Ω generated by the sets {(s, t]×A, A ∈

Fs, 0 ≤ s < t ≤ T }.
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We denote by VQ (the completion of) the Hilbert space V endowed with the inner-product

⟨h, g⟩VQ :=⟨Qh, g⟩V , h, g ∈ V .

We can now define the stochastic integral of any predictable square-integrable process with values in
VQ , as follows. Let (vj)j be a complete orthonormal basis of the Hilbert space VQ . For any predictable
process g ∈ L2(Ω × [0, T ];VQ ), it turns out that the following series is convergent in L2(Ω , F , P) and
the sum does not depend on the chosen orthonormal system:

g · B:=
∞−
j=1

∫ T

0
⟨gs, vj⟩VQ dBs(vj). (2.1)

We notice that each summand in the above series is a classical Itô integral with respect to a standard
Brownianmotion, and the resulting stochastic integral is a real-valued randomvariable. The stochastic
integral g · B is also denoted by

 T
0 gs dBs. The independence of the terms in the series (2.1) leads to

the isometry property

E

(g · B)2


= E

∫ T

0
gs dBs

2


= E
∫ T

0
‖gs‖2

VQ ds

.

We note that there is an alternative way of defining this integral: one can start by defining the
stochastic integral in (2.1) for a class of simple predictable VQ -valued processes, and then use the
isometry property to extend the integral to elements of L2(Ω × [0, T ];VQ ) by checking that these
simple processes are dense in this set.

2.2. Spatially homogeneous noise as a cylindrical Wiener process

Wenow define the Gaussian random noise that will play a central role in this paper. On a complete
probability space (Ω , F , P), we consider a family of mean zero Gaussian random variables W =

{W (ϕ), ϕ ∈ C∞

0 (R
d+1)}, where C∞

0 (R
d+1) denotes the space of infinitely differentiable functions with

compact support, with covariance

E(W (ϕ)W (ψ)) =

∫
∞

0
dt
∫

Rd
Λ(dx) (ϕ(t) ∗ ψ̃(t))(x), (2.2)

where ‘‘∗’’ denotes convolution in the spatial variable and ψ̃(t , x):=ψ(t , −x).
In the above,Λ is a non-negative and non-negative definite temperedmeasure onRd, it is therefore

the Fourier transformof a non-negative temperedmeasureµ onRd. That is, by definition of the Fourier
transform on the space S ′(Rd) of tempered distributions (see [39]), for all ϕ belonging to the space
S(Rd) of rapidly decreasing C∞ functions,∫

Rd
ϕ(x)Λ(dx) =

∫
Rd

Fϕ(ξ) µ(dξ),

and there is an integerm ≥ 1 such that∫
Rd
(1 + |ξ |2)−mµ(dξ) < ∞. (2.3)

We have denoted by Fϕ the Fourier transform of ϕ ∈ S(Rd):

Fϕ(ξ) =

∫
Rd
ϕ(x)e−2π iξ ·x dx.

The measure µ is called the spectral measure of W and is necessarily symmetric (see [39, Chap. VII,
Théorème XVII]). The covariance (2.2) can also be written, using elementary properties of the Fourier
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transform, as

E(W (ϕ)W (ψ)) =

∫
∞

0
dt
∫

Rd
µ(dξ)Fϕ(t)(ξ)Fψ(t)(ξ).

Remark 2.2. In the case where the measureΛ(dx) is absolutely continuous with respect to Lebesgue
measure on Rd, with density f , formula (2.2) becomes∫

∞

0
dt
∫

Rd
dx
∫

Rd
dyϕ(t , x) f (x − y) ψ(t , y),

which makes clear the spatially homogeneous character of the noise.

It is natural to associate a Hilbert space withW : let U the completion of the Schwartz space S(Rd)
endowed with the semi-inner product

⟨ϕ, ψ⟩U =

∫
Rd
Λ(dx)(ϕ ∗ ψ̃)(x) =

∫
Rd
µ(dξ)Fϕ(ξ)Fψ(ξ), (2.4)

ϕ, ψ ∈ S(Rd), and associated semi-norm ‖ · ‖U . Then U is a separable Hilbert space that may contain
Schwartz distributions (see [6, Example 6]).

Remark 2.3. Let L̃2(Rd, dµ) be the subspace of L2(Rd, dµ) consisting of functions φ such that φ̃ = φ.
It is not difficult to check that one can identify U with the set {Ψ ∈ S ′(Rd) : Ψ = F −1φ, whereφ ∈

L̃2(Rd, dµ)}, with inner product

⟨F −1φ, F −1ϕ⟩U = ⟨φ, ϕ⟩L2(Rd , dµ), φ, ϕ ∈ L̃2(Rd, dµ).

We fix a time interval [0, T ] and we set UT := L2([0, T ];U). This set is equipped with the norm
given by

‖g‖2
UT

=

∫ T

0
‖g(s)‖2

U ds.

We now associate a cylindrical Wiener process to W , as follows. A direct calculation using (2.2)
shows that the generalized Gaussian random field {W (ϕ), ϕ ∈ C∞

0 ([0, T ] × Rd)} is a random linear
functional, in the sense that W (aϕ + bψ) = aW (ϕ) + bW (ψ), and ϕ → W (ϕ) is an isometry
from (C∞

0 ([0, T ] × Rd), ‖ · ‖UT
) into L2(Ω , F , P). The following lemma identifies the completion of

C∞

0 ([0, T ] × Rd)with respect to ‖ · ‖UT
.

Lemma 2.4. The space C∞

0 ([0, T ] × Rd) is dense in UT = L2([0, T ];U) for ‖ · ‖UT
.

Proof. Following [29], we will use the notation ϕ1( · ) to indicate that ϕ1 is a function t → ϕ1(t) of
the time-variable, and ϕ2( ⋆ ) to indicate that ϕ2 is a function x → ϕ2(x) of the spatial variable.

Let C denote the closure of C∞

0 ([0, T ] × Rd) in UT for ‖ · ‖UT
. Clearly, C is a subspace of UT . The

proof can be split into three parts.

Step 1.We show that elements ofUT of the formϕ1( · )ϕ2( ⋆ ), whereϕ1 ∈ C∞

0 (R+; R)with support
included in [0, T ] and ϕ2 ∈ S(Rd), belong to C . Using the fact that∫

Rd
Λ(dx) (|ϕ2| ∗ |ϕ̃2|)(x) < ∞

becauseΛ is a tempered measure and |ϕ2| ∗ |ϕ̃2| decreases rapidly, together with dominated con-
vergence, one checks that there is a sequence (ϕn

2)n ⊂ C∞

0 (R
d) such that limn→∞ ‖ϕ2 − ϕn

2‖U = 0.
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Then, by the very definition of the norm in UT , one easily proves that limn→∞ ‖ϕ1ϕ2 − ϕ1ϕ
n
2‖UT

=

0. Therefore, ϕ1( · )ϕ2( ⋆ )∈ UT .
Step2. Suppose thatwe are givenϕ1 ∈ L2([0, T ]; R) andϕ2 ∈ S(Rd).We show thatϕ1( · )ϕ2( ⋆ )∈ C .
Indeed, let (ϕn

1)n ∈ C∞

0 (R+) be such that, for all n, the support of ϕn
1 is contained in [0, T ] and

ϕn
1 → ϕ1 in L2([0, T ]; R). Then ϕn

1ϕ2 ∈ C by Step 1, and one checks that ϕn
1ϕ2 converges, as n tends

to infinity, to ϕ1ϕ2 in UT . Therefore, ϕ1( · )ϕ2( ⋆ )∈ C .
Step 3. Suppose that ϕ ∈ UT . We show that ϕ ∈ C . Indeed, let (ej)j be a complete orthonormal basis
of U with ej ∈ S(Rd), for all j. Then, since ϕ(s) ∈ U for any s ∈ [0, T ],

‖ϕ‖
2
UT

=

∫ T

0
‖ϕ(s)‖2

U ds =

∞−
j=1

∫ T

0
⟨ϕ(s), ej⟩2U ds.

In particular, for any j ≥ 1, the function s → ⟨ϕ(s), ej⟩U belongs to L2([0, T ]; R). Thus, it follows
from Step 2 that

ϕn(·):=

n−
j=1

⟨ϕ(·), ej⟩U ej

belongs to C . Moreover, it is straightforward to verify that ‖ϕ − ϕn
‖
2
UT

→ 0 as n → ∞. This shows
that ϕ ∈ C . �

Therefore, taking into account the above lemma,W (ϕ) can be defined for all ϕ ∈ UT following the
standard method for extending an isometry. This establishes the following property.

Proposition 2.5. For t ≥ 0 and ϕ ∈ U , set W t (ϕ) = W (1[0,t]( · )ϕ( ⋆ )). Then the process W = {W t (ϕ),
t ≥ 0, ϕ ∈ U} is a cylindrical Wiener process as defined in Section 2.1,with V there replaced by U and Q
= IdU . In particular, for any ϕ ∈ U , {W t (ϕ), t ≥ 0} is a Brownian motion with variance t‖ϕ‖U
and for all s, t ≥ 0 and ϕ, ψ ∈ U , E(Wt(ϕ)Ws(ψ)) = (s ∧ t)⟨ϕ, ψ⟩U .

With this proposition, it becomes possible to use the stochastic integral defined in Section 2.1. This
defines the stochastic integral g · W for all g ∈ L2(Ω × [0, T ];U) ≡ L2(Ω;UT ). By definition of U , the
complete orthonormal basis (ej)j in the definition of g · W can be chosen such that (ej)j ⊂ S(Rd).

Before discussing this further, we first relate the statement of Proposition 2.5 to Walsh’s theory of
stochastic integralswith respect tomartingalemeasures. Let us recall thatWalsh’s theory of stochastic
integration is based on the concept of martingale measure, which is a stochastic process of the form
{Mt(A), Ft , t ∈ [0, T ], A ∈ Bb(Rd)}, where Bb(Rd) denotes the set of bounded Borel sets of Rd, and
(Ft)t is a filtration satisfying the usual conditions. For the precise definition of a martingale measure,
we refer to [41, Chapter 2]. Hence, in order to use Walsh’s construction, one has first to extend the
generalized random field {W (ϕ), ϕ ∈ C∞

0 (R+ × Rd)} to a martingale measure. More precisely, using
an approximation procedure similar to the one used in Lemma 2.4, one extends the definition ofW to
indicator functions of bounded Borel sets in R+ × Rd (for details see [7] or [34, p. 13]). Then one sets

Mt(A) = W (1[0, t](·)1A(⋆)), t ∈ [0, T ], A ∈ Bb(Rd). (2.5)

Moreover, if we let (Ft)t be the filtration generated by {Mt(A), A ∈ Bb(Rd)} (completed and made
right-continuous), then the process {Mt(A), Ft , t ∈ [0, T ], A ∈ Bb(Rd)} defines a worthy martingale
measure in the sense of Walsh [41]. Its covariance measure is determined by

⟨M(A), M(B)⟩t = t
∫

Rd
Λ(dx) (1A ∗ 1̃B)(x),

t ∈ [0, T ], A, B ∈ Bb(Rd), and its dominating measure coincides with the covariance measure (see [7]).
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One easily checks that, for ϕ ∈ S(Rd),

Wt(ϕ) =

∫
R+

∫
Rd

1[0, t](s) ϕ(x)M(ds, dx),

where the integral on the right-hand side is Walsh’s stochastic integral.

2.3. The real-valued stochastic integral for spatially homogeneous noise

The aim of this section is to exhibit the relationship between the stochastic integral constructed
in Section 2.1 and the random field approach of Walsh [41] and Dalang [6]. Recall that the stochastic
integral with respect toM defined in [41] only allows function-valued integrands, and this theory was
extended in [6] in order to covermore general integrands, such as certain processes with values in the
space of (Schwartz) distributions. We are going to show that these two integrals can be interpreted in
the context of Section 2.1.

Recall that Walsh’s stochastic integral g · M is defined when g ∈ P+, where P+ is the set of
predictable processes (ω, t , x) → g(t , x;ω) such that

‖g‖2
+
:=E

∫ T

0
dt
∫

Rd
Λ(dx) (|g(t , ⋆)| ∗ |g̃(t , ⋆)|)(x)


< ∞.

For g ∈ P+, we can consider that g ∈ L2(Ω;UT ) and set

‖g‖2
0:=E(‖g‖2

UT
) = E

∫ T

0
dt
∫

Rd
Λ(dx) (g(t , ⋆) ∗ g̃(t , ⋆))(x)


. (2.6)

In [6], Dalang considered (in the case Λ(dx) = f (x)dx) the set P0, which is the completion with
respect to ‖ · ‖0 of the subset E0 of P+ that consists of functions g(s, x;ω) such that x → g(s, x; ω) ∈

S(Rd), for all s and ω, and he defined the stochastic integral g · M for all g ∈ P0.
Finally, in order to use the stochastic integral of Section 2.1, let (ej)j ⊂ S(Rd) be a complete

orthonormal basis of U , and consider the cylindrical Wiener process {W t (ϕ)} defined in Proposition
2.5. For any predictable process g ∈ L2(Ω × [0, T ];U), the stochastic integral of g with respect toW is

g · W =

∫ T

0
gs dWs:=

∞−
j=1

∫ T

0
⟨gs, ej⟩U dWs(ej), (2.7)

and the isometry property is given by

E

(g · W )2


= E

∫ T

0
gs dWs

2


= E
∫ T

0
‖gs‖2

U ds

. (2.8)

We note that the right-hand side of (2.7) is essentially the definition of W (ϕ) in [24,26,27]. We also
use the notation∫ T

0

∫
Rd

g(s, y)W (ds, dy)

instead of
 T
0 gs dWs.

Proposition 2.6. (a) If g ∈ P+, then g ∈ L2(Ω × [0, T ];U) and g · M = g · W , where the left-hand side
is a Walsh integral and the right-hand side is defined as in (2.7).

(b) If g ∈ P0, then g ∈ L2(Ω × [0, T ];U) and g · M = g · W , where the left-hand side is a Dalang
integral and the right-hand side is defined as in (2.7).
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Proof. Let us prove part (a) in the statement. We recall the inclusion P+ ⊂ P0, observed in [6], and
we note that if g ∈ P+, then

‖g‖2
L2(Ω×[0, T ]; U) = E

∫ T

0
dt
∫

Rd
Λ(dx) (g(t , ⋆) ∗ g̃(t , ⋆))(x)


≤ ‖g‖2

+
< +∞, (2.9)

and, in particular g ∈ L2(Ω × [0, T ];U). Indeed, the equality in (2.9) holds when g ∈ C∞

0 ([0, T ] × Rd),
and it also holds (bymonotone approximation) for g(s, x) = 1[a,b](s) 1A(x), when A is a product of open
intervals, and finally, it holds for all g ∈ P+ via theMonotone Class Theorem (using arguments similar
to those in the proof of [4, Theorem 2.6(b)]).

Secondly, in order to check the equality of the integrals, we use the fact that the set of elementary
processes is dense in (P+, ‖ · ‖+) (see [41, Proposition 2.3]). Hence, by inequality (2.9), it suffices to
show that both integrals coincide when g is an elementary process of the form

g(t , x; ω) = 1(a, b](t)1A(x)X(ω), (2.10)

where 0 ≤ a< b ≤ T , A ∈ Bb(Rd) and X is a bounded and Fa-measurable random variable.
On one hand, when g has the particular form (2.10), according to [41] and (2.5),∫ T

0

∫
Rd

g(t , x)M( dt , dx) = [Mb(A)− Ma(A)] X =

W (1(0, b](·)1A(⋆))− W (1(0, a](·)1A(⋆))


X

= W (1(a, b](·)1A(⋆))X .

On the other hand, by the very definition of the integral (2.7),∫ T

0
gt dWt =

∞−
j=1

∫ b

a
X⟨1A, ej⟩U dWt(ej) = X

∞−
j=1

⟨1A, ej⟩U

Wb(ej)− Wa(ej)


= X

∞−
j=1

⟨1A, ej⟩U W (1(a, b](·)ej) = XW (1(a, b](·)1A(⋆)),

which implies that∫ T

0

∫
Rd

g(t , x)M( dt , dx) =

∫ T

0
gt dWt ,

for all g of the form (2.10). This concludes the first part of the proof.
Concerning part (b), let us point out that P0 is the completion of E0 with respect to ‖ · ‖0 (see

(2.6)), where the latter coincideswith the norm in L2(Ω × [0, T ];U) for smooth elements. Hence, since
E0 ⊂ P+ ⊂ L2(Ω×[0, T ]; U), any ‖ · ‖0-limit g of a sequence (gn)n ⊂ E0 will determine awell-defined
element in L2(Ω × [0, T ];U).

Moreover, as a consequence of this, we will only need to check the equality of the integrals for
integrands g in E0. Since such elements are contained in P+, Dalang’s integral of g with respect to the
martingale measureM turns out to be aWalsh integral, so that we can conclude by using the first part
of the proof. �

Remark 2.7. According to Proposition 2.6, when one integrates an element of P+, it is possible to
use either the Walsh integral or the integral with respect to a cylindrical Wiener process. However,
the Walsh integral enjoys additional properties, in part because it is possible to make use of the
dominating measure, which can be very useful in certain estimates. For example, establishing Hölder
continuity of the solution to the 1-dimensional stochastic wave equation, in which a Walsh integral
appears, is an easy exercise [41, Exercise 3.7], while for the 3-dimensional stochastic wave equation,
this is quite involved [12].
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2.4. Examples of integrands

In this section, we aim to provide useful examples of random distributions which belong to
L2(Ω × [0, T ];U), that is, for which we can define the stochastic integral (2.7) with respect toW .

Recall that an element Θ ∈ S ′(Rd) is a non-negative distribution with rapid decrease if Θ is a non-
negative measure and if∫

Rd
(1 + |x|2)k/2Θ(dx) < +∞,

for all k> 0 (see [39]).
Recall that µ is the spectral measure of W . We consider the following hypothesis.

Hypothesis 2.8. Let Γ be a function defined on R+ with values in S ′(Rd) such that, for all t > 0, Γ (t)
is a non-negative distribution with rapid decrease, and∫ T

0
dt
∫

Rd
µ(dξ) |FΓ (t)(ξ)|2 < ∞. (2.11)

In addition, Γ is a non-negative measure of the form Γ (t , dx) dt such that, for all T > 0,

sup
0≤t≤T

Γ (t , Rd) < ∞.

The main examples of integrands are provided by the following proposition (see [29, Proposition
3.3 and Remark 3.4]). In comparison with the analogous result by Dalang [6, Theorem 2], Proposition
2.9 does not require that the stochastic process Z has a spatially homogeneous covariance (see
Hypothesis A in [6]).

Proposition 2.9. Assume that Γ satisfies Hypothesis 2.8. Let Z = {Z(t , x), (t , x) ∈ [0, T ] × Rd
} be a

predictable process such that

sup
(t , x)∈[0, T ]×Rd

E(|Z(t , x)|p) < ∞, (2.12)

for some p ≥ 2. Then, the random measure G = {G(t , dx) = Z(t , x)Γ (t , dx), t ∈ [0, T ]} is a predictable
processwith values in Lp(Ω × [0, T ];U). Moreover ,

E

‖G‖

2
UT


= E

[∫ T

0
dt
∫

Rd
µ(dξ) |F(Γ (t)Z(t))(ξ)|2

]
and

E

|G · W |

p
≤ C

∫ T

0
dt


sup
x∈Rd

E(|Z(t , x)|p)

∫
Rd
µ(dξ) |FΓ (t)(ξ)|2.

The integral of G = {G(t , dx) = Z(t , x)Γ (t , dx), t ∈ [0, T ]} with respect toW will be also denoted by

G · W =

∫ T

0

∫
Rd
Γ (s, y)Z(s, y)W (ds, dy). (2.13)

It isworth pointing out two key steps in the proof of this proposition (see [29]): the first is to check that
under Hypothesis 2.8, Γ belongs to UT = L2([0, T ];U); the second is to notice that if Γ and Z satisfy,
respectively, Hypothesis 2.8 and condition (2.12), then G(t) = Z(t , ⋆ )Γ (t , ⋆ ) defines a distribution
with rapid decrease, almost surely.

Remark 2.10. Wenote that [5] presents a further extension ofWalsh’s stochastic integral, withwhich
it becomes possible to integrate certain random elements of the form Z(t , ⋆ )Γ (t , ⋆ ), where Γ is a
tempered distribution which is not necessarily non-negative. This extension is useful for studying the
stochastic wave equation in high spatial dimensions.
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2.5. The Dalang–Mueller extension of the stochastic integral

We briefly summarize here the function-valued stochastic integral constructed in [9]. This is an
extension ofWalsh’s stochastic integral, where one integrates processes that take values in L2(Rd) (or
a weighted L2-space) and the value of the integral is in the same L2-space.

Suppose that s → Γ (s) ∈ S ′(Rd) satisfies:

(1) For all s ≥ 0, FΓ (s) is a function and∫ T

0
ds sup

ξ∈Rd

∫
Rd
µ(dη)|FΓ (s)(ξ − η)|2 < +∞.

(2) For all φ ∈ C∞

0 (R
d), sup 0≤s≤TΓ (s) ∗ φ is a bounded function on Rd.

Suppose that s → Z(s) ∈ L2(Rd) satisfies:
(3) For 0 ≤ s ≤ T , Z(s) ∈ L2(Rd) a.s., Z(s) is Fs-measurable, and s → Z(s) is mean-square continuous

from [0, T ] into L2(Rd).

For such Γ and Z , one sets

IΓ , Z :=

∫ T

0
ds
∫

Rd
dξ E


|FZ(s)(ξ)|2

 ∫
Rd
µ(dη)|FΓ (s)(ξ − η)|2 < +∞. (2.14)

Then the stochastic integral

vΓ , Z =

∫ T

0

∫
Rd
Γ (s, ⋆−y)Z(s, y)M(ds, dy) (2.15)

is defined as an element of L2(Ω × Rd, dP × dx), such that

E

‖vΓ , Z‖

2
L2(Rd)


= IΓ , Z . (2.16)

This definition is obtained in three steps.

(a) If, in addition to (1),Γ (s) ∈ C∞(Rd), for 0 ≤ s ≤ T , and in addition to (3), Z(s) ∈ C∞

0 (R
d) and there

is a compact K ⊂ Rd such that supp Z(s) ⊂ K , for 0 ≤ s ≤ T , then

vΓ , Z (x) =

∫ T

0

∫
Rd
Γ (s, x − y)Z(s, y)M(ds, dy),

where the right-hand side is a Walsh stochastic integral. Equality (2.16) is checked by direct
calculation (see [9, Lemma 1]).

(b) If Γ is as in (a) and Z satisfies (3), then one checks that

lim
m→∞

lim
n→∞

IΓ , Z−(Z1[−m,m])∗ψn = 0,

where (ψn) ⊂ C∞

0 (R
d) is a sequence that converges to the Dirac distribution, and one sets

vΓ , Z = lim
m→∞

lim
n→∞

vΓ , (Z1[−m,m])∗ψn ,

where the limits are in L2(Ω × Rd, dP × dx).
(c) If Γ satisfies (1) and (2), and Z satisfies (3), then one checks that

lim
n→∞

IΓ−Γ ∗ψn , Z = 0
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and one sets

vΓ , Z = lim
n→∞

vΓ ∗ψn , Z ,

where the limit is in L2(Ω × Rd, dP × dx): see [9, Theorem 6].

In comparison with the stochastic integral of Section 2.3, we remark that the process Z verifies
sups∈[0, T ] E(‖Z(s)‖

2
L2(Rd)

) < +∞, rather than (2.12), and the resulting integral vΓ , Z , as a random
function of x, belongs to L2(Ω × Rd).

We now relate this stochastic integral to the one defined in Section 2.3.

Proposition 2.11. Assume that Γ and Z satisfy conditions (1), (2) and (3) above. Then:

(i) For almost all x ∈ Rd, the element Γ ( · , x − ⋆ )Z( · , ⋆ ) belongs to L2(Ω × [0, T ];U). Hence, as in
(2.7), we can define the (real-valued) stochastic integral

IΓ , Z (T , x):=
∫ T

0

∫
Rd
Γ (s, x − y)Z(s, y)W (ds, dy), for a.a. x ∈ Rd.

(ii) IΓ , Z (T , ⋆) ∈ L2(Ω × Rd) and ‖IΓ , Z (T , ⋆)‖2
L2(Ω×Rd)

= IΓ , Z .

(iii) IΓ , Z (T , ⋆) = vΓ , Z in L2(Ω × Rd).

Proof. We will split the proof in three steps, which essentially correspond to the construction of the
Dalang–Mueller integral vΓ , Z .

Step 1. Let us assume first that Γ and Z satisfy the hypotheses in (a) above. Then, as we pointed
out there, for all x ∈ Rd, the stochastic integral vΓ , Z (x) can be defined as a Walsh stochastic
integral. Hence, by Proposition 2.6(a), the integrand (s, y) → Γ (s, x − y)Z(s, y) defines an element
in L2(Ω × [0, T ];U) and, for all x ∈ Rd, vΓ , Z (x) = IΓ , Z (T , x). Condition (ii) in the statement can be
deduced from this latter equality and (2.16).

Step 2. Assume now that Γ is as in Step 1 and Z satisfies condition (3). Then, as in (b) above, there
exists a sequence of processes (Zn)n such that, for all n ≥ 1, Zn satisfies the hypotheses in (a) and
IΓ , Zn−Z converges to zero as n tends to infinity. For this sequence,

vΓ , Z := lim
n→∞

vΓ , Zn = lim
n→∞

IΓ , Zn(T , ⋆) (2.17)

by Step 1, where the limit is in L2(Ω × Rd).
We now check property (i) in the statement of the proposition. Observe that, by Proposition 2.9,∫

Rd
dx ‖Γ (·, x − ⋆)[Zn(·, ⋆)− Z(·, ⋆)]‖2

L2(Ω×[0, T ]; U)

=

∫
Rd

dx E
∫ T

0
ds
∫

Rd
µ(dη)|F(Γ (s, x − ⋆)[Zn(s, ⋆)− Z(s, ⋆)])(η)|2


. (2.18)

Use the very last lines in the proof of [9, Lemma 1] to see that this is equal to IΓ , Zn−Z . Since this
quantity converges to zero as n → ∞, we deduce that there exists a subsequence (nj)j such that,
for almost all x ∈ Rd,

lim
j→∞

‖Γ (·, x − ⋆)Znj(·, ⋆)− Γ (·, x − ⋆)Z(·, ⋆)‖
L2(Ω×[0, T ]; U)

= 0.



78 R.C. Dalang, L. Quer-Sardanyons / Expositiones Mathematicae 29 (2011) 67–109

This implies that, for almost all x ∈ Rd, the element (s, y) → Γ (s, x − y)Z(s, y) belongs to L2(Ω ×

[0, T ];U), and we can define the (real-valued) stochastic integral

IΓ , Z (T , x):=
∫ T

0

∫
Rd
Γ (s, x − y)Z(s, y)W (ds, dy), (2.19)

and

IΓ , Z (T , x) = lim
j→∞

IΓ , Znj
(T , x) in L2(Ω).

Notice that

‖IΓ , Zn(T , ⋆)− IΓ , Z (T , ⋆)‖2
L2(Ω×Rd)

= ‖IΓ , Zn−Z (T , ⋆)‖2
L2(Ω×Rd)

. (2.20)

By the isometry property (2.8), this is equal to (2.18), and therefore to IΓ , Zn−Z , which tends to 0 as
n → ∞. Therefore, using Step 1, we see that

‖IΓ , Z (T , ⋆)‖2
L2(Ω×Rd)

= lim
n→∞

‖IΓ , Zn(T , ⋆)‖
2
L2(Ω×Rd)

= lim
n→∞

IΓ , Zn = IΓ , Z ,

which proves (ii). The arguments following (2.20) and (2.18) prove (iii).
Step 3. In this final part, we assume that Γ and Z satisfy conditions (1), (2) and (3). Then, it is
a consequence of step (c) above that there exists (Γn)n such that, for all n ≥ 1, Γ n verifies the
assumptions of the previous step and

lim
n→∞

IΓn−Γ , Z = 0.

In order to prove parts (i), (ii) and (iii) for this case, one can follow exactly the same lines as we
have done in Step 2. We omit the details. �

As wewill explain in Section 4.6, for the particular case of the stochastic wave equation, it is useful
to consider stochastic integrals of the form vΓ , Z which take values in some weighted L2-space. We
now describe this situation.

Fix k> d and let θ : Rd
→ R be a smooth function for which there are constants 0< c < C such

that

c(1 ∧ |x|−k) ≤ θ(x) ≤ C(1 ∧ |x|−k).

The weighted L2-space L2θ is the set of measurable g : Rd
→ R such that ‖g‖θ < +∞, where

‖g‖2
θ =

∫
Rd

|g(x)|2 θ(x) dx.

Consider a function s → Γ (s) ∈ S ′(Rd) that satisfies (1), (2) above, and, in addition,

(4) There is R> 0 such that for s ∈ [0, T ], supp Γ (s) ⊂ B(0, R).

For a stochastic process Z , we consider the following hypothesis:

(5) For 0 ≤ s ≤ T , Z(s) ∈ L2θ a.s., Z(s) is Fs-measurable, and s → Z(s) is mean-square continuous from
[0, T ] into L2θ .

Then the stochastic integral

vθΓ , Z =

∫ T

0

∫
Rd
Γ (s, ⋆−y)Z(s, y)M(ds, dy) (2.21)
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is defined as an element of L2(Ω × Rd, dP × θ(x)dx), such that

E(‖vθΓ , Z‖
2
L2θ
) ≤ IθΓ , Z ,

where

IθΓ , Z :=

∫ T

0
ds E(‖Z(s, ⋆)‖2

L2θ
) sup
ξ∈Rd

∫
Rd
µ(dη)|FΓ (s)(ξ − η)|2.

This definition is obtained by showing that Zn(s, ⋆):= Z(s, ⋆ )1[−n,n]( ⋆ ) also satisfies (5) as well as (3).
Therefore, vθΓ , Zn = vΓ , Zn is defined as an element of L2(Ω × Rd, dP × dx), and one checks that this
element also belongs to L2(Ω × Rd, dP × θ(x)dx), and

lim
n→∞

IθΓ , Z−Zn = 0,

provided that Γ satisfies (1), (2) and (4). Then one sets

vθΓ , Z = lim
n→∞

vΓ , Zn ,

where the limit is in L2(Ω × Rd, dP × θ(x)dx): see [9, Theorem 12].

2.6. Hilbert-space-valued integrals and tensor products

In this section, we return to the general setting of Section 2.1 and we explain how the real-valued
stochastic integral defined there can be naturally extended to a Hilbert-space-valued integral. In
Section 3.6, we will show that this extended stochastic integral is equivalent to the stochastic integral
of Da Prato and Zabczyk [14], that we will present in Section 3.3.

As far as we know, the stochastic integral that we present here does not appear explicitly in the
literature. Nevertheless, in the particular case where the cylindrical Wiener process is given by the
spatially homogeneous noise of Section 2.2, a definition of such Hilbert-space-valued integrals has
been given in [35], in [38, Chapter 6], and in [29, Section 3] (for a particular form of the integrands, as
in Proposition 2.12 below). For related papers where this type of integral has also been used, we refer
the reader for instance to [24,26,36].

Let V and H be Hilbert spaces with inner product ⟨·, ·⟩V and ⟨·, ·⟩H , respectively, and B = {Bt (h),
t ≥ 0, h ∈ V } be a cylindrical Wiener process on V with covariance Q (see Definition 2.1). Recall that
VQ denotes the Hilbert space V endowed with the inner product ⟨h, g⟩VQ = ⟨Qh, g⟩V .

Let VQ ⊗ H be the Hilbert space tensor product of VQ and H . We recall that if (vj)j and (fk)k denote
complete orthonormal bases ofVQ andH , respectively, then (vj⊗fk)j, k defines a complete orthonormal
basis of VQ ⊗ H and any element X ∈ VQ ⊗ H can be represented in the following forms (see e.g. [42,
Section 3.4]):

X =

∞−
j, k=1

X j, k (vj ⊗ fk) =

∞−
k=1


∞−
j=1

X j, k vj


⊗ fk,

where X j, k
∈ R and

∞−
j, k=1


X j, k2 < +∞, (2.22)

so that ‖X‖
2
VQ ⊗H =

∑
∞

j, k=1(X
j, k)2. This representation shows that the tensor product VQ ⊗ H is

isomorphic to the set of ‘‘matrices’’ (X j,k) satisfying (2.22).
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We will define an H-valued stochastic integral g · B of any predictable process g ∈ L2(Ω ×

[0, T ]; VQ ⊗ H). More precisely, note first that if g is such a process, then for all s ∈ [0, T ], gs =∑
∞

j, k=1 g
j, k
s (vj ⊗ fk), and

E
∫ T

0
‖gs‖2

VQ ⊗H ds


= E

∫ T

0

∞−
j, k=1


g j, k
s

2
ds


< +∞. (2.23)

For any k ∈ N, let gk be the stochastic process

gk
s :=

∞−
j=1

g j, k
s vj, s ∈ [0, T ].

Then gk defines a predictable element in L2(Ω × [0, T ];VQ ). Indeed, for all s, we have that gk
s ∈ VQ a.s.,

and by (2.23),

E
∫ T

0
‖gk

s ‖
2
VQ

ds


= E

∫ T

0

∞−
j=1


g j, k
s

2
ds


≤ E

∫ T

0

∞−
j, k=1


g j, k
s

2
ds


< +∞.

As in (2.1), this implies that the real-valued stochastic integral gk
· B is well-defined and satisfies

E

(gk

· B)2


= E
∫ T

0
‖gk

s ‖
2
VQ

ds

.

We now define the H-valued stochastic integral of g with respect to B as follows:

g · B:=
∞−
k=1

(gk
· B) fk. (2.24)

We also use the notation

g · B =

∫ T

0
gs dBs.

One easily verifies that the above series converges in L2(Ω;H) and the isometry property in this
case reads

E

‖g · B‖2

H


= E

∫ T

0
‖gs‖2

VQ ⊗H ds

.

We now provide some examples of processes that can be integrated in the sense just defined. For
this, we consider the spatially homogeneous Gaussian noise defined in Section 2.2, so that we use the
Hilbert space U introduced in Section 2.2 and the standard cylindrical Wiener process W = {W t (ϕ),
t ≥ 0, ϕ ∈ U} defined in Proposition 2.5. We denote by (ej)j a complete orthonormal basis of U . We
have the following Hilbert-space-valued counterpart of Proposition 2.9. Its proof follows the same
lines as the analogous result for real-valued integrals (see [29, Proposition 3.3 and (3.13)]).

Proposition 2.12. Assume that Γ satisfies Hypothesis 2.8. Let K = {K(t , x), (t , x) ∈ [0, T ] × Rd
} be a

predictable process with values in H such that

sup
(t , x)∈[0, T ]×Rd

E(‖K(t , x)‖p
H) < ∞,
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for some p ≥ 2. Then the element G = {G(t , dx) = K (t , x)Γ (t , dx), t ∈ [0, T ]} is a predictable process with
values in Lp(Ω × [0, T ]; U ⊗ H).Moreover ,

E
∫ T

0
‖Gt‖

2
U⊗H dt


=

∞−
k=1

E
[∫ T

0
dt
∫

Rd
µ(dξ)|F(Gk(t))(ξ)|2

]
,

where Gk
∈ L2(Ω × [0, T ];U) is the predictable process defined by Gk

:={Gk(t , dx) = K k(t , x)Γ (t ,
dx), (t , x) ∈ [0, T ] × Rd

}, with K k(t , x) = ⟨K(t , x), fk⟩H , and

E

‖G · B‖p

H


≤ C

∫ T

0
dt


sup
x∈Rd

E(‖K(t , x)‖p
H)

∫
Rd
µ(dξ)|FΓ (t)(ξ)|2.

3. Infinite-dimensional integration theory

In this section,we sketch in Sections 3.1–3.3 the construction of the infinite-dimensional stochastic
integral in the setup of Da Prato and Zabczyk in [14]. For this, we will define the general concept of
Hilbert-space-valuedQ -Wiener process and study its relationshipwith the cylindricalWiener process
considered in Section 2.1. Then we will show in Sections 3.4 and 3.5 that the stochastic integral
constructed in Section 2.1 can be inserted into this more abstract setting. In particular, we will treat
specifically the case of the standard cylindrical Wiener process given by the spatially homogeneous
noise described in Section 2.2. In Section 3.6, we establish the equivalence between the Hilbert-space-
valued integral of Section 2.6 and the stochastic integral of Sections 3.3 and 3.5.

We begin by recalling some facts concerning nuclear and Hilbert–Schmidt operators on Hilbert
spaces.

3.1. Nuclear and Hilbert–Schmidt operators

Let E, G be Banach spaces and let L(E, G) be the vector space of all linear bounded operators from E
into G. We denote by E∗ and G∗ the dual spaces of E and G, respectively.

An element T ∈ L(E, G) is said to be a nuclear operator if there exist two sequences (aj)j ⊂ G and
(ϕj)j ⊂ E∗ such that

T (x) =

∞−
j=1

aj ϕj(x), for all x ∈ E,

and
∞−
j=1

‖aj‖G ‖ϕj‖E∗ < +∞.

The space of all nuclear operators from E into G is denoted by L1(E, G). When endowed with the norm

‖T‖1 = inf


∞−
j=1

‖aj‖G ‖ϕj‖E∗ : T (x) =

∞−
j=1

ajϕ(x), x ∈ E


,

it is a Banach space.
Let H be a separable Hilbert space and let (ej)j be a complete orthonormal basis in H . For T ∈ L1(H ,

H), the trace of T is

Tr T =

∞−
j=1

⟨T (ej), ej⟩H . (3.1)
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One proves that if T ∈ L1(H) := L1(H , H), then Tr T is a well-defined real number and its value does
not depend on the choice of the orthonormal basis (see, for instance, [14, Proposition C.1]). Further,
according to [14, Proposition C.3], a non-negative definite operator T ∈ L(H) is nuclear if and only if,
for an orthonormal basis (ej)j on H ,

∞−
j=1

⟨T (ej), ej⟩H < +∞.

Moreover, in this case, Tr T = ‖T‖1.
LetV andH be two separableHilbert spaces and (ek)k a complete orthonormal basis ofV . A bounded

linear operator T : V → H is said to be Hilbert–Schmidt if

∞−
k=1

‖T (ek)‖2
H < +∞.

It turns out that the above property is independent of the choice of the basis in V . The set of Hilbert–
Schmidt operators from V into H is denoted by L2(V , H). The norm in this space is defined by

‖T‖2 =


∞−
k=1

‖T (ek)‖2
H

1/2

, (3.2)

and defines a Hilbert space with inner product

⟨S, T ⟩2 =

∞−
k=1

⟨S(ek), T (ek)⟩H . (3.3)

Finally, let us point out that (3.1) and (3.2) imply that if T ∈ L2(V , H), then TT ∗
∈ L1(H), where T ∗ is

the adjoint operator of T , and

‖T‖
2
2 = Tr (TT ∗). (3.4)

We conclude this section by recalling the definition and some properties of the pseudo-inverse of
bounded linear operators (see, for instance, [33, Appendix C]).

Let T ∈ L(V , H) and Ker T := {x ∈ V : T (x) = 0}. The pseudo-inverse of the operator T is defined by

T−1
:=


T|
(Ker T )⊥

−1
: T (V ) → (Ker T )⊥.

Notice that T is one-to-one on (Ker T )⊥ (the orthogonal complement of Ker T ) and T−1 is linear and
bijective.

If T ∈ L(V ) is a bounded linear operator defined on V and T−1 denotes the pseudo-inverse of T ,
then (see [33, Proposition C.0.3]):

1. (T (V ), ⟨·, ·⟩T (V )) defines a Hilbert space, where

⟨x, y⟩T (V ):=⟨T−1(x), T−1(y)⟩V , x, y ∈ T (V ).

2. Let (ek)k be an orthonormal basis of (Ker T )⊥. Then (T (ek))k is an orthonormal basis of
(T (V ), ⟨·, ·⟩T (V )).

Finally, according to [33, Corollary C.0.6], if T ∈ L(V , H) and we set Q := TT ∗
∈ L(H), then we have

Im Q 1/2
= Im T and

‖Q−1/2(x)‖H = ‖T−1(x)‖V , x ∈ Im T ,

where Q−1/2 is the pseudo-inverse of Q 1/2.
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3.2. Hilbert-space-valued Wiener processes

The stochastic integral presented in Da Prato and Zabczyk [14] is defined with respect to a class of
Hilbert-space-valued processes, namely Q -Wiener processes, which we now introduce.

We consider a separable Hilbert space V and a linear, symmetric (self-adjoint) non-negative
definite and bounded operator Q on V such that Tr Q <+ ∞.

Definition 3.1. A V -valued stochastic process {Wt , t ≥ 0} is called a Q -Wiener process if (1) W0 = 0,
(2) W has continuous trajectories, (3) W has independent increments, and (4) the law of Wt − Ws is
Gaussian with mean zero and covariance operator (t − s)Q , for all 0 ≤ s ≤ t .

We recall that according to [14, Section 2.3.2], condition (4) above means that for any h ∈ V and
0 ≤ s ≤ t , the real-valued random variable ⟨Wt − Ws, h⟩V is Gaussian, with mean zero and variance
(t − s)⟨Qh, h⟩V . In particular, using (3.1), we see that E(‖Wt‖

2
V ) = t TrQ , which is one reason why the

assumption Tr Q <∞ is essential.
Let (ej)j be an orthonormal basis of V that consists of eigenvectors of Q with corresponding

eigenvalues λj, j ∈ N∗. Let (βj)j be a sequence of independent real-valued standard Brownianmotions
on a probability space (Ω , F , P). Then the V -valued process

Wt =

∞−
j=1


λj βj(t)ej (3.5)

(where the series converges in L2(Ω; C([0, T ]; V ))), defines a Q -Wiener process on V (see (2.1.2) in
[33]).We note that


λj ej = Q 1/2(ej). In the special casewhere V is finite-dimensional, say dim V = n,

then Q can be identified with an n × n-matrix which is the variance-covariance matrix of {Wt}, and
{Wt} has the same law as {Q 1/2W0

t }, where {W0
t } is a standard Brownian motion with values in Rn.

If {Wt , t ≥ 0} is a Q -Wiener process on V , there is a natural way to associate to it a cylindrical
Wiener process in the sense ofDefinition 2.1. Namely, for anyh ∈ V and t ≥ 0,we setWt(h):=⟨Wt , h⟩V .
Using polarization, one checks that {W t (h), t ≥ 0, h ∈ V } is a cylindrical Wiener process on V with
covariance operator Q . Note that in this case,Wt(ej) =


λj βj(t), so the Brownian motions βj in (3.5)

are given by βj(t) = Wt(vj), where

vj = λ
−1/2
j ej = Q−1/2(ej), for j ≥ 1 with λj ≠ 0. (3.6)

In particular, (vj)j is a complete orthonormal basis of the space VQ of Section 2.1.
However, it is not true in general that any cylindrical Wiener process is associated to a Q -Wiener

process on a Hilbert space. Indeed, we have the following result (see [25, p. 177]).

Theorem 3.2. Let V be a separable Hilbert space andW a cylindricalWiener process on V with covariance
Q . Then, the following three conditions are equivalent:

1. W is associated to a V -valued Q -Wiener process W , in the sense that ⟨Wt , h⟩V = Wt(h), for all h ∈ V .
2. For any t ≥ 0, h → W t (h) defines a Hilbert–Schmidt operator from V into L2(Ω , F , P).
3. Tr Q <+ ∞.

If any one of the above conditions holds, then the norm of the Hilbert–Schmidt operator h → W t (h),
as an element of L2


V , L2(Ω , F , P)


, is given by

‖Wt‖2 = E(‖Wt‖
2
V ) = t TrQ .

As a consequence of the above result, if dim V = + ∞ and if W is a standard cylindrical Wiener
process on V , that is Q = IdV , then there is no Q -Wiener process W associated to W . However, as
we will explain in Section 3.5, it will be possible to find a Hilbert-space-valued Wiener process with
values in a larger Hilbert space V1 which will correspond toW in a certain sense.
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3.3. H-valued stochastic integrals

Wenow sketch the construction of the infinite-dimensional stochastic integral of [14]. Let V andH
be two separable Hilbert spaces and let {Wt , t ≥ 0} be a Q -Wiener process defined on V . We denote
by (Ft)t the (completed) filtration generated by W . In [14], the objective is to construct the H-valued
stochastic integral∫ t

0
Φs dWs, t ∈ [0, T ],

whereΦ is a process with values in the space of linear but not necessarily bounded operators from V
into H .

Consider the subspace V0 := Q 1/2(V ) of V which, endowed with the inner product

⟨h, g⟩0 := ⟨Q−1/2h, Q−1/2g⟩V ,

is a Hilbert space. Here Q−1/2 denotes the pseudo-inverse of the operator Q 1/2 (see Section 3.1). Let
us also set

L02 := L2(V0, H),

which is the Hilbert space of all Hilbert–Schmidt operators from V0 into H , equipped, as in (3.3), with
the inner product

⟨Φ , Ψ ⟩L02
=

∞−
j=1

⟨Φ ẽj, Ψ ẽj⟩H , Φ , Ψ ∈ L02, (3.7)

where (ẽj)j is any complete orthonormal basis of V0. In particular, using the fact that we can take

ẽj =

λj ej = Q 1/2(ej), j ≥ 1, λj > 0, (3.8)

where the (ej)j are as in (3.5) (see condition 2. in the final part of Section 3.1) and applying (3.4), the
norm of Ψ ∈ L02 can be expressed as

‖Ψ ‖
2
L02

= ‖Ψ ◦ Q 1/2
‖
2
L2(V , H) = Tr (ΨQΨ ∗).

We note that in the casewhere dim V = n<+ ∞ and dimH = m<+ ∞, then it is natural to identify
Ψ ∈ L02 with an m × n-matrix and Q with an n × n-matrix. The norm of Ψ corresponds to a classical
matrix norm of ΨQ 1/2 (whose square is the sum of squares of entries of ΨQ 1/2).

LetΦ = {Φ t , t ∈ [0, T ]} be a measurable L02-valued process. We define the norm ofΦ by

‖Φ‖T :=

[
E
∫ T

0
‖Φs‖

2
L02
ds
]1/2

.

The aim of [14, Chapter 4], is to define the stochastic integral with respect to W of any L02-valued
predictable process Φ such that ‖Φ‖T < ∞. More precisely, Da Prato and Zabczyk first consider
simple processes, which are of the form Φ t =Φ01(a,b](t), where Φ0 is any Fa-measurable L(V , H)-
valued random variable and 0 ≤ a< b ≤ T . For such processes, the stochastic integral takes values in
H and is defined by the formula∫ t

0
Φs dWs:=Φ0(Wb∧t − Wa∧t), t ∈ [0, T ]. (3.9)

The map Φ →


·

0 ΦsdWs is an isometry between the set of simple processes and the space MH of
square-integrable H-valued (Ft)-martingales X = {X t , t ∈ [0, T ]} endowed with the norm ‖X‖ =
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[E(‖XT‖
2
H)]

1/2. Indeed, as it is proved in [14] (see also [33, Proposition 2.3.5]), the isometry property
for simple processes reads

E

∫ T

0
Φt dWt

2
H


= ‖Φ‖

2
T . (3.10)

Remark 3.3. The appearance of ‖ · ‖T can be understood by considering the case where
Φ(t) =Φ01(a,b](t), whereΦ0 ∈ L(V , H) is deterministic and 0 ≤ a< b ≤ T . Indeed, in this case, using
(3.9) and the representation (3.5),

E

∫ T

0
Φt dWt

2
H


= E

−
j


λj (βj(b)− βj(a))Φ0(ej)

2
H


,

and the right-hand side is equal to−
j

λj (b − a)
Φ0(ej)

2
H = (b − a)

−
j

Φ0(Q 1/2ej)
2
H

= (b − a)
Φ0 ◦ Q 1/2

2
L2(V , H) = E

∫ T

0
‖Φs‖

2
L02
ds

.

Once the isometry property (3.10) is established, a completion argument is used to extend the
above definition to all L02-valued predictable processes Φ satisfying ‖Φ‖T < ∞. The integral of Φ is
denoted by

Φ · W =

∫ T

0
Φt dWt

and the isometry property (3.10) is preserved for such processes:

E(‖Φ · W‖
2
H) = ‖Φ‖

2
T .

The details of this construction can be found in [14, Chapter 4].
Let us conclude this section by providing a representation of the stochastic integralΦ · W in terms

of ordinary Itô integrals of real-valued processes. Indeed, observe first that the expansion (3.5) can be
rewritten in the form

Wt =

∞−
j=1

βj(t)ẽj, (3.11)

where (ẽj)j is defined in (3.8).

Proposition 3.4. Let (fk)k be a complete orthonormal basis in the Hilbert space H. Assume that Φ = {Φ t ,
t ∈ [0, T ]} is any L02-valued predictable process such that ‖Φ‖T < ∞. Then∫ T

0
Φt dWt =

∞−
k=1


∞−
j=1

∫ T

0
⟨Φt(ẽj), fk⟩H dβj(t)


fk. (3.12)

We note for future reference that this proposition remains valid even for cylindrical Wiener
processes: see Section 3.5 below, and, in particular, Remark 3.9.
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Proof of Proposition 3.4. First of all, we will prove that, under the standing hypotheses, the right-
hand side of (3.12) is a well-defined element in L2(Ω;H). For this, we will check that

E

 ∞−
k=1


∞−
j=1

∫ T

0
⟨Φt(ẽj), fk⟩H dβj(t)

2
 = ‖Φ‖

2
T ,

where the right-hand side is finite, by assumption.
Since (βj)j is a family of independent standard Brownian motions,

E

 ∞−
k=1


∞−
j=1

∫ T

0
⟨Φt(ẽj), fk⟩H dβj(t)

2
 =

∞−
k, j=1

E

∫ T

0
⟨Φt(ẽj), fk⟩H dβj(t)

2

,

and the right-hand side is equal to

∞−
k, j=1

∫ T

0
E

⟨Φt(ẽj), fk⟩

2
H


dt = E

∫ T

0

∞−
j=1

‖Φt(ẽj)‖
2
H dt


= E

[∫ T

0
‖Φt‖

2
L02
dt
]
,

and the last term is equal to ‖Φ‖
2
T . Hence, the series on the right-hand side of (3.12) defines an element

in L2(Ω;H) and its norm is given by ‖Φ‖T . Therefore, by the isometry property of the stochastic
integral (see (3.10)), in order to prove equality (3.12), we only need to check this equality for simple
processes. Namely, assume that Φ is of the form Φ t =Φ01(a,b](t), where Φ0 is a Fa-measurable L(V ,
H)-valued random variable and 0 ≤ a< b ≤ T . Then, by (3.9),∫ T

0
Φt dWt = Φ0(Wb − Wa).

On the other hand,

∞−
k=1


∞−
j=1

∫ T

0
⟨Φt(ẽj), fk⟩H dβj(t)


fk =

∞−
k, j=1

⟨Φ0(ẽj), fk⟩H(βj(b)− βj(a))fk,

and the right-hand side is equal to

∞−
j=1

(βj(b)− βj(a))Φ0(ẽj) = Φ0


∞−
j=1

(βj(b)− βj(a))ẽj


= Φ0(Wb − Wa),

where the last equality follows from (3.11). The proof is complete. �

3.4. The case where H = R

We consider a cylindricalWiener processW on some separable Hilbert space V with covariance Q ,
such that Tr Q <+ ∞. By Theorem 3.2,W is associated to a V -valued Q -Wiener process W . We shall
check that the stochastic integral with respect toW , constructed in Section 2.1, is equal to an integral
with respect to W , constructed in [14] and sketched in Section 3.3, when the Hilbert space H in which
the integral takes its values is H = R.

In Section 2.1, we defined the Hilbert space VQ and the stochastic integral

g · W =

∫ T

0
gs dWs,



R.C. Dalang, L. Quer-Sardanyons / Expositiones Mathematicae 29 (2011) 67–109 87

for any predictable stochastic process g ∈ L2(Ω × [0, T ];VQ ), with the isometry property

E

(g · W )2


= E

∫ T

0
‖gs‖2

VQ ds
2

.

For any s ∈ [0, T ] and g ∈ L2(Ω × [0, T ];VQ ), we define an operatorΦg
s : V → R by

Φg
s (η) := ⟨gs, η⟩V , η ∈ V . (3.13)

We denote by L02 the set L2(V0, H), with V0 = Q 1/2(V ) and H = R.

Proposition 3.5. Under the above assumptions,Φg
= {Φ

g
s , s ∈ [0, T ]} defines a predictable processwith

values in L02 = L2(V0, R), such that

E
∫ T

0
‖Φg

s ‖
2
L02
ds


= E
∫ T

0
‖gs‖2

VQ ds

. (3.14)

Therefore, the stochastic integral of Φg with respect to W can be defined as in Section 3.3 and in fact,∫ T

0
Φg

s dWs =

∫ T

0
gs dWs. (3.15)

Proof. We first check (3.14). Let ej be as in (3.5), ẽj be as in (3.8) and vj be as in (3.6), so that ẽj = Q (vj).
By (3.7) with H = R, and by (3.13),

‖Φg
s ‖

2
2 =

∞−
j=1

⟨gs, ẽj⟩
2
V =

∞−
j=1

⟨gs, Qvj⟩2V =

∞−
j=1

⟨gs, vj⟩2VQ = ‖gs‖2
VQ .

We conclude that (3.14) holds. We note for later reference that this equality ‖Φ
g
s ‖2 = ‖gs‖VQ remains

valid even if Tr Q = + ∞.
Since, by hypothesis, the right hand-side of (3.14) is finite, we deduce thatΦg is a square integrable

process with values in L02 and the stochastic integral
 T
0 Φ

g
s dWs is well-defined.

It remains to prove (3.15). For this, we apply Proposition 3.4 in the following situation:H = R, with
one basis vector f k = 1, Φ is defined in (3.13), and the sequence of independent standard Brownian
motions in (3.12) is given by βj(t) = Wt(vj). Therefore,∫ T

0
Φ

g
t dWt =

∞−
j=1

∫ T

0
Φ

g
t (ẽj) dβj(t),

and the right-hand side is equal to

∞−
j=1

∫ T

0
⟨gt , ẽj⟩V dWt(vj) =

∞−
j=1

∫ T

0
⟨gt , vj⟩VQ dWt(vj) =

∫ T

0
gt dWt .

This completes the proof. �

3.5. The case Tr Q = +∞

In Proposition 2.5, we showed that the covariance operator of the standard cylindrical Wiener
process {W t (g), t ≥ 0, g ∈ U} associatedwith the spatially homogeneous noise that we considered in
Section 2.2 is Q = IdU , which implies that Tr Q = +∞. Therefore, we cannot make use of Proposition
3.5 since, in this case, there is no Q -Wiener process associated to W . However, there is the related
notion of cylindrical Q -Wiener process, which we now define.
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Let (V , ‖ · ‖V )be aHilbert space. LetQ be a symmetric non-negative definite andboundedoperator
onV , possibly such that Tr Q = +∞. Let (ej)j be anorthonormal basis ofV that consists of eigenvectors
of Q with corresponding eigenvalues λj, j ∈ N∗. Define V0 = Q 1/2(V ) as in Section 3.3.

It is always possible to find a Hilbert space V1 and a bounded linear injective operator J :

(V , ‖ · ‖V ) → (V1, ‖ · ‖V1) such that the restriction J0 = J|V0 : (V0, ‖ · ‖V0) → (V1, ‖ · ‖V1) is Hilbert–
Schmidt. Indeed, as explained in [33, Remark 2.5.1], we may choose V1 = V , ⟨·, ·⟩V1 = ⟨·, ·⟩V , αk ∈ (0,
∞) for all k ≥ 1 such that

∑
∞

k=1 α
2
k < +∞, and define J : V → V by

J(h) :=

∞−
k=1

αk⟨h, ek⟩V ek, h ∈ V , (3.16)

where (ek)k is an orthonormal basis of V . Then, for g ∈ V0, g =
∑

∞

k=1 ⟨g , ẽk⟩V0 ẽk, where ẽk = Q 1/2(ek),
k ≥ 1, we have

J0(g) =

∞−
k=1

αk⟨g , ẽk⟩V0

λk ek =

∞−
k=1

αk⟨g , ẽk⟩V0 ẽk,

and so J0 : (V0, ‖ · ‖V0) → (V , ‖ · ‖V ) is clearly Hilbert–Schmidt.
As an operator between Hilbert spaces, from V0 to V1, J0 has an adjoint J∗0 : V1 → V0. However, if

we consider V0 and V1 as Banach spaces, it is more common to consider the adjoint J̃∗0 : V ∗

1 → V ∗

0 .

Proposition 3.6 ([14, Proposition 4.11] and [33, Proposition 2.5.2]).

1. Define Q1 = J0 J∗0 : V1 = Im J0 → V1. Q1 is symmetric (self-adjoint), non-negative definite and
Tr Q1 <+ ∞.

2. Let ẽj = Q 1/2(ej), where (ej)j is a complete orthonormal basis in V , and let (βj)j be a family of
independent real-valued standard Brownian motions. Then

Wt :=

∞−
j=1

βj(t) J0(ẽj), t ≥ 0, (3.17)

is a Q1-Wiener process in V1.
3. Let I : V0 → V ∗

0 be the one-to-one mapping which identifies V0 with its dual V ∗

0 , and consider the
following diagram:

V ∗

1

J̃∗0
→ V ∗

0
I−1
→ V0

J0
→ V1.

Then, for all s, t ≥ 0 and h1, h2 ∈ V ∗

1 ,

E (⟨h1, Ws⟩1 ⟨h2, Wt⟩1) = (t ∧ s)⟨(I−1
◦ J̃∗0 )(h1), (I−1

◦ J̃∗0 )(h2)⟩V0 , (3.18)

where ⟨·, ·⟩1 denotes the dual form on V ∗

1 × V1.

4. ImQ 1/2
1 = Im J0 and

‖h‖0 = ‖Q−1/2
1 J0(h)‖V1

= ‖ J0(h)‖Q 1/2
1 (V1)

, h ∈ V0,

where Q−1/2
1 denotes the pseudo-inverse of Q 1/2

1 . Thus, J0 : V0 → Q 1/2
1 (V1) is an isometry.

Remark 3.7. (a) Part 3 in the Proposition’s statement is commonly abbreviated in the following formal
form (see, for instance, [31, Proposition 1.1]): for all s, t ≥ 0 and h1, h2 ∈ V ∗

1 ,

E (⟨h1, Ws⟩1 ⟨h2, Wt⟩1) = (t ∧ s)⟨h1, h2⟩V0 .
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(b) The Q1-Wiener process {Wt , t ≥ 0} obtained in Proposition 3.6 is usually also called a
cylindrical Q -Wiener process. As it is pointed out in [14, p. 98], if Tr Q <+ ∞, then we can take
αk = 1 in (3.16), so V1 = V and J = IdV , and we get the classical concept of Q -Wiener process. In this
case, one can take V ∗

0 = VQ , I−1
= Q |VQ and the equality (3.18) reduces to

E (⟨h1, Ws⟩1 ⟨h2, Wt⟩1) = (t ∧ s)⟨Qh1, h2⟩V .

Proof of Proposition 3.6. Statement 1. follows from (3.4) and the fact that J0 is Hilbert–Schmidt.
Concerning 2., we observe that for h ∈ V1,

E

⟨Wt , h⟩2V1


= E

 ∞−
j=1

βj(t)

J0(ẽj), h


V1

2
 ,

and the right-hand side is equal to

t
∞−
j=1


J0(ẽj), h

2
V1

= t
∞−
j=1


ẽj, J∗0 (h)

2
V0

= t ‖ J∗0 (h)‖
2
V0

= t

J∗0 (h), J

∗

0 (h)

V0

= t

J0 J∗0 (h), h


V1
.

Let us prove now part 3. For the sake of clarity, we will prove the statement for s = t and h1 = h2.
Hence, let t ≥ 0 and h ∈ V ∗

1 . We denote by ⟨·, ·⟩0 the dual form on V ∗

0 × V0. Then, by (3.17), the
relation between J0 and J∗0 , and the properties of I and the family (βj)j, we obtain

E

⟨h, Wt⟩

2
1


= E

h, ∞−
j=1

βj(t) J0(ẽj)

2

1

 ,

and the right-hand side is equal to

t
∞−
j=1


h, J0(ẽj)

2
1 = t

∞−
j=1


J̃∗0 (h), ẽj

2
0

= t
∞−
j=1


(I−1

◦ J̃∗0 )(h), ẽj
2
V0

= t ‖(I−1
◦ J̃∗0 )(h)‖

2
V0 .

For 4., we refer the reader to [33, Proposition 2.5.2]. �

Let {Wt , t ≥ 0} be as in (3.17). A predictable stochastic process {Φ t , t ∈ [0, T ]} will be integrable
with respect to W if it takes values in L2(Q

1/2
1 (V1), H) and

E
∫ T

0
‖Φt‖

2
L2(Q

1/2
1 (V1), H)

dt

< +∞.

By part 4 of Proposition 3.6, we have

Φ ∈ L02 = L2(V0, H) ⇔ Φ ◦ J−1
0 ∈ L2(Q

1/2
1 (V1), H).

Definition 3.8. For any square integrable predictable processΦ with values in L02 such that

E
∫ T

0
‖Φt‖

2
L02
dt

< +∞,

the H-valued stochastic integralΦ · W is defined by∫ T

0
Φs dWs :=

∫ T

0
Φs ◦ J−1

0 dWs.
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Remark 3.9. We note that the class of integrable processes with respect to W does not depend on
the choice of V1, and one checks immediately that even though Tr Q = + ∞, formula (3.12) remains
valid.

We now relate this notion of stochastic integral with the stochastic integral with respect to the
cylindrical Wiener process of Section 2.1. Let {W t , t ∈ [0, T ]} be a cylindrical Wiener process with
covariance Q on the Hilbert space V , and let g ∈ L2(Ω × [0, T ];VQ ) be a predictable process, so that
g · W is well defined as in Section 2.1. By Proposition 3.6, we can consider the cylindrical Q -Wiener
process {Wt , t ∈ [0, T ]} defined by

Wt =

∞−
j=1

βj(t) J0(ẽj) (3.19)

as in formula (3.17) with βj(t) = Wt(vj), where vj = Q−1/2(ej), ẽj = Q 1/2(ej) and (ej)j denotes
a complete orthonormal basis in V consisting of eigenfunctions of Q , so that (vj)j is a complete
orthonormal basis in VQ . This process takes values in some Hilbert space V1.

For g ∈ L2(Ω × [0, T ]; VQ ), we define, as in (3.13), the operator

Φg
s (η) = ⟨gs, η⟩V , η ∈ V ,

which takes values in H = R. Recall that V0 = Q 1/2(V ) and VQ = Q−1/2(V ).

Proposition 3.10. The process {Φ
g
s , s ∈ [0, T ]} defines a predictable process with values in L2(V0, R),

such that

E
∫ T

0
‖Φg

s ‖
2
2 ds


= E

∫ T

0
‖gs‖2

VQ ds

,

and ∫ T

0
Φg

s dWs =

∫ T

0
gs dWs.

Proof. First, we will prove that Φg
s ∈ L2(V0, R), for s ∈ [0, T ]. As in the first part of the proof of

Proposition 3.5, ‖Φ
g
s ‖2 = ‖gs‖VQ . This gives the equality of expectations in the statement of the

proposition, and the right-hand side is finite by assumption.
Concerning the equality of integrals, we note that by definition,∫ T

0
Φs dWs :=

∫ T

0
Φs ◦ J−1

0 dWs,

where the right-hand side is defined using the finite-trace approach of Section 3.3. We note that by
Proposition 3.6, part 4, ( J0(ẽj))j is a complete orthonormal basis of Q 1/2

1 (V1).
According to Proposition 3.4 with H = R, a single basis element f k = 1 of H , βj(s) = Ws(vj), and

ẽj there replaced by J0(ẽj), formula (3.12) becomes∫ T

0
Φg

s ◦ J−1
0 dWs =

∞−
j=1

∫ T

0
Φg

s ◦ J−1
0 ( J0(ẽj)) dβj(s),

and the right-hand side is equal to

∞−
j=1

∫ T

0
Φg

s (ẽj) dWs(vj) =

∞−
j=1

∫ T

0


gs, ẽj


V dWs(vj) =

∞−
j=1

∫ T

0


gs, vj


VQ

dWs(vj).

The last expression is equal to g · W . �
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Remark 3.11. Proposition 3.10 allows us in particular to associate the spatially homogeneous noise
of Section 2.2, viewed as a cylindrical Wiener process with covariance IdU in Proposition 2.5, with a
cylindrical Q -Wiener process as in Proposition 3.6, with Q = IdU , on the Hilbert space U of Section
2.2, and to relate the associated stochastic integrals.

3.6. Equivalence of Hilbert-space-valued integrals

This section is devoted to proving that the Hilbert-space-valued stochastic integral introduced in
Section 2.6 is in fact equivalent to the stochastic integral of Da Prato and Zabczyk described in Sections
3.3 and 3.5.

We consider a cylindrical Wiener process W on a separable Hilbert space V with covariance Q ,
such that Tr Q <+ ∞, and let W be the V -valued Q -Wiener process associated to W (see Theorem
3.2). We fix a separable Hilbert space H and a complete orthonormal basis (fk)k of H . In Section
2.6, we defined the H-valued stochastic integral g · W =

 T
0 gs dWs of any predictable g ∈ L2(Ω ×

[0, T ];VQ ⊗ H).
The equivalence thatwe shall prove is based on thewell-knowngeneric fact that the tensor product

VQ ⊗ H is canonically isometric and isomorphic to the space L2(V ∗

Q , H) of Hilbert–Schmidt operators
defined on the dual space of VQ and taking values in H (see e.g. [1, Section 12.3]). Notice that the
space V ∗

Q is non other than V0 = Q 1/2(V ). Let (ej)j be a complete orthonormal basis of V consisting
of eigenvectors of Q . As we have already seen, vj = Q−1/2(ej) and ẽj = Q 1/2(ej) define complete
orthonormal bases of VQ and V0, respectively. If we are given an operator Ψ ∈ L2(V0, H), then its
associated element XΨ ∈ VQ ⊗ H is given by

XΨ =

∞−
j, k=1

X j, k
Ψ (vj ⊗ fk) with X j, k

Ψ =

Ψ (ẽj), fk


H .

Moreover, one easily checks that ‖Ψ ‖L2(V0 , H) = ‖XΨ ‖VQ ⊗H .

Proposition 3.12. Let Φ = {Φ t , t ∈ [0, T ]} be a predictable process in L2(Ω × [0, T ];L2(V0, H)), so that
we can define the H-valued stochastic integral

 T
0 Φt dWt in the sense of Da Prato and Zabczyk (see

Section 3.3). Let gΦ = {gΦt , t ∈ [0, T ]} be the predictable process in L2(Ω × [0, T ];VQ ⊗ H) which is
associated toΦ . That is, for all t ∈ [0, T ] we have

gΦt =

∞−
j, k=1

(gΦt )
j, k(vj ⊗ fk), with (gΦs )

j, k
=

Φs(ẽj), fk


H . (3.20)

Then the H-valued stochastic integral
 T
0 gΦt dWt of Section 2.6 is well-defined and∫ T

0
gΦt dWt =

∫ T

0
Φt dWt .

Proof. First, note that Proposition 3.4 and the fact thatWt(h) = ⟨Wt , h⟩V , for all h ∈ V , yield∫ T

0
Φt dWt =

∞−
k=1


∞−
j=1

∫ T

0


Φt(ẽj), fk


H dWt(vj)


fk.

On the other hand, by definition of the integral of gΦ with respect toW (see (2.24)),∫ T

0
gΦt dWt =

∞−
k=1

∫ T

0


∞−
j=1

(gΦt )
j, k vj


dWt


fk.
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Each of the integrals in the above series takes values in R and is defined by (2.1). Thus∫ T

0
gΦt dWt =

∞−
k=1


∞−
j=1

∫ T

0
(gΦt )

j, kdWt(vj)


fk.

By (3.20), the proposition is proved. �

Remark 3.13. Using Remark 3.9, we see that Proposition 3.12 remains valid in the case whereW is a
cylindrical Wiener process on V with covariance Q such that Tr Q = +∞.

4. Spde’s driven by a spatially homogeneous noise

This section is devoted to presenting a class of spde’s inRd driven by a spatially homogeneous noise.
In Section 4.1, we present the real-valued approach using the notion of a mild random field solution
of the equation. Section 4.2 gives two examples: the stochastic heat equation in any spatial dimension
and the stochastic wave dimension in spatial dimensions d = 1, 2, 3. In Section 4.3, we establish an
existence anduniqueness resultwhich extends a theoremof [6]. In Section 4.4,wepresent the infinite-
dimensional formulation of these spde’s. In Section 4.5, we examine the relationship between these
two formulations, and conclude that they are equivalent (see Proposition 4.10). In Section 4.6, we
examine the relationship with the approach of [9].

We are interested in the following class of non-linear spde’s:

Lu(t , x) = σ(u(t , x))Ẇ (t , x)+ b(u(t , x)), (4.1)

t ≥ 0, x ∈ Rd, where L denotes a general second order partial differential operator with constant
coefficients, with appropriate initial conditions. The coefficients σ and b are real-valued functions
and Ẇ (t , x) is the formal notation for the Gaussian random perturbation described at the beginning
of Section 2.2.

If L is first order in time, such as the heat operator L = ∂/∂ t −∆, where ∆ denotes the Laplacian
operator on Rd, then we impose initial conditions of the form

u(0, x) = u0(x) x ∈ Rd, (4.2)

for some Borel function u0 :Rd
→ R. If L is second order in time, such as the wave operator

L = ∂ 2/∂ t2 −∆, then we have to impose two initial conditions:

u(0, x) = u0(x),
∂u
∂t
(0, x) = v0(x), x ∈ Rd, (4.3)

for some Borel functions u0, v0 : Rd
→ R.

4.1. The random field approach

We now describe the notion of mild random field solution to Eq. (4.1). Recall that we are given
a filtered probability space (Ω , F , (Ft), P), where (Ft)t is the filtration generated by the standard
cylindrical Wiener process W of Proposition 2.5, and we fix a time horizon T > 0. A real-valued
adapted stochastic process {u(t , x), (t , x) ∈ [0, T ] × Rd

} is a mild random field solution of (4.1) if
the following stochastic integral equation is satisfied:

u(t , x) = I0(t , x)+

∫ t

0

∫
Rd
Γ (t − s, x − y)σ (u(s, y))W (ds, dy)

+

∫ t

0
ds
∫

Rd
Γ (s, dy) b(u(t − s, x − y)), a.s., (4.4)

for all (t , x) ∈ [0, T ] × Rd. In (4.4), Γ denotes the fundamental solution associated to L and I0(t , x)
is the contribution of the initial conditions, which we define below. The stochastic integral on the
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right hand-side of (4.4) is as defined in Section 2.3. In particular, we need to assume that for any (t , x),
the fundamental solution Γ (t − · , x − ⋆ ) satisfies Hypothesis 2.8, and to require that s → Γ (t − s,
x − ⋆ )σ (u(s, ⋆ )), s ∈ [0, t], defines a predictable process taking values in the space U of Section 2.2
such that

E
∫ t

0
‖Γ (t − s, x − ⋆)σ (u(s, ⋆))‖2

U ds

< +∞

(see Sections 2.2 and 2.4). As we will make explicit in Section 4.3, these assumptions will be satisfied
under certain regularity assumptions on the coefficients b and σ (see Theorem 4.3).

The last integral on the right-hand side of (4.4) is considered in the pathwise sense, and we use the
notation ‘‘Γ (s, dy)’’ because we will assume that Γ (s) is a measure on Rd. Concerning the term I0(t ,
x), if L is a parabolic-type operator and we consider the initial condition (4.2), then

I0(t , x) = (Γ (t) ∗ u0) (x) =

∫
Rd

u0(x − y)Γ (t , dy). (4.5)

On the other hand, in the case where L is second order in time with initial values (4.3),

I0(t , x) = (Γ (t) ∗ v0) (x)+
∂

∂t
(Γ (t) ∗ u0) (x)

=

∫
Rd
v0(x − y)Γ (t , dy)+

∂

∂t

∫
Rd

u0(x − y)Γ (t , dy)

. (4.6)

4.2. Examples: stochastic heat and wave equations

In the case of the stochastic heat equation in any space dimension d ≥ 1 and the stochastic wave
equation in dimensions d = 1, 2, 3, following [6, Section 3] (see also [29, Examples 4.2 and 4.3]), the
fundamental solutions are well-known and the conditions in Hypothesis 2.8 can be made explicit.

Indeed, let Γ be the fundamental solution of the heat equation in Rd, d ≥ 1, so that

Γ (t , x) = (4π t)−d/2 exp


−
|x|2

4t


.

In particular, we have FΓ (t)(ξ) = exp(−4π2t|ξ |2), ξ ∈ Rd, and, because∫ T

0
exp(−4π2t|ξ |2) dt =

1
4π2|ξ |2

(1 − exp(−4π2T |ξ |2)),

we conclude that condition (2.11) in Hypothesis 2.8 holds if and only if∫
Rd

µ(dξ)
1 + |ξ |2

< +∞. (4.7)

Now letΓ d be the fundamental solution of thewave equation inRd, with d = 1, 2, 3. This restriction
on the space dimension is due to the fact that the fundamental solution in Rd with d> 3 is no longer
a non-negative distribution (for results on the stochastic wave equation in spatial dimension d> 3,
we refer the reader to [5]: see Remark 2.10). It is well known (see [17, Chapter 5]) that

Γ1(t , x) =
1
2
1{|x|<t}, Γ2(t , x) =

1
2π
(t2 − |x|2)−1/2

+ , Γ3(t)(dx) =
1

4π t
σt(dx),

where σ t denotes the uniform surfacemeasure on the three-dimensional sphere of radius t , with total
mass 4π t2. This implies that, for each t , Γ d(t) has compact support. Furthermore, for all dimensions
d ≥ 1, the Fourier transform of Γ d(t) is

FΓd(t)(ξ) =
sin(2π t|ξ |)

2π |ξ |
.
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Elementary estimates show that there are positive constants c1 and c2 depending on T > 0 such that

c1
1 + |ξ |2

≤

∫ T

0

sin2(2π t|ξ |)
4π2|ξ |2

dt ≤
c2

1 + |ξ |2
.

Therefore, Γ d satisfies condition (2.11) if and only if (4.7) holds.
For d = 1, I0(t , x) is given by the so-called d’Alembert’s formula (see, for instance, [16, p. 68]):

I10 (t , x) =
1
2
[u0(x + t)+ u0(x − t)] +

1
2

∫ x+t

x−t
v0(y) dy, x ∈ R. (4.8)

For d = 2 (see [16, p. 74]),

I20 (t , x) =
1

2π t

∫
|x−y|<t

u0(y + tv0)+ ∇u0(y) · (x − y)
(t2 − |x − y|2)1/2

dy, x ∈ R2.

Finally, for d = 3 (see [16, p. 77]), for x ∈ R3,

I30 (t , x) =
1

4π t2

∫
R3
(tv0(x − y)+ u0(x − y)+ ∇u0(x − y) · y) σt(dy). (4.9)

It is important to remark that in the above formulas, we have implicitly assumed that all integrals that
appear are well defined. Indeed, in Lemma 4.2 below, we will exhibit sufficient conditions on u0 and
v0 under which such integrals exist and are uniformly bounded with respect to t and x.

4.3. Random field solutions with arbitrary initial conditions

The aim of this section is to prove the existence and uniqueness of a mild random field solution to
the stochastic integral equation (4.4).

We are interested in solutions that are Lp-bounded, as in (4.10) below, and L2-continuous. This is
only possible under certain assumptions on the initial conditions. In particular, the initial conditions
will have to be such that the following hypothesis is satisfied.

Hypothesis 4.1. (t , x) → I0(t , x) is continuous and sup(t , x)∈[0, T ]×Rd |I0(t , x)| < +∞.

For the particular case of the heat equation in any spatial dimension and the wave equation with
d ∈ {1, 2, 3}, sufficient conditions for Hypothesis 4.1 to hold are given in the next lemma.

Lemma 4.2. Consider the following two sets of hypotheses:

(i) Heat equation. u0 : Rd
→ R is measurable and bounded.

(ii) Wave equation.When d = 1,u0 is bounded and continuous, and v0 is bounded andmeasurable.When
d = 2, u0 ∈ C1(R2) and there is q0 ∈]2, ∞] such that u0, ∇u0, v0 all belong to Lq0(R2).When d = 3,
u0 ∈ C1(R3), u0 and ∇u0 are bounded, and v0 is bounded and continuous.

Then under condition (i) or (ii), Hypothesis 4.1 is satisfied.

Proof. Assume first that L is the heat operator on Rd, d ≥ 1, with initial condition u0 satisfying (i).
Then, by (4.5),

sup
(t , x)∈[0, T ]×Rd

|I0(t , x)| ≤ ‖u0‖∞ sup
t∈ ]0, T [

∫
Rd
(2π t)−d/2 exp


−

|y|2

2t


dy = ‖u0‖∞ < +∞.

Secondly, assume that L is the wave operator on Rd, d = 1, 2, 3, and that condition (ii) is satisfied.
We make explicit the dependence on the space dimension by denoting Id0(t , x), d = 1, 2, 3, the term
I0(t , x).

By (4.8), if d = 1 it is clear that

sup
(t , x)∈[0, T ]×R

|I10 (t , x)| ≤ C(‖u0‖∞ + ‖v0‖∞).
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To deal with the case d = 2, we refer to [26, pp. 808–809]. In this reference, the explicit formula
Γ2(t , x) =

1
2π (t

2
− |x|2)−1/2

+ was used to show that

sup
(t , x)∈[0, T ]×R

|I20 (t , x)| ≤ C(‖u0‖∞ + ‖∇u0‖∞ + ‖v0‖∞).

Finally, for the case d = 3 we have, by (4.9):

|I30 (t , x)| ≤ C(‖v0‖∞ + ‖u0‖∞ + ‖∇u0‖∞) sup
s∈ ]0, T [

σs(R3)

s2
,

where σ s denotes the uniform surface measure on the three-dimensional sphere of radius s. In
particular, the total mass of σ s is proportional to s2 and, therefore, I30 (t , x) is uniformly bounded with
respect to t ∈ [0, T ] and x ∈ R3.

Finally, the continuity property of (t , x) → I0(t , x) follows from the hypotheses and the explicit
formulas for I0(t , x) given in Section 4.1. This concludes the proof. �

The next theorem discusses existence and uniqueness of mild random field solutions to equation
(4.4). Since this theorem covers rather general initial conditions, it is an extension of Theorem 13 in
[6]. Indeed, in this reference, only vanishing initial data could be considered, because of the spatially
homogeneous covariance required for the process Z in the construction of the stochastic integral
used there for the wave equation when d = 3 (see [6, p. 10 and Theorem 2]). Of course, in the case
of the stochastic wave equation in spatial dimensions d = 1, 2, there are many results on existence
and uniqueness of mild random field solutions with non-vanishing initial conditions: see for instance
[3,7,26,28].

Theorem 4.3. Assume that Hypotheses 2.8 and 4.1 are satisfied and that σ and b are Lipschitz functions.
Then there exists a unique mild random field solution {u(t , x), (t , x) ∈ [0, T ]×Rd

} of Eq. (4.4).Moreover,
the process u is L2-continuous and for all p ≥ 1,

sup
(t , x)∈[0, T ]×Rd

E(|u(t , x)|p) < +∞. (4.10)

Proof. The proof is similar to those of [26, Theorem 1.2] and [6, Theorem 13]. We define the Picard
iteration scheme

u0(t , x) = I0(t , x),

un+1(t , x) = u0(t , x)+

∫ t

0

∫
Rd
Γ (t − s, x − y)σ (un(s, y))W (ds, dy)

+

∫ t

0

∫
Rd

b(un(t − s, x − y))Γ (s, dy) ds, (4.11)

for n ≥ 0. We prove by induction on n that the process {un(t , x), (t , x) ∈ [0, T ] × Rd
} is well defined

and, for p ≥ 1,

sup
(t , x)∈[0, T ]×Rd

E(|un(t , x)|p) < +∞, (4.12)

for every n ≥ 0.
Notice that by Hypothesis 4.1, the process u0 is locally bounded, and the Lipschitz property on σ

yields

sup
(t , x)∈[0, T ]×Rd

|σ(u0(t , x))|p < +∞.

By Proposition 2.9, this implies that the stochastic integral

I0(t , x) =

∫ t

0

∫
Rd
Γ (t − s, x − y)σ (u0(s, y))W (ds, dy)
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is well-defined and

E(|I0(t , x)|p) ≤ C
∫ t

0
ds sup

z∈Rd


1 + |u0(s, z)|p

 ∫
Rd
µ(dξ)|FΓ (t − s)(ξ)|2

≤ C sup
(s, z)∈[0, T ]×Rd

(1 + |u0(s, z)|p)
∫ T

0
ds J(s), (4.13)

where

J(s) =

∫
Rd
µ(dξ)|FΓ (s)(ξ)|2.

In order to deal with the pathwise integral

J 0 (t , x) =

∫ t

0
ds
∫

Rd
Γ (s, dy) b(u0(t − s, x − y)),

we apply Hölder’s inequality with respect to the finite measure Γ (s, dy) ds on [0, T ] × Rd and use the
Lipschitz property of b:

|J 0 (t , x)|p ≤ C
∫ t

0
ds
∫

Rd
Γ (s, dy)


1 + |u0(t − s, x − y)|p


. (4.14)

The latter term is uniformly bounded with respect to t and x. Together with (4.13), this implies
that {u1(t , x), (t , x) ∈ [0, T ] × Rd

} is a well-defined measurable process. Further, by (4.13), (4.14)
and Hypothesis 2.8,

sup
(t , x)∈[0, T ]×Rd

E(|u1(t , x)|p) < +∞.

Consider now n> 1 and assume that {un(t , x), (t , x) ∈ [0, T ] × Rd
} is a well-defined measurable

process satisfying (4.12). Using the same arguments as above, one proves that the integrals In+1(t , x)
and J n+1 (t , x) exist, so that the process un+1 is well-defined and is uniformly bounded in Lp(Ω). This
proves (4.12).

The next step consists in showing that the bound (4.12) is uniform with respect to n, that is

sup
n≥0

sup
(t , x)∈[0, T ]×Rd

E(|un(t , x)|p) < +∞. (4.15)

Indeed, the same kind of estimates as in the first part of the proof show that for n ≥ 1,

E(|un+1(t , x)|p) ≤ C


1 +

∫ t

0
ds


1 + sup

z∈Rd
E(|un(s, z)|p)


( J(t − s)+ 1)


.

We conclude that (4.15) holds by the version of Gronwall’s Lemma presented in [6, Lemma 15].
Now we show that the sequence (un(t , x))n≥1 converges in Lp(Ω). Following the same lines as in

the proof of [6, Theorem 13], let

Mn(t) := sup
(s, x)∈[0, t]×Rd

E(|un+1(s, x)− un(s, x)|p).

Using the Lipschitz property of b and σ , and applying the same arguments as above, we obtain the
estimate

Mn(t) ≤ C
∫ t

0
dsMn−1(s)( J(t − s)+ 1).

Hence, we apply again [6, Lemma 15] to conclude that (un(t , x))n≥1 converges uniformly in Lp(Ω) to a
limit u(t , x). The process {u(t , x), (t , x) ∈ [0, T ]× Rd

} has a measurable version that satisfies Eq. (4.4).
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Indeed, let us sketch the calculations concerning the stochastic integral term In(t , x) of (4.11): wewill
prove that

lim
n→∞

sup
(t , x)∈[0, T ]×Rd

E(|In(t , x)− I(t , x)|p) = 0.

By the Lipschitz property of σ , Proposition 2.9 and Hypothesis 2.8,

E(|In(t , x)− I(t , x)|p) ≤ E
∫ t

0

∫
Rd
Γ (t − s, x − y)[σ(un−1(s, y))− σ(u(s, y))]W (ds, dy)

p
≤ C

∫ t

0
ds sup

z∈Rd
E(|un−1(s, z)− u(s, z)|p)

∫
Rd
µ(dξ)|FΓ (t − s)(ξ)|2

≤ C sup
(s, z)∈[0, T ]×Rd

E(|un−1(s, z)− u(s, z)|p)

and this last term converges to zero, as n tends to infinity. The pathwise integral term can be studied
in a similar manner. Therefore, the process u solves (4.4). Finally, uniqueness of the solution can be
checked by standard arguments. �

4.4. Spatially homogeneous spde’s in the infinite-dimensional setting

Stochastic partial differential equations of the form (4.1) on Rd and driven by a spatially
homogeneous Wiener process have been studied, in the context of Da Prato and Zabczyk [14], in
a series of works: [15, Section 11.4], and [20,21,30–32]. The aim of this section is to sketch the
formulation used in those papers, focusing mostly on the one used by Peszat and Zabczyk in [32].
Then, in Section 4.5, we will compare their solution with the mild random field solution of Section
4.1.

In [32], the stochastic wave equation with d = 1, 2, 3 and the stochastic heat equation in any space
dimension are considered. Thismesheswellwith the case considered in Section 4.3. However, we note
that the stochastic wave equation in higher dimensions (d> 3) can also be formulated and solved in
the infinite-dimensional setting, but using a slightly different formulation (see [30]).

4.4.1. General framework
We first recall the generic setup for evolution equations in infinite-dimensional spaces. These are

usually written
du(t) = (Au(t)+ F(u(t))) dt + B(u(t)) dWt , t ∈ ]0, T [,
u(0) = h. (4.16)

In this equation, (Wt) is a cylindrical Q -Wiener process on a Hilbert space V , h is an element of a
Hilbert space H , F is a mapping from H into H , and B is a mapping from H into L(U , H). The operator
A : D(A) ⊂ H → H is the infinitesimal generator of a (strongly) continuous semigroup (S(t))t∈R+

(meaning, generically, that S(0) = IV , S(t + s) = S(t)S(s), and for h ∈ D(A), d
dt S(t)h = AS(t)h = S(t)Ah,

so that one sometimes writes S(t) = eAt ).
The process (Wt) is assumed to be adapted to a filtration {Ft , t ∈ R+}, such that for all s, t ∈ R+,

Wt+s − Wt is independent of Ft .
An adapted H-valued process {u(t), t ∈ [0, T ]} is amild solution of (4.16) provided for all t ∈ [0, T ],

a.s.,

u(t) = S(t)h +

∫ t

0
S(t − s)F(u(s)) ds +

∫ t

0
S(t − s)B(u(s)) dWs. (4.17)

Of course, (S(t)), F , B and (Wt) must satisfy certain conditions in order that this equation make
sense, and further conditions in order to guarantee existence and uniqueness of the solution. It is
also necessary to specify the meaning of the two integrals in (4.17): the first is essentially a Bochner
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integral, and for the second, one assumes that for all h ∈ H and t ∈ R+, S(t)B(h) belongs to L2(V0, H),
where V0 = Q 1/2(V ). For existence and uniqueness, F and B must typically satisfy at least Lipschitz
and linear growth conditions (see, for instance, [15, Theorem 5.3.1]).

In order to place the spde (4.1) in this framework, it is necessary to specify all the ingredients above
(V , W , H , A, S, F , and B). We begin with V and W .

4.4.2. Spatially homogeneous noise
To begin with, we note that in [32]—and, indeed, in the above mentioned companion papers—a

slightly more general spatially correlated noise than the one described in Section 2.2 has been used.
More precisely, one considers a spatially homogeneous Wiener process {W ∗

t , t ≥ 0} with values in
the space S ′(Rd) of tempered distributions. Denoting by ⟨·, ·⟩ the usual duality action of S ′(Rd) on
S(Rd), this means that for all ϕ ∈ S(Rd), {⟨W ∗

t , ϕ⟩, t ∈ R+} is a centered Gaussian process and there
existsΛ ∈ S ′(Rd) such that for all ϕ, ψ ∈ S(Rd) and s, t ∈ R+,

E


W ∗

s , ϕ
 

W ∗

t , ψ


= (s ∧ t)⟨Λ, ϕ ∗ ψ̃⟩,

where ψ̃(x) = ψ(−x). The Schwartz distribution Λ must be the Fourier transform of a symmetric
and non-negative tempered measure µ on Rd.

Remark 4.4. In the particular case where Λ is a non-negative measure satisfying the conditions of
Section 2.2, we recover the covariance operator of the cylindrical Wiener process W on the Hilbert
space U defined in Proposition 2.5 (see (2.2)):

E


W ∗

s , ϕ
 

W ∗

t , ψ


= (s ∧ t)
∫

Rd
Λ(dx) (ϕ ∗ ψ̃)(x) = E (Ws(ϕ)Wt(ψ)) . (4.18)

In order to relate this general noise to the one defined in Section 2.2, let U be the Hilbert space
defined in Section 2.2, and let U∗ be the dual of U . The following characterization of U∗ is given in [31,
Proposition 1.2]. Recall that L̃2(Rd, µ) stands for the subspace of L2(Rd, µ) consisting of all functions
φ such that φ̃ = φ.

Lemma 4.5. A distribution g ∈ S ′(Rd) belongs to U∗ if and only if there is φ ∈ L̃2(Rd, µ) such that g =

F(φµ).Moreover, if g1 = F(φ1µ) and g2 = F(φ2µ), with φ1, φ2 ∈ L̃2(Rd, µ), then

⟨g1, g2⟩U∗ = ⟨φ1, φ2⟩L̃2(Rd , µ).

Remark 4.6. The previous lemma allows us to determine the explicit formof the isometry I : U → U∗.
More precisely, as stated in Remark 2.3, any element g ∈ U can bewritten in the form g = F −1φ, with
φ ∈ L̃2(Rd; dµ). Then, for such g , I(g) ∈ U∗ is defined by

I(g) = F(φµ).

Moreover, we have the following lemma whose proof is straightforward. In this lemma, S̃(Rd)
denotes the family of functions ϕ ∈ S(Rd) such that ϕ̃ = ϕ.

Lemma 4.7. Let ϕ ∈ U be such that ϕ ∈ S̃(Rd). Then I(ϕ) = ϕ ∗Λ.

As it has been explained in [31, p. 191] (see, in particular, Proposition 1.1 therein), W ∗ may be
regarded as a U∗-valued cylindrical Q -Wiener process with Q = IdU∗ (so that the generic Hilbert
space V used in (4.16) is V = U∗). More precisely, let U∗

1 be a Hilbert space such that there exists a
dense Hilbert–Schmidt embedding J∗ : U∗

→ U∗

1 (see Proposition 3.6). Then

W ∗

t =

∞−
j=1

βj(t) J∗(e∗

j ), (4.19)

where (e∗

j )j is a complete orthonormal basis in U∗, and the βj(t) are independent standard Brownian
motions (note that Q 1/2

= Q−1/2
= IdU∗ ). Therefore, we will be able to define Hilbert-space-valued
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stochastic integralswith respect to W ∗, as has been described in Section 3.5. Note thatU∗ is sometimes
called the reproducing kernel Hilbert space associated to W ∗ (see, for instance, [14, Section 2.2.2] or
[31, p. 191]).

4.4.3. The space H and the operators A, S, F and B
In [32], mild solutions to the formal Eq. (4.1) are considered in a Hilbert space H of the form

L2ϑ = L2(Rd, ϑ(x)dx), where ϑ ∈ C∞(Rd) is a strictly positive even function such that ϑ(x) = e−|x|,
for | x | ≥ 1. Let us also denote by H1

ϑ the weighted Sobolev space which is the completion of S(Rd)
with respect to the norm

‖ψ‖H1
ϑ

=

∫
Rd


|ψ(x)|2 + |∇ψ(x)|2


ϑ(x)dx

1/2

.

The operator A is the Laplacian∆, with domain the classical Sobolev space H2,2. In the case of the heat
equation, where L = d/dt −∆, the associated semigroup S(t) is such that

S(t)ϕ(x) =

∫
Rd
Γ (t , x − y)ϕ(y) dy, ϕ ∈ S(Rd), t ≥ 0, x ∈ Rd, (4.20)

where Γ is the fundamental solution of the heat equation in Rd (see Section 4.2), and it is shown in
[31, Lemma 3.1] that S has a unique extension to a (holomorphic) semigroup on L2ϑ , which we still
denote by S.

The operators F and B are the so-called Nemitskii operators associated respectively to the functions
b and σ appearing in (4.1), and are defined by

F(v)(x) := b(v(x)), B(v)(x) := σ(v(x)), v ∈ L2ϑ , x ∈ Rd.

With the choices just made, the mild formulation (4.17), with W replaced there by W ∗, is a
formalization of (4.1) in the case where L =

d
dt −∆ (the stochastic heat equation).

4.4.4. The case of the stochastic wave equation
In the case of the wave equation, L = ∂2/∂ t2 −∆, the formulations (4.16) and (4.17) are not

immediately applicable, because L is not first-order in time. At least two approaches are possible:
the second-order equation (in time) can be written as a system of first-order equations, or one can
focus on the mild formulation (4.17), with S(t) defined by

S(t)ϕ = Γ (t) ∗ ϕ,

where Γ (t) is now the fundamental solution of the wave equation, as in Section 4.2. In this case, S(t)
no longer defines a semigroup. Nevertheless, this approach was used in [32] in order to treat the heat
and wave equations in a unified manner.

When L = ∂2

∂t2
− ∆, we will restrict ourselves to spatial dimensions d ∈ {1, 2, 3}. Let Γ be the

fundamental solution associated to L, let u0 ∈ H1
ϑ , v0 ∈ L2ϑ , and fix a time horizon T > 0. By definition,

amild L2ϑ -valued solution of (4.1) with L = ∂2/∂ t2 −∆, is an Ft-adapted process {u(t), t ∈ [0, T ]} with
values in L2ϑ satisfying

u(t) =
∂

∂t
(Γ (t) ∗ u0)+ Γ (t) ∗ v0 +

∫ t

0
Γ (t − s) ∗ b(u(s)) ds

+

∫ t

0
Γ (t − s) ∗ σ(u(s)) dW ∗

s . (4.21)

The stochastic integral on the right-hand side of (4.21) has to be defined. This requires interpreting
the integrand Γ (t − s) ∗ σ (u(s)) in the framework of Section 3.5.

Recall that, as in Section 3.5 and since Q = IdU∗ and so U∗
= (U∗)0, we will be able to define the

stochastic integral with respect to W ∗ of any predictable process Φ taking values in the space L2(U∗,
H), where H = L2ϑ . Therefore, it is necessary to interpret Γ (t − s) ∗ σ (u(s)) as an element of L2(U∗, H).
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Let U∗,0 be the dense subspace of U∗ consisting of all g = F(φµ) with φ ∈ S̃(Rd). According to
[32, p. 427], it holds that U∗, 0

⊂ Cb(Rd), the space of bounded and continuous functions on Rd. For
u ∈ L2ϑ and t > 0, define the following operator:

K(t , u)(η) = Γ (t) ∗ (uη), η ∈ U∗, 0. (4.22)

Then it is shown in Lemma 3.3 of [32] that, for all t > 0 and u ∈ L2ϑ , K(t , u) has a unique extension to a
Hilbert–Schmidt operator from U∗ into L2ϑ . Thus extended, K(t , ·) becomes a bounded linear operator
from L2ϑ into L2(U∗, L2ϑ ). Therefore, if u is an L2ϑ -valued adapted process, we can define the stochastic
integral as follows:∫ t

0
(Γ (t − s) ∗ σ(u(s))) dW ∗

s :=

∫ t

0
K(t − s, σ(u(s))) dW ∗

s . (4.23)

In the formulation above, σ (u(s)) denotes the function σ (u(s))(x) := σ (u(s, x)), x ∈ Rd, which belongs
to L2ϑ .

This definition of the stochastic integral (4.23) is the one that is used in themild formulation (4.21).
The main result in [32] on existence and uniqueness of a solution to Eq. (4.21) is the following (see
[32, Theorem 0.1]).

Theorem 4.8. Assume that d ∈ {1, 2, 3} and that the coefficients b and σ are Lipschitz functions. Suppose
that there is κ > 0 such that Λ+ κ dx is a nonnegative measure (where dx denotes Lebesgue measure),
and the spectral measure µ satisfies∫

Rd

µ(dξ)
1 + |ξ |2

< +∞. (4.24)

Then, for arbitrary u0 ∈ H1
ϑ and v0 ∈ L2ϑ , there exists a unique L2ϑ -valued solution to Eq. (4.21).

4.4.5. The stochastic heat equation
We now return to the case of the stochastic heat equation, namely we consider Eq. (4.1) when

L = ∂/∂ t −∆, with any spatial dimension d ≥ 1.
Letting Γ be the fundamental solution of the heat equation in Rd, and defining S as in (4.20), the

formulation in (4.17) is equivalent (see [32, Section 5]) to the equation

u(t) = Γ (t) ∗ u0 +

∫ t

0
Γ (t − s) ∗ b(u(s)) ds +

∫ t

0
Γ (t − s) ∗ σ(u(s)) dW ∗

s . (4.25)

Similar to (4.23), the stochastic integral here is defined by∫ t

0
Γ (t − s) ∗ σ(u(s)) dW ∗

s :=

∫ t

0
P(t − s, σ(u(s))) dW ∗

s ,

where the operator P(t , u), for u ∈ L2ϑ and t > 0, is defined as in (4.22), but Γ is now the fundamental
solution of the heat equation in Rd. As explained in [32, Section 5], the equivalence between (4.25)
and (4.17) can be understood through the equality

P(t , u)(η) = S(t)(uη), u ∈ L2ϑ , η ∈ U∗, 0.

Moreover, [32, Lemma 5.3] states that P(·, u) defines a square-integrable process with values in
L2(U∗, L2ϑ ), which implies that the above stochastic integral is well-defined.

The main result in [32] on existence and uniqueness of a solution to Eq. (4.25) is the following (see
[32, Theorem 0.2]).

Theorem 4.9. Assume that d ≥ 1 and that the coefficients b and σ are Lipschitz functions. Suppose that
there is κ > 0 such that Λ+ κ dx is a nonnegative measure, and the spectral measure µ satisfies (4.24).
Then, for arbitrary u0 ∈ L2ϑ , there exists a unique L2ϑ -valued solution to Eq. (4.25).
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4.5. Relation with the random field approach

We now examine the relationship between the random field solution to equation (4.4) in the case
of the stochastic wave and heat equations and the L2ϑ -valued solution to equations (4.21) and (4.25),
respectively. For this, we assume that the cylindrical Wiener process W considered in the beginning
of Section 4.1 and the cylindrical Q -Wiener process W ∗ (with Q = IdU∗ ) that appears in (4.21) are
related as follows.

Let (ej)j be a complete orthonormal basis of the Hilbert space U such that ej ∈ S̃(Rd), for all j ≥ 1.
Assume that the e∗

j and the βj(t) that appear in (4.19) are given by

e∗

j = I(ej) and βj(t) = Wt(ej), (4.26)

where I is the isometry described in Remark 4.6 (in particular, (e∗

j ) is the dual basis of (ej), that is,
e∗

j , ek

U∗ , U

= δj, k). Recall that J∗ : U∗
→ U∗

1 denotes a Hilbert–Schmidt embedding between U∗ and
a possibly larger Hilbert space U∗

1 ; moreover, by Proposition 3.6, ( J∗(e∗

j ))j defines a basis in U∗

1 .
Let us consider {u(t , x), (t , x) ∈ [0, T ] × Rd

}, the mild random field solution of (4.4) as given in
Theorem 4.3, in the case where L is either the wave operator in spatial dimension d ∈ {1, 2, 3} or the
heat operator with d ≥ 1 (so as to have a specific form for I0(t , x)). Then for all (t , x) ∈ [0, T ] × Rd,

u(t , x) = I0(t , x)+

∫ t

0

∫
Rd
Γ (t − s, x − y)σ (u(s, y))W (ds, dy)

+

∫ t

0

∫
Rd

b(u(t − s, x − y))Γ (s, dy) ds, a.s., (4.27)

Here, the expression for I0(t , x) is given either by (4.5) or (4.6), and we assume that the initial
conditions satisfy the hypotheses specified in Lemma 4.2. The coefficients σ and b are Lipschitz
functions. Recall that (t , x) → u(t , x) is mean-square continuous and satisfies

sup
(t , x)∈[0, T ]×Rd

E(|u(t , x)|2) < +∞. (4.28)

This section is devoted to proving the following result.

Proposition 4.10. Let {u(t , x), (t , x) ∈ [0, T ] × Rd
} be the mild random field solution of (4.27),

where L is either the wave operator in spatial dimension d ∈ {1, 2, 3} or the heat operator with d ≥ 1.
Let u(t) = u(t , ⋆ ). Then {u(t), t ∈ [0, T ]} is the mild L2ϑ -valued solution of (4.21) or (4.25), respectively.

Proof. This proof is written for the case of the stochastic wave equation in spatial dimension d ∈ {1,
2, 3}, but also applies to the stochastic heat equation with d ≥ 1.

In view of the integral Eqs. (4.27) and (4.21), it is clear that the most delicate part in the proof
corresponds to the analysis of the stochastic integral terms. Hence, we will start by assuming that
both the initial conditions and the drift term b vanish. In this case, {u(t , x), (t , x) ∈ [0, T ]×Rd

} solves
the integral equation

u(t , x) =

∫ t

0

∫
Rd
Γ (t − s, x − y)σ (u(s, y))W (ds, dy), a.s.

for all (t , x) ∈ [0, T ] × Rd. Let us use the following notation for the above stochastic integral:

I(t , x) :=

∫ t

0

∫
Rd
Γ (t − s, x − y)σ (u(s, y))W (ds, dy).

For any (t , x) ∈ [0, T ] × Rd, the above integral is a real-valued random variable and it is well-defined
because the integrand satisfies the hypotheses described in Section 2.4, that is, Γ (t − · , x − ⋆ )
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verifies Hypothesis 2.8 and {σ(u(s, y)), (s, y) ∈ [0, t] × Rd
} is a predictable process such that

sup
(s, y)∈[0, T ]×Rd

E(|σ(u(s, y))|2) ≤ C


1 + sup

(s, y)∈[0, t]×Rd
E(|u(s, y)|2)


< +∞. (4.29)

Let u(t) = u(t , ⋆ ), t ∈ [0, T ]. We aim to prove that {u(t), t ∈ [0, T ]} defines a square-integrable
stochastic process with values in the weighted space L2ϑ which satisfies

u(t) =

∫ t

0
Γ (t − s) ∗ σ(u(s)) dW ∗

s , t ∈ [0, T ].

Hence, our objective is to prove that {I(t , ⋆), t ∈ [0, T ]} defines an element in L2(Ω × [0, T ]; L2ϑ ) and

I(t , ⋆) =

∫ t

0
Γ (t − s) ∗ σ(u(s)) dW ∗

s .

In order to simplify the notation, we will write Z(s, y) := σ (u(s, y)) and let Z(s) denote the function
Z(s)(y) = Z(s, y), y ∈ Rd.

We will split the proof into several steps.

Step 1. We shall check that {I(t , ⋆), t ∈ [0, T ]} belongs to L2(Ω×[0, T ]; L2ϑ ) and that, for any fixed
(t , x) ∈ [0, T ]×Rd, the real-valued stochastic integral I(t , x) can bewritten as a stochastic integral
with respect to a Hilbert-space-valued Wiener process.

Notice that the norm of I(·, ⋆) in L2(Ω×[0, T ]; L2ϑ ) coincides with the norm of u( · ) in the same
space, and the latter is given by

E
∫ T

0
dt
∫

Rd
dxϑ(x)|u(t , x)|2


.

By (4.28) and the fact that ϑ is integrable over Rd, this quantity is finite. In particular, we also
deduce that Z belongs to L2(Ω × [0, T ]; L2ϑ ).

On the other hand, let us recall that I(t , x) is a stochastic integral with respect to the cylindrical
Wiener process {W s(h), s ∈ [0, T ], h ∈ U} (see Section 2.2) with covariance operator Q = IdU and
s → Γ (t − s, x − ⋆ )Z(s) is a predictable process in L2(Ω × [0, T ], U) by Proposition 2.9. Hence, by
Proposition 3.10, the stochastic integral I(t , x)may be written as

I(t , x) =

∫ t

0
Φ t , x

s dWs, (4.30)

where similar to (3.19),

Wt =

∞−
j=1

Wt(ej) J(ej),

J : U → U1 is a Hilbert–Schmidt embedding from U into a possibly larger space U1 (note that U1
need not be the dual of U∗

1 mentioned after (4.26)), and {Φ t , x
s , s ∈ [0, t]} is the predictable and

square integrable process with values in the space L2(U , R) of Hilbert–Schmidt operators from U
into R, given by

Φ t , x
s (h) = ⟨Γ (t − s, x − ⋆)Z(s), h⟩U , h ∈ U .
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Moreover,

E
∫ t

0

Φ t , x
s

2
L2(U , R) ds


= E

∫ t

0
‖Γ (t − s, x − ⋆)Z(s)‖2

U ds

.

Step 2. Recall that we aim to prove that

I(t , ⋆) =

∫ t

0
(Γ (t − s) ∗ Z(s)) dW ∗

s , t ∈ [0, T ], (4.31)

where this equality must be understood in L2(Ω × [0, T ]; L2ϑ ).

Let t ∈ [0, T ] and (fk)k be a complete orthonormal basis in L2ϑ . We will find a suitable expansion
of I(t , ⋆) in terms of (fk)k. Indeed, by (4.30) and since I(t , ⋆) defines a square integrable L2ϑ -valued
random variable, we have the following representation:

I(t , ⋆) =

∞−
k=1

[∫
Rd

dxϑ(x)
∫ t

0
Φ t , x

s dWs


· fk(x)

]
fk. (4.32)

Then, by definition of the stochastic integral with respect to W and using representation (3.12) in
Proposition 3.4 (for H = R), for all x ∈ Rd,∫ t

0
Φ t , x

s dWs =

∫ t

0
Φ t , x

s ◦ J−1 dWs =

∞−
j=1

∫ t

0
Φ t , x

s ◦ J−1( J(ej)) dWs(ej),

=

∞−
j=1

∫ t

0
Φ t , x

s (ej) dβj(s), (4.33)

where we have made use of (4.26). Hence, plugging (4.33) into (4.32), we see that

I(t , ⋆) =

∞−
k=1

∫
Rd

dxϑ(x)


∞−
j=1

∫ t

0
Φ t , x

s (ej) dβj(s)


· fk(x)


fk. (4.34)

Step 3. We now give an analogous representation for the stochastic integral on the right-hand side
of (4.31). For this,wewill again apply Proposition 3.4 directly to the right-hand side of (4.31); notice
that here, H = L2ϑ , and the J∗ in (4.19) cancels with the (J∗)−1 in the definition of the stochastic
integral. Therefore, taking (4.26) into account, we see that∫ t

0
Γ (t − s) ∗ Z(s) dW ∗

=

∞−
k=1


∞−
j=1

∫ t

0


Γ (t − s) ∗


Z(s)I(ej)


, fk

L2ϑ

dβj(s)


fk, (4.35)

where (fk)k and βj are as in Step 2. Recall that, on the left-hand side of (4.35), Γ (t − s) ∗ Z(s) is the
formal notation for the Hilbert–Schmidt operator defined on U∗ and taking values in L2ϑ such that,
for any η ∈ U0,∗, (Γ (t − s) ∗ Z(s))(η) = K(s, Z(s))(η) = Γ (t − s) ∗ (Z(s)η).

By Lemma 4.7, I(ej) = ej ∗Λ (because ej ∈ S̃(Rd)), so equality (4.35) can be written in the form∫ t

0
Γ (t − s) ∗ Z(s) dW ∗

=

∞−
k=1


∞−
j=1

∫ t

0

∫
Rd

dxϑ(x)

Γ (t − s) ∗


Z(s)(ej ∗Λ)


(x) · fk(x)


dβj(s)


fk.
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Applying Fubini’s Theorem and comparing the latter expression with (4.34), we observe that, in
order to prove (4.31), it suffices to check that, for almost all x ∈ Rd and any ϕ ∈ S̃(Rd),

Φ t , x
s (ϕ) = [Γ (t − s) ∗ (Z(s)(ϕ ∗Λ))] (x), s ∈ [0, t].

By definition of the operator Φ t , x
s and expanding the convolutions on the right-hand side above,

this equality is equivalent to

⟨Γ (t − s, x − ⋆)Z(s), ϕ⟩U =

∫
Rd
Γ (t − s, dz)Z(s, x − z)

∫
Rd
Λ(dy) ϕ(x − z − y).

Notice that this is precisely the statement of Lemma 4.11 below. Therefore, we can conclude that
(4.31) holds.
Step 4. Let us finally sketch the extension of what we have proved so far to the case of Eqs.
(4.27) and (4.21). That is, we consider a general Lipschitz continuous drift b and initial conditions
u0, v0 satisfying the hypotheses specified at the beginning of the section. Hence, {u(t , x), (t , x) ∈

[0, T ] × Rd
} satisfies (4.27).

One proves that the process {u(t), t ∈ [0, T ]} belongs to L2(Ω × [0, T ]; L2ϑ ) as we have done
in Step 1. Indeed, an immediate consequence of the proof of Theorem 4.3 is that each term in Eq.
(4.27) is bounded in L2(Ω), uniformly with respect to (t , x) ∈ [0, T ] × Rd. This clearly implies that
each term in (4.27) defines an element in L2(Ω × [0, T ]; L2ϑ ).

It follows that the stochastic integral
 t
0 Γ (t − s) ∗ σ(u(s)) dW ∗ is well-defined and, by Steps 2

and 3 above, we have∫ t

0
Γ (t − s) ∗ σ(u(s)) dW ∗

=

∫ t

0

∫
Rd
Γ (t − s, ⋆−y)σ (u(s, y))W (ds, dy),

where the ⋆ symbol on the right-hand side stands for the variable in L2ϑ .
Concerning the pathwise integral in (4.21), we have∫ t

0
Γ (t − s) ∗ b(u(s)) ds =

∫ t

0
ds
∫

Rd
Γ (t − s, dy) b(u(s, ⋆−y))

=

∫ t

0
ds
∫

Rd
Γ (s, dy) b(u(t − s, ⋆−y)).

It is also clear that the contributions of the initial conditions in Eqs. (4.27) and (4.21) coincide as
elements in L2([0, T ]; L2ϑ ). We have therefore proved that {u(t), t ∈ [0, T ]} is the mild solution of
(4.21), which concludes the proof of Proposition 4.10. �

Wenow state and prove the following technical lemma,whichwas used in the proof of Proposition
4.10.

Lemma 4.11. Fix t ∈ [0, T ]. Then, for all ϕ ∈ S̃(Rd) and x ∈ Rd, the stochastic process {Φ t , x
s (ϕ), s ∈

[0, t]} given by

Φ t , x
s (ϕ) = ⟨Γ (t − s, x − ⋆)Z(s), ϕ⟩U

coincides, as an element in L2(Ω × [0, t]), with {Kt , x
s (ϕ), s ∈ [0, t]}, where

Kt , x
s (ϕ) =

∫
Rd
Γ (t − s, dz)Z(s, x − z)

∫
Rd
Λ(dy) ϕ(x − z − y).

Proof. In order to prove the statement, we will first approximate {Φ t , x
s (ϕ), s ∈ [0, t]} by a sequence

of smooth processes.
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More precisely, as it has been explained in [29, Proposition 3.3], for any (s, x) ∈ [0, t]× Rd, we can
regularize the elementΓ (t − s, x − ⋆ )Z(s) of U bymeans of an approximation of the identity (ψn)n ⊂

C∞

0 (R
d), and we can assume that ψn is symmetric, for all n, and |Fψn| ≤ 1. Then, for any s ∈ [0, t],

set J t , xn (s) := ψn ∗ (Γ (t − s, x − ⋆)Z(s)). Again by [29, Proposition 3.3], J t , xn (s) belongs to S(Rd) and,
as n → ∞, J t , xn converges to Γ (t − · , x − ⋆ )Z in L2([0, t] ×Ω;U). Define

Φ t , x
n, s(h) :=


J t , xn (s), h


U , h ∈ U .

This operator is well-defined because J t , xn (s) is a smooth function and, in fact, it defines an element in
L2([0, t] ×Ω; L2(U , R)).

Moreover, Φ t , x
n → Φ t , x in L2([0, t] ×Ω; L2(U , R)), as n → ∞. Indeed, this is an immediate

consequence of the fact that the norm ofΦ t , x
n − Φ t , x is given by

E
∫ t

0

Φ t , x
n − Φ t , x

2
L2(U , R) ds


= E

∫ t

0

∞−
j=1

 J t , xn (s)− Γ (t − s, x − ⋆)Z(s), ej

U

2 ds



= E
∫ t

0

 J t , xn (s)− Γ (t − s, x − ⋆)Z(s)
2
U ds


,

where (ej)j is a complete orthonormal basis in U . The last term above tends to zero because, as
mentioned before, J t , xn → Γ (t − ·, x − ⋆)Z in L2([0, t] ×Ω;U).

Therefore, for any ϕ ∈ S̃(Rd) (in fact, for any ϕ ∈ U), the sequence of real-valued processes
(Φ t , x

n (ϕ))n converges to Φ t,x(ϕ) in L2(Ω × [0, t]). In particular, Φ t , x
n (ϕ) converges weakly to Φ t,x(ϕ),

that is, for any 0 ≤ a< b ≤ t and A ∈ F ,

E

1A

∫ b

a
ds Φ t , x

n, s(ϕ)


→ E


1A

∫ b

a
dsΦ t , x

s (ϕ)


. (4.36)

We will conclude the proof by checking that the left-hand side of (4.36) also converges to

E

1A

∫ b

a
ds Kt , x

s (ϕ)


. (4.37)

For this, note that, by definition ofΦ t , x
n, s , the left-hand side of (4.36) can be written as

E

1A

∫ b

a
ds

J t , xn (s), ϕ


U


.

Because J t , xn (s) and ϕ are smooth functions, we can explicitly compute the inner product in the above
expression:


J t , xn (s), ϕ


U =

∫
Rd
Λ(dz)

∫
Rd

dy J t , xn (s, y)ϕ(y − z) =

∫
Rd

dy J t , xn (s, y) (Λ ∗ ϕ) (y)

=

∫
Rd

dy
∫

Rd
Γ (t − s, dz) ψn(y − x + z)Z(s, x − z)


(Λ ∗ ϕ) (y)

=

∫
Rd
Γ (t − s, dz)Z(s, x − z)

∫
Rd

dyψn(y − x + z) (Λ ∗ ϕ) (y)

,
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and so the term on the left-hand side of (4.36) equals

E

1A

∫ b

a
ds
∫

Rd
Γ (t − s, dz)Z(s, x − z)

∫
Rd

dyψn(x − z − y)(Λ ∗ ϕ)(y)

. (4.38)

Since ϕ∈S̃(Rd), the function y → (Λ ∗ ϕ)(y) is continuous in Rd and lim |y|→∞(Λ ∗ ϕ)(y) = 0. This
implies that, for any x, z ∈ Rd,

lim
n→∞

∫
Rd

dyψn(x − z − y) (Λ ∗ ϕ) (y) = (Λ ∗ ϕ) (x − z).

Moreover, becauseψn and ϕ belong to S̃(Rd), we can apply the definition of the Fourier transform of
tempered distributions:∫

Rd
dyψn(x − z − y) (Λ ∗ ϕ) (y)

 =

∫
Rd
µ(dξ)Fψn(x − z − ·)(ξ)Fϕ(ξ)


≤

∫
Rd
µ(dξ)|Fϕ(ξ)|

< + ∞.

Thus, in order to apply the Dominated Convergence Theorem in (4.38), it remains to prove that

E

1A

∫ b

a
ds
∫

Rd
Γ (t − s, dz)|Z(s, x − z)|


< +∞,

and this follows from the hypothesis on Γ and the process Z . So we have proved that the limit of
(4.38), as n goes to infinity, is

E

1A

∫ b

a
ds
∫

Rd
Γ (t − s, dz) Z(s, x − z)

∫
Rd
Λ(dy) ϕ(x − z − y)


.

This shows that the left-hand side of (4.36) converges to (4.37), which concludes the proof. �

4.6. Relation with the Dalang–Mueller formulation

In this section, we examine the relationship between the mild random field solution to equation
(4.27) and the solution introduced by Dalang and Mueller in [9] (see also [11]), which is based on the
L2-valued stochastic integration framework that was summarized in Section 2.5. Let L2θ be the space
defined in Section 2.5.

In [9], the authors consider solutions to the following stochasticwave equation inRd, for any d ≥ 1:

∂2 u
∂t2

(t , x)−∆u(t , x) = σ(u(t , x))Ẇ (t , x), (4.39)

with initial conditions

u(0, x) = u0(x),
∂u
∂t
(0, x) = v0(x), x ∈ Rd,

where u0, v0 : Rd
→ R are appropriate Borel functions. The noise Ẇ (t , x) corresponds to the spatially

homogeneous Gaussian noise described in Section 2.2.
We denote by H−1(Rd) the Sobolev space of distributions such that

‖v‖2
H−1(Rd)

:=

∫
Rd

dξ
1

1 + |ξ |2
|Fv(ξ)|2 < +∞.

According to [9, Section 5], an adapted L2θ -valued process {u(t , ⋆ ), t ∈ [0, T ]} is amild L2θ -valued solution
to (4.39) if t → u(t , ⋆ ) is mean-square continuous from [0, T ] into L2θ and the following L2θ -valued
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stochastic integral equation is satisfied:

u(t , ⋆) = Γ (t) ∗ v0 +
∂

∂t
(Γ (t) ∗ u0)+

∫ t

0

∫
Rd
Γ (t − s, ⋆−y)σ (u(s, y))M(ds, dy), (4.40)

where Γ denotes the fundamental solution of the wave equation in Rd. The stochastic integral in
(4.40) takes values in L2θ and is defined in the final part of Section 2.5. The main result on existence
and uniqueness of solutions to Eq. (4.40) is the following (see [9, Theorem 13]).

Theorem 4.12. Assume that the spectralmeasureµ satisfies (4.7), u0 ∈ L2(Rd), v0 ∈ H−1(Rd) and σ is a
Lipschitz function. Then Eq. (4.40) has a unique mild L2θ -valued solution.

In order to be able to compare the solution of the above equation with the mild random field
solution to (4.27), we consider space dimensions d ∈ {1, 2, 3} and we set b = 0. The main result of
this section is the following.

Theorem 4.13. Let d ∈ {1, 2, 3}, and let {u(t , x), (t , x) ∈ [0, T ]×Rd
} be themild random field solution of

(4.27) in the case of the stochastic wave equation (d ∈ {1, 2, 3} and with b = 0). Let u(t) = u(t , ⋆ ).
Then {u(t), t ∈ [0, T ]} is the L2θ -valued solution of (4.40).

Proof. For simplicity, we assume that the initial conditions vanish (the extension to the general case
is straightforward). Recall that d ∈ {1, 2, 3} and {u(t , x), (t , x) ∈ [0, T ] × Rd

} satisfies the integral
equation

u(t , x) = IΓ , Z (t , x), a.s. (4.41)

for all (t , x) ∈ [0, T ] × Rd, where

IΓ , Z (t , x) :=

∫ t

0

∫
Rd
Γ (t − s, x − y)Z(s, y)W (ds, dy)

and Z(s, y) := σ (u(s, y)). In order to prove that {u(t , ⋆ ), t ∈ [0, T ]} is the solution of (4.40), we observe
that u(t , ⋆) ∈ L2θ a.s., since

E(‖u(t , ⋆)‖2
L2θ
) =

∫
Rd

E(u(t , x)2) θ(x) dx < ∞

by (4.28). Next, we note that t → u(t , ⋆ ) from [0, T ] into L2θ is mean-square continuous, since

E(‖u(t , ⋆)− u(s, ⋆)‖2
L2θ
) =

∫
Rd

E((u(t , x)− u(s, x))2) θ(x) dx,

and we observe that as s → t , by (4.28) and since (t , x) → u(t , x) is L2(Ω)-continuous, the right-hand
side converges to 0 by the Dominated Convergence Theorem.

For t ∈ [0, T ], define

vθΓ , Z (t , ⋆) =

∫ t

0

∫
Rd
Γ (t − s, ⋆−y)σ (u(s, y))M(ds, dy),

where the stochastic integral is defined as in (2.21). It remains to show that

IΓ , Z (t , ⋆) = vθΓ , Z (t , ⋆) in L2(Ω × Rd, dP × θ(x)dx). (4.42)

For this, set Zn(s, y) = Z(s, y)1[−n, n]d(y), so that, by definition,

vθΓ , Z (t , ⋆) = lim
n→∞

vθΓ , Zn(t , ⋆) in L2(Ω × Rd, dP × θ(x)dx),
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where vθΓ , Zn(t , ⋆) is defined as in (2.15). By Proposition 2.11, vθΓ , Zn(t , ⋆) = IΓ , Zn(t , ⋆) in L2(Ω ×

Rd, dP × dx), therefore also in L2(Ω × Rd, dP × θ(x)dx). In order to establish (4.42), it suffices to
show that

E(‖IΓ , Z (t , ⋆)− IΓ , Zn(t , ⋆)‖
2
L2θ
) → 0 as n → ∞. (4.43)

The expectation in (4.43) is equal to∫
Rd

dx θ(x) E


IΓ , Zn−Z (t , x)
2

=

∫
Rd

dx θ(x) E

∫ t

0

∫
Rd
Γ (t − s, x − y) (Zn(s, y)− Z(s, y))W (ds, dy)

2

.

For n ≥ t , letDt,n =[− n + t , n − t]d. As can be seen from the formulas given in Section 4.2, for x ∈ Dt,n,
the support ofΓ (t − s, x − ∗ ) is contained in [ − n, n]d, and by definition, Zn(s, y) = Z(s, y) for y ∈[− n,
n]d and s ∈ [0, t]. Therefore, the above expression is equal to∫

Rd\Dt , n

dx θ(x) E


IΓ , Zn−Z (t , x)
2 . (4.44)

We notice that by Proposition 2.9,

E


IΓ , Zn−Z (t , x)
2

≤ C
∫ t

0
ds sup

y∈Rd
E

(Zn(s, y)− Z(s, y))2

 ∫
Rd
µ(dξ) |FΓ (t − s)(ξ)|2,

and

sup
y∈Rd

E

(Zn(s, y)− Z(s, y))2


≤ sup

y∈Rd
E((Z(t , x))2) < ∞,

by (4.28) and the Lipschitz property of σ . Therefore, the expression in (4.44) converges to 0 as n → ∞.
This proves (4.43), and concludes the proof. �

Acknowledgement

The authors thank Marta Sanz-Solé for several useful discussions and a careful reading of the
manuscript.

References

[1] J.-P. Aubin, Applied Functional Analysis, John Wiley & Sons, New York-Chichester-Brisbane, 1979.
[2] Z. Brzeźniak, J. van Neerven, Stochastic convolution in separable Banach spaces and the stochastic linear Cauchy problem,

Studia Math. 143 (1) (2000) 43–74.
[3] R. Carmona, D. Nualart, Random nonlinear wave equations: smoothness of the solutions, Probab. Theory Relat. Fields 79

(4) (1988) 469–508.
[4] D. Conus, The non-linear stochastic wave equation in high dimensions: existence, Hölder-continuity and Itô-Taylor

expansion. Thèse no. 4265, Ecole Polytechnique Fédérale de Lausanne (2008).
[5] D. Conus, R.C. Dalang, The non-linear stochastic wave equation in high dimensions, Electron. J. Probab. 13 (22) (2008)

629–670.
[6] R.C. Dalang, Extending the martingale measure stochastic integral with applications to spatially homogeneous s.p.d.e.’s.

Electr. J. Probab. 4, Paper No. 6, 29 p. (1999).
[7] R.C. Dalang, N.E. Frangos, The stochastic wave equation in two spatial dimensions, Ann. Probab. 26 (1) (1998) 187–212.
[8] R.C. Dalang, O. Lévêque, Second-order hyperbolic s.p.d.e.’s driven by homogeneous Gaussian noise on a hyperplane, Trans.

Amer. Math. Soc. 358 (5) (2006) 2123–2159.
[9] R.C. Dalang, C. Mueller, Some non-linear s.p.d.e.’s that are second order in time, Electron. J. Probab. 8 (1) (2003) 21 pp.

[10] R.C. Dalang, C. Mueller, L. Zambotti, Hitting properties of parabolic s.p.d.e.’s with reflection, Ann. Probab. 34 (2006)
1423–1450.

[11] R.C. Dalang, M. Sanz-Solé, Regularity of the sample paths of a class of second-order spde’s, J. Funct. Anal. 227 (2) (2005)
304–337.

[12] R.C. Dalang, M. Sanz-Solé, Hölder–Sobolev regularity of the solution to the stochastic wave equation in dimension 3,
Memoirs Amer. Math. Soc. 199 (931) (2009).



R.C. Dalang, L. Quer-Sardanyons / Expositiones Mathematicae 29 (2011) 67–109 109

[13] D. Dawson, Stochastic evolution equations, Math. Biosci. 154 (1972) 287–316.
[14] G. Da Prato, J. Zabczyk, Stochastic Equations in Infinite Dimensions, Cambridge University Press, Cambridge, 1992.
[15] G. Da Prato, J. Zabczyk, Ergodicity for Infinite-dimensional Systems. London Mathematical Society Lecture Note Series,

229, Cambridge University Press, Cambridge, 1996.
[16] L.C. Evans, Partial Differential Equations, American Mathematical Society, Providence, RI, 1998.
[17] G.B. Folland, Introduction to Partial Differential Equations, Princeton Univ. Press, 1976.
[18] A. Grorud, E. Pardoux, Intégrales hilbertiennes anticipantes par rapport à un processus de Wiener cylindrique et calcul

stochastique associé, Appl. Math. Optim. 25 (1) (1992) 31–49.
[19] A. Karczewska, Stochastic integral with respect to cylindrical Wiener process, Ann. Univ. Mariae Curie-Sklodowska Sect.

A 52 (2) (1998) 79–93.
[20] A. Karczewska, J. Zabczyk, A note on stochastic wave equations. Evolution equations and their applications in physical and

life sciences (Bad Herrenalb, 1998), 501–511, Lecture Notes in Pure and Appl. Math. 215, Dekker, New York, 2001.
[21] A. Karczewska, J. Zabczyk, Stochastic PDEs with function-valued solutions. Infinite dimensional stochastic analysis

(Amsterdam, 1999), 197–216, Verh. Afd. Natuurkd. 1. Reeks. K. Ned. Akad. Wet. 52, R. Neth. Acad. Arts Sci., Amsterdam,
2000.

[22] N.V. Krylov, An analytic approach to SPDEs. Stochastic partial differential equations: six perspectives, 185–242, Math.
Surveys Monogr. 64, Amer. Math. Soc., Providence, RI, 1999.

[23] N.V. Krylov, B.L. Rozovskii, Stochastic evolution equations. (Russian) Current Problems in Mathematics, Vol. 14 (Russian),
71–147, 256, Akad. Nauk SSSR, Moscow, 1979.

[24] D. Márquez-Carreras, M. Mellouk, M. Sarrà, On stochastic partial differential equations with spatially correlated noise:
smoothness of the law, Stoch. Proc. Appl. 93 (2001) 269–284.

[25] M. Métivier, J. Pellaumail, Stochastic Integration. Probability and Mathematical Statistics, Academic Press, New York-
London-Toronto, 1980.

[26] A. Millet, M. Sanz-Solé, A stochastic wave equation in two space dimensions: smoothness of the law, Ann. Probab. 27 (2)
(1999) 803–844.

[27] A. Millet, M. Sanz-Solé, Approximation and support theorem for a wave equation in two space dimensions, Bernoulli 6 (5)
(2000) 887–915.

[28] C. Mueller, Long time existence for the wave equation with a noise term, Ann. Probab. 25 (1997) 133–151.
[29] D. Nualart, L. Quer-Sardanyons, Existence and smoothness of the density for spatially homogeneous spde’s, Potential

Analysis 27 (3) (2007) 281–299.
[30] S. Peszat, TheCauchyproblem for a nonlinear stochasticwave equation in anydimension, J. Evol. Equ. 2 (3) (2002) 383–394.
[31] S. Peszat, J. Zabczyk, Stochastic evolution equations with a spatially homogeneous Wiener process, Stochastic Process.

Appl. 72 (2) (1997) 187–204.
[32] S. Peszat, J. Zabczyk, Nonlinear stochastic wave and heat equations, Probab. Theory Related Fields 116 (3) (2000) 421–443.
[33] C. Prévôt, M. Röckner, A Concise Course on Stochastic Partial Differential Equations. Lecture Notes in Mathematics, 1905,

Springer, Berlin, 2007.
[34] L. Quer-Sardanyons, The stochastic wave equation: study of the law and approximations. PhD Thesis, Universitat de

Barcelona, 2005.
[35] L. Quer-Sardanyons, M. Sanz-Solé, Absolute continuity of the law of the solution to the 3-dimensional stochastic wave

equation, J. Funct. Anal. 206 (1) (2004) 1–32.
[36] L. Quer-Sardanyons, M. Sanz-Solé, A stochastic wave equation in dimension 3: smoothness of the law, Bernoulli 10 (1)

(2004) 165–186.
[37] B.L. Rozovskii, Stochastic evolution systems. Linear theory and applications to nonlinear filtering. Translated from the

Russian by A. Yarkho. Mathematics and its Applications (Soviet Series), vol. 35, Kluwer Academic Publishers Group,
Dordrecht, 1990.

[38] M. Sanz-Solé, Malliavin calculus, with applications to stochastic partial differential equations. Fundamental Sciences, EPFL
Press, Lausanne; distributed by CRC Press, Boca Raton, FL, 2005.

[39] L. Schwartz, Théorie des Distributions, Hermann, Paris, 1966.
[40] J. van Neerven, L. Weis, Stochastic integration of functions with values in a Banach space, Studia Math. 166 (2) (2005)

131–170.
[41] J.B.Walsh, An introduction to stochastic partial differential equations. Ecole d’Eté de Probabilités de Saint-Flour XIV - 1984,

Lect. Notes Math. 1180 (1986) 265–437.
[42] J. Weidmann, Linear operators in Hilbert spaces. Graduate Texts in Mathematics, 68, Springer-Verlag, New York-Berlin,

1980.


	Stochastic integrals for spde's: A comparison
	Introduction
	Stochastic integrals with respect to a spatially homogeneous Gaussian noise
	Stochastic integration with respect to a cylindrical Wiener process
	Spatially homogeneous noise as a cylindrical Wiener process
	The real-valued stochastic integral for spatially homogeneous noise
	Examples of integrands
	The Dalang--Mueller extension of the stochastic integral
	Hilbert-space-valued integrals and tensor products

	Infinite-dimensional integration theory
	Nuclear and Hilbert--Schmidt operators
	Hilbert-space-valued Wiener processes
	H-valued stochastic integrals
	The case where  H = R 
	The case Tr Q = +infty
	Equivalence of Hilbert-space-valued integrals

	Spde's driven by a spatially homogeneous noise
	The random field approach
	Examples: stochastic heat and wave equations
	Random field solutions with arbitrary initial conditions
	Spatially homogeneous spde's in the infinite-dimensional setting
	General framework
	Spatially homogeneous noise
	The space H and the operators A, S, F and B
	The case of the stochastic wave equation
	The stochastic heat equation

	Relation with the random field approach
	Relation with the Dalang--Mueller formulation

	Acknowledgement
	References


