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ABSTRACT

This paper presents a pattern language based on regular expressions that allows the introduction of variables that can be instantiated to portions of the path that matches the expression. The paper will define a simple syntax for the language and its formal semantics. It will also study a modification of finite state automata that, through the introduction of actions on transitions, allows the variables to be instantiated while matching the expression. Finally, the paper will show that the problem of answering queries with variables is inherently harder than simple matching, essentially because, even for fairly simple expressions, the size of the results can be exponential in the size of the graph. The class of expressions and a class of graphs for which query answering is polynomial will be identified, and a processing algorithm for these expressions based on the intersection graph will be provided and analyzed.
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1. Introduction

The more and more pressing necessity to extend data bases beyond the reach of the standard relational model has created a mounting interest in alternative data structures, especially in trees and graphs, which are thought to better reflect the modeling needs of a data glut dominated by hierarchies and by the web. A consequence of this interest has been a burgeoning activity in the design of query languages capable of handling these structures. There is a broad family of query languages for trees and graphs [1–4] many of which are based on modification or restrictions of regular expressions [5–8]. Some query languages for trees are based on the world wide web consortium standard xpath [9], in general extending it to give it the expressivity of first order logic [10] or, by including regular expressions into them, of first order logic with certain transitive closure operations [11]. Languages based on regular expressions are especially interesting, being the ones for which expressivity and optimization problems have been thoroughly studied [12,13]. Regular expressions are often studied as language recognizers and, in order to be adapted for use as a query formalism, they have to be equipped with a suitable semantics, one that specifies which results are returned and how. Query languages based on xpath are based on what we might call a pair of nodes semantics, viz. one in which expressions return pairs of nodes such that the path between them matches the expression. This semantics might be an insufficient modeling tool when it comes to graphs since, while in a tree two nodes determine uniquely a path, in a graph this is no longer true. For graphs, a great deal can be gained by allowing the introduction of variables in the language so that the paths that matches an arbitrary sub-expression can be returned as a result. I shall present the syntax and semantics of such a language, based on regular expressions, and show that answering queries using variables is inherently harder than just matching the expression, but easier than other forms of variable usage such as backreferencing [14]. In particular, while matching regular expressions on directed acyclic graphs...
(DAGs) is PTIME \cite{15}, answering queries with variables can generate results of size exponential in the size of the graph and therefore intractable in time and space. The paper presents an algorithm for processing regular expressions with variables, and shows that for a certain class of expressions this algorithm has a polynomial running time.

I shall put some restrictions on the kind of expressions we shall work with. In general, I shall only consider expressions for which, were it not for the presence of variables, an efficient deterministic or non-deterministic automaton exists. The reason for this restriction is methodological. It will be clear in the following that the presence of variables will not change the basic problem of matching a regular expression to a path, a tree, or a graph. Variables will only add the complexity of having to collect results. Therefore, any problem that is hard (e.g. NP-complete) for regular expressions will continue to be hard once we add variables. We are therefore interested in the added complexity that variables introduce, that is, in those problems that would be tractable were it not for the presence of variables. Therefore, we shall restrict ourselves to tractable regular expressions, and determine what additional hypotheses we must make for them to remain tractable in the presence of variables.

As a modeling note, in this paper I shall consider trees and graphs with labels on the edges rather that on the vertices. In the case of trees, the placement of the labels is indifferent, since one can always pass from one model to the other by placing a vertex’s label on the (unique) edge that enters the vertex. In the case of graphs, labels on edges provide a more general model, which subsumes the one with labels on the vertices.

2. Why variables

Many of the pattern languages proposed for trees return, as the result of a query, the pairs of nodes between which lies a path that satisfies the query; this is consistent with their semantics since, in their standard form, the satisfaction of a path formula $\phi$ is of the form $(T, n, m) \models \phi$, where $n$ and $m$ are nodes of $T$. This semantics, and the query results that it entails, are adequate for these languages since in a tree a pair of nodes is joined by at most one path, so whenever a query returns a pair $(n, m)$, where $m$ is a descendant of $n$, a path is uniquely identified.

This kind of semantics, however, is often inadequate for graphs. Consider the regular expression $\phi = 11^*$ applied to the graph

\[
\begin{array}{c}
| a \\
| b \\
| c \\
| e \\
\end{array} \quad | 0 \\
| 1 \\
\]

There are three paths from $a$ to $e$, but in the pair of nodes semantics the query would only return the pair $(a, e)$, thus not providing the information that, of the three paths, only two satisfy the query. If on this graph we issued the query $00^*$, the pair $(a, e)$ would still constitute a result, but this time the only path that satisfies the query would be $[a, b, e]$, that is, the path that did not satisfy the previous one. The possibility of returning paths is in this case essential to discriminate between results.

Returning paths, or fragments of paths, can be useful in the case of trees as well. We might, for instance, execute the query $10^*1$ on a tree, but be interested only in the portion of the path that matches $0^*$. In the following tree

\[
\begin{array}{c}
| a \\
| b \\
| c \\
| d \\
| e \\
| f \\
| g \\
\end{array} \quad | 0 \\
| 1 \\
\]

the path $[a, d, e, g]$ matches the expression but, in the scenario presented, we are only interested in the portion $[d, e]$, which matches the $0^*$ portion of it. The path $[a, d, f]$ also matches the expression, but the portion relative to the sub-expression $0^*$ is empty, so we wouldn’t generate any result for it. On the other hand, the path $[a, b, c]$ does match the expression $0^*$, but we would not consider it as a valid result, since it is not part of a path of the form $10^*1$.

I shall present a language that allows the introduction of variables into regular expressions, thereby specifying what portion of the matching paths one wants to be returned as a result. I shall define the semantics of variable insertion and show that, with the addition of variables, processing the language is inherently harder than recognizing simple regular

\footnote{2 In fact, matching any graph on regular expressions is PTIME; in this paper, however, I shall consider only DAGs, so the weaker property will suffice.}

\footnote{3 In this sense, regular expressions with variables are different from other kinds of expressions, such as regular expressions with backreferencing, in which variables are used to extend the class of languages recognized by the expressions. I shall consider this issue more in depth in Section 10.}
expressions since, even in relatively easy cases the size of the result set is exponential in the size of the input (expression plus data graph). I shall identify certain restrictions on the form of the expression and of the graph that make the problem tractable.

3. The language

The syntax of the language is a straightforward extension of that of regular expressions. If \( \phi \) is an expression, then \( [x : \phi] \) is also an expression that assigns to the variable \( x \) the path that matches \( \phi \). With this addition, the grammar of the language is

\[
\phi ::= a \mid \phi + \phi \mid \phi \phi \mid \phi^* \mid (\phi) \mid [v : \phi]
\]

where \( a \) is a symbol of the input alphabet \( \Sigma \), and \( v \) is an element of the set \( \Theta \) of variable names. I assume that \( \Sigma \) and \( \Theta \) are disjoint and that a variable name can appear only once in an expression. Relaxing the latter requirement would not bring any substantial change to the results of this paper, but it would complicate the formal definition of the semantics. That is, this restriction has been imposed more for the sake of clarity than as a real restriction of the class of expressions that we are considering. I shall show in Section 9 that if we take as definitional the operational semantics given by the automaton that recognizes the expressions, this restriction can be dropped without consequences.

I shall first introduce the general concepts and the model-theoretic semantics of the variable-free language, then introduce the concept of environment and use it to extend the semantics to patterns with variables. For the sake of simplicity, the model that I use is a simple graph: all the results in the following can be easily extended to multi-graphs at no other cost than a bigger investment in notation. In this paper, a graph is a 4-tuple \( G = (V, E, \lambda) \), where \( E \subseteq V \times V \) is the set of edges, \( \Sigma \) is the edge label alphabet, and \( \lambda : E \rightarrow \Sigma \) is the labeling function. To this graph we can associate the relational structure \( G = (E, P_{\text{\scriptsize alg}E}) \), with \( P_a = \{e \in E \land \lambda(e) = a\} \).

A path in a graph \( G \) is a list \( \pi = [\pi_1, \ldots, \pi_n] \) such that

1. \( \forall i, (1 \leq i \leq n \Rightarrow \pi_i \in V) \);
2. \( \forall i, (1 \leq i < n \Rightarrow (\pi_i, \pi_{i+1}) \in E) \).

Given \( j, k \) with \( 0 \leq j \leq k \leq n \), define the sub-paths \( \pi^j = [\pi_1, \ldots, \pi_k] \), \( \pi^j = [\pi_j, \ldots, \pi_n] \), and \( \pi^{j,k} = [\pi_j, \ldots, \pi_k] \). Also, define the path stitching operation

\[
\pi = \pi' \times \pi'' \equiv \exists k. (\pi' = \pi^{|k|} \land \pi'' = \pi^{|k|})
\]

(3)

Note that the last vertex of \( \pi' \) is the same as the first vertex of \( \pi'' \); if this is not the case, the operation is not defined. This overlap between \( \pi' \) and \( \pi'' \) is necessary because paths are defined on vertices, while labels are placed on edges, so that a regular expression matches sequences of edges: two consecutive edges share a vertex, which is the vertex that overlaps in the stitch. With these operations in place, we can define the general sub-path relation

\[
\pi' \subseteq \pi \equiv \exists h, k. (\pi' = \pi^{|h,k|})
\]

(4)

and the proper sub-path relation

\[
\pi' \subset \pi \equiv \pi' \subseteq \pi \land \pi' \neq \pi
\]

(5)

The semantics of the variable-free portion of the language is fairly standard. Matching conditions are expressions of the form \( (G, \pi) \models \phi \), where \( G \) is a graph, \( \pi \) a path in \( G \), and \( \phi \) an expression. The conditions are as follows:

\[
(G, \pi) \models a \quad \equiv \quad \pi = [u, v] \quad \land \quad (u, v) \in P_a
\]

\[
(G, \pi) \models \phi + \phi' \quad \equiv \quad (G, \pi) \models \phi \quad \lor \quad (G, \pi) \models \phi'
\]

\[
(G, \pi) \models \phi \phi' \quad \equiv \quad \exists \pi''. (\pi = \pi' \times \pi'' \land (G, \pi') \models \phi \land (G, \pi'') \models \phi')
\]

\[
(G, \pi) \models \phi^* \quad \equiv \quad \pi = \epsilon \lor \exists k. (\pi = \pi^1 \times \cdots \times \pi_k \land \forall i, (1 \leq i \leq k \Rightarrow (G, \pi_i) \models \phi))
\]

(6)

The language recognized by an expression \( \phi \) is defined in the customary way as

\[
L(\phi) = \{(G, \pi) \mid (G, \pi) \models \phi\}
\]

(7)

or, when dealing with paths, simply as

\[
L(\phi) = \{\pi \mid (\pi, \pi) \models \phi\}
\]

(8)
3.1. Environments

In order to define the full semantics of the pattern language, we shall have to deal with variable assignments. Variables take their values in environments [16]. In this paper, we only need to deal with a fairly restricted class of environments, since all the variables are of the same type. If \( \alpha \) is the data type of the vertices of the graph, then each variable is of type \( [\alpha] \): a list of lists of vertices, that is, a list of paths (I shall clarify shortly why variables are lists of paths instead of simple paths). So, if \( \Theta \) is the set of variable names, an environment is a function \( u \in \Theta \rightarrow [\alpha] \), and \( u(\alpha) \in [\alpha] \) is the value of the variable \( \alpha \) in the environment \( u \). The domain \( D(u) \) of an environment \( u \) is the set of variables defined in it. If \( u \in \Theta \rightarrow [\alpha] \) is an environment, \( x \in \Theta \) a variable name, and \( q \in [\alpha] \) a value, then the environment \( (u|x \mapsto q) \) is defined as:

\[
(u|x \mapsto q)(z) = \begin{cases} u(z) & \text{if } z \neq x \\ q & \text{otherwise} \end{cases}
\]

Note that, according to this definition, even if \( x \) were defined in \( u \), the assignment \( x \mapsto q \) would prevail. If \( u, v \in \Theta \rightarrow [\alpha] \), the environment \( (u|v) \in \Theta \rightarrow [\alpha] \) is defined as

\[
(u|v)(z) = \begin{cases} v(z) & \text{if } z \in D(v) \\ u(z) & \text{otherwise} \end{cases}
\]

Note that if \( D(u) \cap D(v) \neq \emptyset \), and the two environments differ in the intersection, then \( (u|v) \neq (v|u) \).

The empty environment \( \bot \) has no variables defined \( (D(\bot) = \emptyset) \), and, for all environments \( u \), \( (u|\bot) = (\bot|u) = u \). Given a set of variables \( X = \{x_1, \ldots, x_n\} \), the null environment for \( X \), \( X^{\Box} \), is the environment that assigns the empty list to all variables in \( X \):

\[
X^{\Box} = (x_1 \mapsto []) \cdots (x_n \mapsto [])
\]

If \( \phi \) is an expression, and \( X(\phi) \) is the set of variables defined in \( \phi \), I shall use \( \phi^{\Box} \) as a shortcut for \( X(\phi)^{\Box} \). Finally, in the present case, in which the values of variables are lists, one can introduce the environmental append. Given two environments \( u, v \), define the environment \( u@v \) by \( (u@v)(x) = u(x)@v(x) \), where @ is the usual list append operation.

Given an expression \( \phi \) and a graph \( G \), the semantics of \( \phi \) is a function \( [\phi] \) that associates to \( G \) a set of pairs of the form \( (\pi, u) \), where \( \pi \) is a path and \( u \) an environment. Intuitively, the paths \( \pi \) are the paths of \( G \) that match the expression, and the environment \( u \) attached to \( \pi \) associates portions of \( \pi \) to the variables defined in the expression. Before introducing the formal definition of the semantics, I shall illustrate it with two examples, the second of which will clarify why the value of a variable is a list of paths.

**Example 1.** Consider applying the expression \( \phi = 1^*[x: 1^*] \) to the graph

\[
A \xrightarrow{1} B \xrightarrow{1} C \xrightarrow{1} D
\]

and consider, for the sake of simplicity, only the path that starts in \( A \) and ends in \( D \). Any suffix of this path can be assigned to the variable \( x \), leaving the initial \( 1^* \) to match the first portion. For example, if we interpret the initial \( 1^* \) as matching the path \( [A, B, C] \), then the second \( 1^* \) will match the sub-path \( [C, D] \), and this will be the value assigned to \( x \); if we interpret the initial \( 1^* \) as matching the path \( [A, B] \), then the value assigned to \( x \) will be \( [B, C, D] \). All these alternatives are valid, so that the result set for this expression will be

\[
\{(A, B, C, D), (x \mapsto [[]])\}, \{(A, B, C, D), (x \mapsto [[D]])\}, \{(A, B, C, D), (x \mapsto [[C, D]])\}, \{(A, B, C, D), (x \mapsto [[B, C, D]])\}\}
\]

Note that if there are no variables, the expression \( 1^*1^* \) can be reduced to \( 1^* \), while no such reduction is possible with the presence of the variable \( x \).

**Example 2.** Consider now the expression \( \phi = (0^*[x: 1^*])^* \) and the graph

\[
A \xrightarrow{0} B \xrightarrow{1} C \xrightarrow{1} D \xrightarrow{0} E \xrightarrow{1} F \xrightarrow{0} G \xrightarrow{0} H
\]

The path \( A-H \) matches the expression as follows:

\[
A \xrightarrow{0} B \xrightarrow{1} C \xrightarrow{1} D \xrightarrow{0} E \xrightarrow{1} F \xrightarrow{0} G \xrightarrow{0} H
\]

So that the portion that is assigned to the variable \( x \) is not an uninterrupted path, but is composed of two separate “chunks”. So, the portion of the result relative to this path (there are sub-paths of this one that also match the expression, which we do not consider in this example) is

\[
\{(A, B, C, D, E, F, G, H), (x \mapsto [B, C, D, [E, F]])\}\}
\]
Formally, the semantics of a regular expression with variables $\phi$ is a function
\[
[\phi] : \Gamma(\alpha) \rightarrow \{[\alpha] \times (\theta \rightarrow [\alpha])\}
\]  
(17)
where $\Gamma(\alpha)$ is the data type of graphs with vertices of type $\alpha$. The function is defined by induction on the structure of the expression $\phi$ as follows:

\[
\begin{align*}
[\alpha](G) &= \{ (\pi, \bot) \mid (G, \pi) \models \alpha \} \\
[\phi + \phi'](G) &= \{ (\pi, (\phi \sqcup u)) \mid (\pi, u) \in [\phi](G) \cup \{ (\pi, (\phi \sqcup u)) \mid (\pi, u) \in [\phi'](G) \} \\
[\phi \phi'](G) &= \{ (\pi \times \pi', (v @ v')) \mid (\pi, v) \in [\phi](G) \land (\pi', v') \in [\phi'](G) \} \\
[\phi^*](G) &= \{ (\pi_1 \times \cdots \times \pi_n, v_1 @ \cdots @ v_n) \mid 1 \leq i \leq n \Rightarrow (\pi_i, v_i) \in [\phi](G) \land (G, \pi_1 \times \cdots \times \pi_n) \models \phi^* \} \\
[\{x : \phi\}](G) &= \{ (\pi, (u |x| [\pi])) \mid (\pi, u) \in [\phi](G) \}
\end{align*}
\]  
(18)
I call this the strict semantics. In this variable assignment semantics, if the expression $\phi$ matches the empty path, the environment $u$ assigns to the variable $x$ the empty list. For example, if we have $\psi = a^* [x : b^*]$ and apply this expression to the graph
\[
A \xrightarrow{a} B \xrightarrow{a} C
\]  
(19)
the result will be
\[
(\{A, B, C\}, (x \mapsto \{\}))
\]  
(20)
In some cases we might not want this, but we might want the results to contain only the non-empty paths of $x$. In this case we shall modify the semantics as
\[
\begin{align*}
[\{x : \phi\}](G) &= \{ (\pi, (u |x| [\pi])) \mid (\pi, u) \in [\phi](G) \land \pi \neq [\]]
\end{align*}
\]  
(21)
I call this the lax semantics. In this paper I shall deal mostly with the strong semantics, although all the results of this paper do hold in both cases.

Both the strict and the lax semantics are intended to be extensions of the matching conditions to the case with variables. The following theorem shows that this is indeed the case (for the theorem, it is indifferent which one of the two semantics we are using):

**Theorem 3.1.**
\[
\exists v. (\pi, v) \in [\phi](G) \Rightarrow (G, \pi) \models \phi
\]  
(22)
**Proof.** The proof is by induction on the number of operations necessary to build $\phi$.

If $n = 0$ then $\phi = a$, and the theorem is trivially true from the definition.

Suppose now that the theorem is true for $n$ operations. We must distinguish three cases:

i) $\phi = \phi' + \phi''$:
\[
\begin{align*}
(\pi, v) &\in [\phi' + \phi''](G) \\
&\equiv \exists v. (\pi, v) \in [\phi'](G) \lor \exists v. (\pi, v) \in [\phi''](G) \quad \text{(by definition)} \\
&\equiv (G, \pi) \models \phi' \lor (G, \pi) \models \phi'' \quad \text{(by the inductive hypothesis)} \\
&\equiv (G, \pi) \models \phi' + \phi'' \quad \text{(by definition)}
\end{align*}
\]  
(23)

ii) $\phi = \phi' \phi''$:
\[
\begin{align*}
(\pi, v) &\in [\phi' \phi''](G) \\
&\equiv \exists \pi', \pi'', v, v'. (\pi = \pi' \times \pi'' \land (\pi', v') \in [\phi'](G) \land (\pi'', v'') \in [\phi''](G)) \\
&\equiv \exists \pi', \pi''. ((G, \pi') \models \phi' \land (G, \pi'') \models \phi'') \\
&\equiv (G, \pi) \models \phi' \phi''
\end{align*}
\]  
(24)

iii) $\phi = (\phi')^*$: in this case the definition of $[\phi](G)$ requires explicitly that any $\pi$ such that $(\pi, v) \in [\phi](G)$ satisfy $(G, \pi) \models (\phi')^*$. □
4. The bad news

Matching regular expressions in graphs, even in the “pairs of nodes” semantics can be hard. In particular, while finding paths is polynomial [17], finding simple paths is NP-hard [15]. However, in some cases finding simple paths may not be quite as hard. One such case is that of DAGs: since in a DAG every path is simple, the problem has polynomial complexity. If we have variables, things are inherently harder. If the graph contains cycles, the query processing algorithm might not terminate, as the result set might be infinite. Consider the graph:

$$A \xrightarrow{0} B \xrightarrow{0} C \xrightarrow{1}$$

(25)

and the expression $0[x : 1^*]0$. The only pair of vertices that matches the expression is $(a, c)$, but the paths that, according to the semantics of the previous section, are assigned to the variable $x$ are $[\cdot], [b], [b, b], [b, b, b], \ldots$. In this paper, I shall avoid the problem by dealing exclusively with directed acyclic graphs, for which the queries always return a finite result. Unfortunately, in this case too the problem is hard. Informally, the issue is that, in order to assign values to variables, the query processor will have to explore too many paths, and won’t be able to take any shortcuts, because the paths that we fail to analyze may have to be returned as a result. This entails that we may have queries whose result set grows exponentially with the size of the input. It is clearly impossible to compute these queries efficiently, since writing the results alone requires a time exponential in the size of the input. Let us consider a (possibly infinite) family of pattern expressions $P$, and a family of graphs $G$ of varying sizes, parametrized by a size parameter $|G|$, $G \in G$ (in general, I shall use the number of vertices in a graph as the family parameter).

**Definition 4.1.** The problem of matching the expressions of $P$ on the graphs of the family $G$ is naughty if there is an expression $\pi \in P$ and a subset of graphs $G' = \{G_1, \ldots, G_n, \ldots\} \subseteq G$ with $|G_n| \geq n$ such that the result produced by $\pi$ on the graphs of $G'$ has size $\Theta(2^{G_n})$.

**Theorem 4.1.** Matching regular expressions with variables on DAGs is naughty.

**Proof.** The theorem can be proven by showing that there is a regular expression $\phi$ and family of graphs such that the size of the results produced is exponential in the size of the input graph. Let $\phi = [x : 1^*]$ and let $G_n$ be the graph with $n$ vertices with structure

$$
\begin{array}{c}
\cdots
\end{array}
$$

where all the edges are labeled 1. There are $2^2$ maximal paths in the graph, and $2^{n-1}$ paths in total. All these paths match the expression and therefore must be returned as values for the variable $x$, so that the query will generate $2^{n-1}$ environments. □

This kind of complexity is unavoidable, since it is really in the graph, rather than in the expression: there are simply too many paths that can be returned. Even if the graphs are not as rich in paths, however, things are not necessarily better.

**Definition 4.2.** Let $G = \{G_n | n \in \mathbb{N}\}$ be a family of graphs indexed by the parameter $n$. The family is cold if there exists a number $k \in \mathbb{N}$ such that the number of paths in a graph grows at most as $O(n^k)$.

Note that all families of trees are cold since in a tree two nodes determine at most one path, so that there are $O(n^2)$ possible paths.

**Theorem 4.2.** Matching regular expressions with variables on cold graphs is naughty.

**Proof.** I shall show again that there is a query that produces a result whose size is exponential in the number of vertices of the graph (and, consequently, given that the graph is cold, in the number of edges as well). Let $\phi = (1^* [x : 1^*])^*$ and consider the family where $G_n$ is the path

$$\pi_n = \pi_1 \xrightarrow{\cdot} \pi_2 \xrightarrow{\cdot} \cdots \xrightarrow{\cdot} \pi_n$$

(26)

The family is clearly cold. The whole path satisfies the expression, but we are free to choose which parts will match the instances of $1^*$ without a variable and which will be assigned to the variable $x$. Since the whole expression is under the star, we can repeat this double assignment as many times as we wish. Consider an $n - 1$ bit binary number, and set a bit to 1 if the corresponding edge is assigned to $x$, to 0 if it is not. For example:
\[ \begin{array}{cccccccc}
\pi_1 & \pi_2 & \pi_3 & \pi_4 & \pi_5 & \pi_6 & \pi_7 & \pi_8 \\
1^* & [x:1^*] & 1^* & [x:1^*] & 1^* & [x:1^*] & 1^* & [x:1^*] \\
0 & 1 & 1 & 0 & 1 & 1 & 0 & 1
\end{array} \tag{27} \]

This assignment of sub-paths to the variable is therefore associated to the binary number 011011_2 = 51. Every binary number has a different combination associated to it (as a matter of fact, there are more combinations than binary numbers), so there are at least \(2^{n-1}\) possible results that must be produced. □

In the expression used in this theorem, the problem is caused by the presence of the variable \(x\) under the star: it is this variable that can be assigned in different combinations with the previous \(1^*\) expression, and the possibility of replicating the combination makes the number of possible results unmanageably large.

**Definition 4.3.** An expression \(\phi\) is *peachy* if, whenever it contains a sub-expression of the form \(\psi^*\), \(\psi\) does not contain variables.

**Definition 4.4.** An expression \(\phi\) is *hard* if it contains a sub-expression of one of the following two forms:

i) \((\zeta[x:\psi]\xi)^*)

ii) \((\psi[x:\xi]\zeta)^*)

with \(L(\zeta) \cap L(\psi^\xi) \neq \emptyset\).

The expression \((1^*[x:1^*])\) of the example above is hard, of type ii), with \(\psi = 1^*\), \(\xi = \epsilon\), \(\zeta = 1\), and \(L(\zeta) \cap L(\psi^\xi) = \{1\} \neq \emptyset\).

An expression that is not hard will be called *friendly*. All peachy expressions are friendly. In the following, I shall prove complexity results for friendly expressions so, from the point of view of the final results, the definition of peachy expressions is superfluous. They do have, however, a technical justification: we shall first prove that an efficient algorithm exists for peachy expressions and then use this result as a hypothesis in order to prove the more general result.

The following lemma, that I shall use in the following to simplify some proofs, restricts the class of graphs on which we have to go looking for exponential behavior:

**Lemma 4.1.** Let \(G\) be a family of cold graphs and \(\phi\) an expression; then \(\phi\) is naughty on \(G\) if and only if there is a family \(\mathcal{P}\) of paths such that \(\phi\) is naughty on \(\mathcal{P}\).

**Proof (Sketch).** If \(\phi\) is naughty on a family of paths, the theorem is obvious.

Suppose \(\phi\) is not naughty on \(G\). Since each graph \(G_n\) of the family has a polynomial number of paths, if \(\phi\) could be run on every path of the graph in polynomial space, it could be run in polynomial space (polynomial time) on the graph simply by running it on a path at the time. Therefore, there is in each graph of the family at least one path on which the expression is naughty. Taking all these paths we obtain the family \(\mathcal{P}\). □

This theorem entails that, when showing that the algorithm runs in polynomial time, we can limit the proof to paths. So, from now on, we shall derive tractability results only for regular expressions with variables applied to paths. All these results will be extended, by virtue of this lemma, to cold graphs.

5. Finite state automata

Looking for paths that match an expression with variables is done through finite state automata, suitably modified. The use of finite state automata to match regular expressions is one of the classic topics in computing science, and there is a significant literature that analyzes the use of these automata on trees [18–21] and graphs [22–24]. I shall modify the basic automaton slightly in order to handle variables by accumulating vertices of the graph into their lists as the automaton proceeds to explore the graph. As usual, a finite state automaton is a 5-tuple \(M = (Q, \Sigma, s_0, \delta, F)\), where \(Q\) is the set of states, \(\Sigma\) the input alphabet, \(s_0\) the initial state, \(F\) the set of final states, and \(\delta \subseteq Q \times \Sigma \times Q\) the (non-deterministic) state transition relation. If \(\delta\) can be seen as a function \(\delta : Q \times \Sigma \rightarrow Q\), the automaton is deterministic. Runs and accepting runs are defined in the usual way.

The states of the automaton are traversed during the exploration of the graph and, whenever a final state is reached, the automaton has traversed a path that matches the expression \(\phi\) and, in so doing, it has also traversed the sub-paths that must be assigned to its variables. In order to build lists of vertices into the variables, we shall label the transitions of the
automaton with actions. If \( a \in \Sigma \) is a symbol whose presence causes a transition to be executed, then a general transition with actions will be indicated as

\[
S \xrightarrow{a \in \epsilon} T
\]

Either one or both the actions \( \mathfrak{x} \) and \( \mathfrak{y} \) can be missing, in which case the arc would be labeled \( (a) \mathfrak{y}, \mathfrak{x}(a) \), or simply \( a \), which corresponds to the action-less transition of the usual finite state automata. The symbols \( \mathfrak{x} \) and \( \mathfrak{y} \) may also represent collections of actions rather than a single action, in which case all the actions of the collection will be executed. The actions \( \mathfrak{x} \) are executed before the automaton visits the vertex on the data graph that matches the symbol \( a \), while the actions \( \mathfrak{y} \) are executed afterwards. Making reference to (28), we define two types of actions:

\( \mathfrak{B}x \): begins a new list for the variable \( x \), and adds to the list all vertices of the data graph that are crossed from that moment on; if \( \mathfrak{B}x \) appears before the transition symbol \( a \), then the data vertex on which the automaton was positioned before the transition is inserted into the list, otherwise it isn’t;

\( \mathfrak{E}x \): closes the open list for the variable \( x \); vertices of the data graphs crossed after this action is executed will not be added to the list of the variable; if the action is placed after the transition symbol \( a \), the data vertex on which the automaton will be placed after executing the transition is inserted into the list, otherwise it isn’t.

Conceptually, we can consider that the automaton moves from one vertex of the data graph to the next while “crossing” the symbol \( a \) that marks the transition. All the actions placed before the symbol \( a \) will consider only the data node on which the automaton is placed before the transaction, while all the actions placed after \( a \) will consider the automaton already placed at the following node. Schematically, we can describe the operation as in the following diagram, in which the boldface state symbol indicates the current state:

\[
\begin{align*}
S \xrightarrow{\mathfrak{B}x(a)} T & \quad \text{execute } \mathfrak{x} \\
S \xrightarrow{\mathfrak{E}x(b)} T & \quad \text{change state}
\end{align*}
\]

Example 3. Suppose that we are in the state \( s \) of an automaton, and that so far we have built the environment \( u \), not containing the variable \( x \) nor the variable \( y \). Suppose the automaton has two transitions

\[
S \xrightarrow{\mathfrak{B}x(a)\mathfrak{B}y} T
\]

and that it is positioned on the vertex \( N \) of a graph with an edge

\[
N \xrightarrow{a} M \xrightarrow{b} Q
\]

then the automaton will move from state \( s \) to state \( t \), advance from the vertex \( N \) to the vertex \( Q \), and the new environment will be

\[
(u|x \mapsto \|N, M\|)y \mapsto \|M, Q\|
\]

Whenever there is an expression such as \( [x : \phi] \), a transition is created with a \( \mathfrak{B}x \) action entering the automaton that recognizes \( \phi \), and one with an action \( \mathfrak{E}x \) that leaves its final states. Formally, an automaton with action is a 6-tuple \( M = (Q, s_0, \delta, F, A, \alpha) \) where \( A \) is the set of possible actions, and \( \alpha : Q \times \Sigma \times Q \rightarrow (A \times A) \) is the function that associates two sets of actions (those to be executed before the transition and those to be executed afterwards) to each transition of \( M \). If \( \phi \) is an expression, let \( M_\phi \) be the automaton that recognizes it. If expressions are combined without the intervention of variables, the respective automata are combined in the customary way; if the combination of expression involves the definition of variables, the automata are combined as follows:

\[
\phi[x : \zeta] \psi : M_\phi \xrightarrow{(e)\mathfrak{B}x} M_t \xrightarrow{\mathfrak{E}x(e)} M_\psi
\]
\[ \phi([x: \zeta] + \zeta')\psi: \]

![Diagram](image)

\[ \phi[x : \zeta]^{\ast}\psi: \]

![Diagram](image)

If one of the expressions is empty, the relative automaton will be the empty string recognizer \( F = (\{q\}, q, \lambda x.1, \{q\}) \).

As a shortcut, if an automaton recognizes the expression \( \phi \) while going from a state \( s \) to a state \( t \), I shall use the notation

\[ s \phi \rightarrow r \]

If \( \phi = \phi'\phi'' \) and between \( \phi' \) and \( \phi'' \) the action \( \tau \) is executed, I shall write

\[ s \phi' \rightarrow \tau \phi'' \rightarrow r \]

Note that these changes do not affect the structure of the automaton, and that on any given input path, the automaton with and without variable commands will go through exactly the same sequence of states, so that if we build an automaton for an expression \( \phi \) we know that, apart from building variable values, the automaton will recognize it. The procedure that transforms a non-deterministic automaton into a deterministic one may exponentially increase the number of its states. This fact will have an impact on our complexity results, as I shall comment in the following section.

I call action transitions those transitions that contain one or more actions \( Bx \) or \( Ex \), where \( x \) is a variable. From now on, I shall also assume that all automata with \( n \) states have them numbered from 0 to \( n - 1 \). Automata processing peachy expressions have a characteristic form, which will be crucial in proving their efficiency.

**Definition 5.1.** Let \( M \) be a finite state automaton. \( M \) is action ordered if its states are numbered in such a way that whenever there is an action transition from state \( l \) to state \( m \), we have \( l < m \).

Note that if \( \phi \) does not contain variables, \( M_{\phi} \) is trivially action ordered.

**Theorem 5.1.** Let \( \phi \) be a peachy expression, then \( M_{\phi} \) can be action ordered.

**Proof.** The proof is by induction on the number of variables in an expression. Let \( v \) be that number. If \( v = 0 \), the theorem is trivially true. Suppose now that the theorem is true for \( v \) variables. If the expression is peachy, there are only two ways in which the new variable may appear:

i) \( \xi[x: \zeta]\psi \), which gives rise to the automaton (33). By the inductive hypothesis, \( M_\xi \), \( M_\zeta \) and \( M_\psi \) can be action ordered; numbering sequentially the states in \( M_\xi \), \( M_\zeta \) and \( M_\psi \) (in this order), the whole automaton will be action ordered.

ii) \( \xi([x: \zeta] + \zeta')\psi \), which gives rise to the automaton (34). As before, all the individual automata can be action ordered. Numbering the states in the order \( M_\xi \), \( M_\zeta \), \( M_\zeta' \), \( M_\psi \) will action order the whole automaton. □

### 6. Elimination of \( \epsilon \)-arcs

The general procedure that creates a recognition automaton for a given regular expression yields, in general, a sub-optimal result, that is, an automaton with a number of states greater than the minimum necessary for an automaton to recognize the same expression. The fundamental technique used in order to optimize automata without actions is the elimination of \( \epsilon \)-arcs, and the consequent identification of states separated only by \( \epsilon \)-arcs. The same general idea can be used here, with the caveat that not all \( \epsilon \)-arcs with actions can be eliminated, as the next example will show.

**Example 4.** Consider the expression \( \phi = [x: 1^{\ast}] \), applied to the data graph

\[ A \rightarrow B \rightarrow C \rightarrow D \]
starting at vertex \( A \) and considering, for the sake of simplicity, only the maximal match \([A, B, C, D]\). The finite state automaton with \( \epsilon \)-transitions that recognizes the expression is

\[
\begin{array}{c}
0 \\
\overline{\epsilon} B x \\
\overline{\epsilon} C x \\
1 \\
1 \\
\end{array}
\]

which, for the maximal path, creates the environment

\[
([A, B, C, D], (x \mapsto \llbracket A, B, C, D \rrbracket))
\]

(39)

Suppose now we eliminate the \( \epsilon \)-arcs. The resulting automaton without actions would be

\[
\begin{array}{c}
0 \\
1 \\
1 \\
\end{array}
\]

(41)

Where do we place the actions relative to the variable \( x \)? The only place is the lone arc, and the only syntactically correct way in which they can be placed is to give it a label \( B x(1) \) in \( x \). But it is easy to verify that on the maximal path of the data graph this automaton produces

\[
([A, B, C, D], (x \mapsto \llbracket [A], [B], [C], [D] \rrbracket))
\]

(42)

which doesn’t respect the semantics that we have given to the expression. In fact, this is the result of the application to the same graph of the expression \( \psi = ([x : 1]^*) \).

Before we start looking at techniques specific for automata with actions, we state the following property, whose proof is quite obvious:

All \( \epsilon \)-arcs without actions can be eliminated using the same rules as in automata without actions, and the resulting automata will be equivalent to the ones with \( \epsilon \)-arcs even in the sense of the variable semantics.

Our reduction strategy will be of trying to remove actions from as many \( \epsilon \)-arcs as possible, and then use the standard techniques in order to eliminate them.

Before introducing the two classes of actions that can be used, I shall introduce some notation that will avoid the inconvenience of having to draw too many graphs.

Let \( \xi, \tau, \ldots \) be labels on arcs of the form \( \xi(a) \). An arc between states \( s \) and \( r \) with label \( \xi \) will be indicated as \( s(\xi)r \) or, explicitly, as \( s(\xi(a))r \). A state \( s \) with \( n \) incoming arcs with actions \( \xi_1 \) and \( m \) outgoing arcs with actions \( \tau_1 \) will be indicated as \( (\xi_1, \ldots, \xi_n) = (\tau_1, \ldots, \tau_m) \).

Given two automata \( M \) and \( M' \), I write \( M \equiv M' \) if \( M \) and \( M' \) accept the same expressions and give them the same variable semantics (in the sense of the semantics of Section 3). Given an automaton \( M \) and an operation \(\omega\), I indicate with \( M[\omega] \) the automaton that results from the application of \( \omega \) to \( M \). We are interested in those operations \( \omega \) such that, for any automaton \( M \), it is the case that \( M[\omega] \equiv M \).

We shall consider two classes of operations. The operations of the first class are called in-arc displacement, and their effect is to “move” an action \( \tau \) on the “other side” of the transition condition of the arc. Given an arc \( \alpha \) between states \( s \) and \( r \), with label \( \lambda(\alpha) = \tau(a)d \), the forward in-arc displacement is represented as

\[
\begin{array}{c}
\bar{\alpha}
\end{array}
\]

(43)

while the backward in-arc displacement is defined dually:

\[
\begin{array}{c}
\bar{\alpha}
\end{array}
\]

(44)

Note that the two operations are not the inverse of each other. For example, if \( \lambda(\alpha) = \tau(a)d \), in \( M[\bar{\alpha}][\bar{\alpha}] \) we have \( \lambda(\alpha) = \tau(a)d \). In general

\[
M[\bar{\alpha}][\bar{\alpha}][\bar{\alpha}] \neq M[\bar{\alpha}][\bar{\alpha}][\bar{\alpha}] \neq M
\]

(45)

However, it is immediate to prove the following property:

**Theorem 6.1.** It is the case that

\[
M[\bar{\alpha}][\bar{\alpha}] \equiv M[\bar{\alpha}][\bar{\alpha}] \equiv M
\]

(46)

if and only if \( \exists \tau, \eta, \lambda(\alpha) = \tau(\varepsilon)\).
In-arc displacements are not terribly exciting, but they are useful to bring action across $\epsilon$-arcs, to place the automaton in a condition in which we can apply the second class of operations: cross-state displacements. Cross-state displacements move actions from a transition that enters a state to a transition that leaves it (the forward cross-state displacement) or vice versa (the backward cross-state displacement) without crossing any transition condition.

The $i, j$ forward cross-state displacement for state $s$, indicated as $s \rightarrow_{i-j}$, takes the action that follows the transition symbol from the $i$th arc entering the state and places it before the transition condition on the $j$th arc leaving the state. That is, $s \rightarrow_{i-j}$ transforms
\[
((a_1)x_1, \ldots, (a_n)x_n)s(\eta_1(b_1), \ldots, \eta_j(b_j), \ldots, (\eta_m)b_m)
\]
into
\[
((a_1)x_1, \ldots, (a_n)x_n)s(\eta_1(b_1), \ldots, \eta_i\eta_j(b_j), \ldots, (\eta_m)b_m)
\]
The backward cross-state displacement, $s \leftarrow_{i-j}$ is defined similarly. If $j = 0$ in the forward operator (resp. $i = 0$ in the backward operator), the action is removed from the incoming (resp. outgoing) arc and eliminated. The composition of operators is defined in the obvious way.

**Definition 6.1.** Given the state transition
\[
((a_1)x_1, \ldots, (a_n)x_n)s(\eta_1(b_1), \ldots, \eta_m(b_m))
\]
a $k$-complete forward cross-state displacement is an operation of the form
\[
\frac{k}{s} \rightarrow^* = \left( \bigcirc_{j=1}^{m} \frac{k}{s} \right) \circ \left( \bigcirc_{i \neq k} \frac{i}{s} \right)
\]
That is, a $k$-complete operation moves the action $x_k$ to all the output arcs and eliminates all of the input actions. A $k$-complete backward operation is defined analogously.

**Definition 6.2.** A forward cross-state displacement is complete, indicated with $s \rightarrow^*$, if there is a $k$ such that the operation is $k$-complete and $x_1 = x_2 = \cdots = x_n$.

It is immediate to see that if a $k$-complete operator is complete, then all $k$-complete operators are, independently of $k$, and they are all equal.

Graphically, a complete operation has the form
\[
\begin{array}{c}
0 \xrightarrow{(a_1)x} \eta_1(b_1) \\
\vdots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \quad \ldots \\
0 \xleftarrow{(a_n)x} \eta_m(b_m) \\
\end{array}
\]
The backward operation is defined analogously with the caveat that, this time, the equality is required to hold for the actions on the outgoing arcs.

The following theorem characterizes the semantic-preserving cross-state operations:

**Theorem 6.2.** Let $\omega$ be a cross-state displacement operation, then $M[\omega] \equiv M$ if and only if $\omega$ is complete.

**Proof (Sketch).** The complete proof of the theorem is a long and rather tedious enumeration of possible cases. Here I shall give the gist of it by considering only a forward cross-state displacement with $x = \emptyset x$. For the sake of simplicity, I assume that $n = m = 2$. This can be done without loss of generality as, if $n$ and $m$ are greater, the theorem holds if and only if it holds for each combination of two incoming and two outgoing arcs.

Assume first that we alter the automaton $M$ to $M[\tilde{s}]$, where $\tilde{s}$ is complete. Since there is an action $\emptyset x$ upon entering the state $s$, there must be a corresponding $\emptyset x$ somewhere on all the paths from $s$ to any final state and from $s$ to itself. The most complete configuration of the automaton $M$ is then
\[
\begin{array}{c}
\psi' \\
\phi \xrightarrow{(a)\emptyset x} \zeta' \\
(b)\emptyset x \\
\xi' \xrightarrow{(\epsilon)\emptyset x} \zeta''
\end{array}
\]
and the expression that it recognizes is
\[ \phi b \left( [x : c \psi'] \psi'' a \right)^* [x : d \zeta'] \zeta'' \]  

(53)

The automaton \( M[1 \rightarrow s] = M[2 \rightarrow s] = M[\rightarrow s] \) is

which, as it is easy to verify, recognizes the same expression, and gives it the same variable semantics.

Consider now the case in which there is only one \( Bx \) entering the state \( s \). The only case in which this can happen in a syntactically valid automaton is that in which the action is placed on the arc labeled \( b \), and there is a corresponding \( Ex \) between \( \zeta' \) and \( \zeta'' \).

\[ \psi'' \langle a \rangle \psi' \langle \epsilon \rangle \phi \langle b \rangle s B x \langle d \rangle \zeta' \langle \epsilon \rangle E x \zeta'' \]  

(54)

This automaton recognizes the expression
\[ \phi b \left( [x : (c \psi' \psi'') a] \right)^* [x : d \zeta'] \zeta'' \]  

(56)

There are three possible moves that will displace the action \( Bx \):
\( M[2 \rightarrow 1 s] \), \( M[2 \rightarrow 2 s] \), and \( M[2 \rightarrow \ast s] \). In the first case, in order to obtain a valid automaton, some subsequent operation would have to place an \( Ex \) between \( \phi' \) and \( \phi'' \) (note that \( \psi' \) and/or \( \psi'' \) may be empty):

\[ \psi'' \langle e \rangle \psi' \langle \epsilon \rangle \phi \langle b \rangle s B x \langle d \rangle \zeta' \langle \epsilon \rangle E x \zeta'' \]  

(55)

This automaton recognizes
\[ \phi b \left( [x : (c \psi' \psi'') a] \right)^* [x : d \zeta'] \zeta'' \]  

(56)

which, as can easily be verified, has a different variable semantics than (56). Similarly, \( M[2 \rightarrow 2 \ast s] \) recognizes
\[ \phi b \left( [x : (c \psi' \psi'') a] \right)^* [x : d \zeta'] \zeta'' \]  

(59)

and \( M[2 \rightarrow \ast s] \) recognizes
\[ \phi b \left( [x : (c \psi' \psi'') a] \right)^* [x : d \zeta'] \zeta'' \]  

(60)

both of which have a different variable semantics than (56). \( \square \)

In the proof of this theorem, it is worth noting that the inputs accepted by the automata are always the same, and correspond to the inputs accepted by the regular expression without variables
\[ \phi b \left( [x : (c \psi' \psi'') a] \right)^* [x : d \zeta'] \zeta'' \]  

(61)

What does change is the variable semantics of the automaton, that is, the way in which values are assigned to the variable \( x \).

Finally, we can modify the automaton so that there is at most one \( \epsilon \)-arc leaving each state. If there are, for example, two:

\[ s \xrightarrow{(a)} r \]  

\[ s \xrightarrow{(c)} t \]  

we can transform it into

\[ s \xrightarrow{(a)} r \]  

\[ s' \xrightarrow{(c)} t \]  

(63)
and then we can remove the \( \epsilon \)-transitions without actions using the standard techniques. Note that the automaton that we obtain is not significantly better than the one with multiple \( \epsilon \)-transitions. I introduced this operation essentially because it will be easier to prove the complexity results on automata that have this form.

7. The intersection graph

One well-known way of executing finite state automata on graphs is by reducing the problem to a traversal of the intersection graph [15].

**Definition 7.1.** Let \( G = (V, E, \Sigma, \lambda) \) be an edge-labeled directed acyclic graph, and \( M = (Q, s_0, \delta, F, A, \alpha) \) an automaton with actions. The intersection graph \( G \times M = (V', E', \mu) \) is a graph with \( V' = V \times Q \), \( E' \subseteq V' \times V' \) defined as follows:

\[
(v, v') \in E' \quad \text{and} \quad \lambda(v, v') = a \quad \text{and} \quad q' \in \delta(q, a)
\]

or

\[
v = v' \quad \text{and} \quad q' \in \delta(q, \epsilon)
\]

and \( \mu : E' \to A \) with \( \mu((v, q), (v', q')) = w \) if \( \lambda(v, v') = a \), and \( \alpha(q, a, q') = w \).

A vertex \((v, s_0)\) is called a source of the graph, while a vertex \((v, q)\) with \( q \in F \) is called a sink.

Note that, because of the way the graph is constructed, it is more akin to a Cartesian product of the data graph and the automaton than to an intersection. Nevertheless, the name intersection graph is pretty much a standard, and I shall retain it. If \( \phi \) is an expression, and the automaton used to recognize it is clear from the context, I shall informally use the notation \( G \times \phi \).

**Example 5.** Consider the expression \( 0^* \{x : 1^* \} \) applied to the graph

![Graph](image1)

The expression is processed by the automaton

![Automaton](image2)

and the intersection graph is

![Intersection Graph](image3)

The states \((A, 0)\) through \((E, 0)\) are sources, while the states \((A, 2)\) through \((E, 2)\) are sinks.

**Example 6.** Consider the expression \( (0^*1[\{x : 1^*\}]^*) \) applied to the path

![Path](image4)

The automaton with actions that recognizes the language is

![Automaton with Actions](image5)
Moreover, if a state of the automaton. Define the canonical projections as:

\[ \text{fst} \left( \begin{bmatrix} s \\ A \end{bmatrix} \right) = A \]
\[ \text{snd} \left( \begin{bmatrix} s \\ A \end{bmatrix} \right) = s \]

Given an i-edge \( e = ([A], [A']) \), let \( \text{left}(e) \) be the set of actions placed to the left of the transition symbol in the transition \( (\text{snd}([A]), \text{snd}([A'])) \), and let \( \text{right}(e) \) be the actions placed on the right. That is, if the automaton has a transition

\[ s \xrightarrow{\tau} s' \]
then

\[ \text{left}(e) = \tau \]
\[ \text{right}(e) = \eta \]

Each i-vertex \([v]\) has associated with it a state \([v] \in \{P, B\}\) and an adjacency list \( \text{ady}[v] \) containing all the i-vertices reachable from \([v]\) in one step. The state of a node is \( P \) (Pending) if the node can be visited, and \( B \) (Busy) if the algorithm can’t visit it at the moment.

In addition to these quantities and functions related to the intersection graph, the algorithm will manage the following variables:

\( \pi \): a path that matches the expression; the algorithm will build a collection of these paths as it traverses the graph;
\( O \): the set of “open” variables, that is, the set of variables for which, during the exploration of the current path, the algorithm has encountered an action \( \exists x \) not yet matched by a corresponding \( \forall x \);
\( u \): the environment with the variable bindings for the path that is being explored; this environment is built progressively while traversing a path, until a final state of the automaton is reached; at that point the environment is complete, and it is inserted in
\( R \): the set of environments and the related paths that correspond to paths already fully traversed; this will be the final result of the algorithm.

The function \( \text{trans} \) is called each time an i-edge is traversed. It receives as parameters the four quantities defined above. Moreover, if \( \text{trans} \) is called while traversing the edge \( e = ([A], [A']) \), it receives the following parameters as well:

\( w \): the d-vertex corresponding to the i-vertex in which the edge originates, that is: \( w = \text{fst}([A]) = A \);
\( s \): state of the automaton where we end up after traversing the edge, that is: \( \text{snd}([A]) \);
trans(\(x, y, s, w, \pi, u, R, O\))
1. if \(\exists x. (x = B)\) then
2. \(\text{start}(u, x)\);
3. \(O \leftarrow O \cup \{x\}\);
4. else if \(\exists x. (x = E)\) then
5. \(O \leftarrow O \setminus \{x\}\);
6. fi
7. \(\pi \leftarrow \pi \oplus \{w\}\);
8. foreach \(x \in O\) do
9. \(\text{last}(u(x)) \leftarrow \text{last}(u(x) \oplus \{w\})\);
10. od
11. if \(\exists y. (y = B)\) then
12. \(\text{start}(u, y)\);
13. \(O \leftarrow O \cup \{y\}\);
14. else if \(\exists y. (y = E)\) then
15. \(O \leftarrow O \setminus \{y\}\);
16. fi
17. if \(s \in F\) then
18. \(R \leftarrow R \cup \{\}(u, u)\}\);
19. fi
20. return \[\pi, u, R, O\].

\textbf{Fig. 1.} Transition function of the automaton with actions.

\(x\): actions to be executed before traversing the i-edge: \(x = \text{left}(e)\);
\(y\): actions to be executed after traversing the i-edge: \(y = \text{right}(e)\).

The function (shown in Fig. 1) returns a 4-tuple with the values of \(\pi, u, R,\) and \(O\) resulting after doing the traversal.

Here, \(\oplus\) is the list append operation, last is a function that returns the last element as a list, and start is the function that starts a new variable or, if the variable already exists, a new list for it:

\text{start}(u, x)
1. if \(x \in D(u)\) then
2. \(u(x) \leftarrow u(x) \oplus []\);
3. else
4. \(u \leftarrow (u | x \mapsto [])\)
5. fi

The function visit is the one that explores the intersection graph, is called with the initial i-vertex, empty path and empty environments and sets, and is a simple modification of depth-first search:

\text{visit}(v, \pi, u, R, O)
1. state[v] \leftarrow B;
2. foreach w in ady[v] do
3. if state[w] = P then
4. \((\pi', u', R', O') \leftarrow \text{trans(left}(v, w), \text{right}(v, w), \text{snd}(w), \text{fst}(v), \pi, u, R, O)\);
5. \(R \leftarrow R \cup \text{visit}(w, \pi', u', R', O')\);
6. fi
7. od
8. state[v] \leftarrow P;
9. return R;

The main difference with depth-first search is line 8: once we have visited all the paths that start from a vertex v, we set v back to the non-visited state so that, if we come back to v through a different route, all the paths that originate with it will be visited again. It is quite easy to see that with this change the algorithm will traverse all the paths in the graph, and I shall omit the proof:

\textbf{Lemma 7.1.} If \(\tilde{\pi}\) is a path in a graph originating from a vertex x, and the function visit is first called with source x, then there is a recursive invocation of visit such that, when the function trans of line 4 returns, it is with \(\pi' = \tilde{\pi}\).

What is new in this case, and what we do need to prove, is the correctness of the algorithm with respect to the environments and the variables that they define. That is, we have to show that, while the function visit traverses a given i-path, the function trans generates the correct variable bindings.
The basic results are summed up by two lemmas.

**Lemma 7.2.** Let \( \pi \) be a d-path constructed by the function visit during the traversal of an intersection graph \( G \times M_\phi \); then visit calls

\[
\text{trans}(\pi, \eta, s, w, \pi, u, R, O)
\]

with \( s \in F \) (remember that \( F \) is the set of final states of the automaton \( M_\phi \)) if and only if \( (G, \pi) \models \phi \).

The lemma is an immediate consequence of the correctness of the traversal algorithm for intersection graphs (see [15]).

**Lemma 7.3.** Let \( \pi \) be a d-path constructed by the function visit during the traversal of an intersection graph \( G \times M_\phi \), and let there be a call

\[
\text{trans}(\pi, \eta, s, w, \pi, u, R, O)
\]

with \( s \in F \). Then the environment \( u \) that is added to \( R \) in line 18 is the (only) environment such that \( (\pi, u) \in [\phi](G) \).

**Proof.** The path \( \pi \) that is inserted in \( R \) (line 18) has been built by concatenating all the vertices that the automaton has crossed (line 7) so, by Lemma 7.2, we have \( (G, \pi) \models \phi \) and, by Theorem 3.1, there is an environment \( u \) such that \( (\pi, u) \in [\phi](G) \).

To see that the environment \( u \) built during the execution is just the one that satisfies the semantics of the expression, I shall proceed by induction on the number of variables in the expression.

If there are no variables, then \( u = \bot \), and the theorem is trivially true.

Assume now that the result is true for any formula with at most \( k \) variables and consider a formula with \( k + 1 \) variables. We have to distinguish three cases, depending on how the \((k + 1)\)th variable appears.

Consider first the case in which the formula is of the type \( \xi[x: \zeta] \psi \), where \( \xi \), \( \zeta \), and \( \psi \) contain at most \( k \) variables. This expression is realized by the automaton

\[
M_\phi \equiv M_\xi \xrightarrow{\langle \xi \rangle_{\exists x}} M_\zeta \xrightarrow{\langle \xi \rangle_{\forall x}} M_\psi
\]  

(73)

Let the path that matches the expression be

\[
\pi = [v_1, \ldots, v_p, \ldots, v_h, \ldots, v_n]
\]  

(74)

where \( v_p \) is the graph vertex on which the automaton executes the action \( \exists x \), and \( v_h \) the vertex on which it executes the action \( \forall x \). In \( v_p \) the automaton leaves \( M_\xi \), so it must be in one of its final states, which implies \( (G, \pi^{[p]} \models \xi) \). By the same token, in \( v_p \), \( M_\phi \) is on the initial state of \( M_\zeta \) and in \( v_h \) in one of its final states, so \( (G, \pi^{[h]} \models \zeta) \). Similarly, \( (G, \pi^{[h]} \models \psi) \).

We have thus proved the first condition for paths according to the semantics, since \( \pi = \pi^{[p]} \times \pi^{[h]} \models \pi^{[h]} \).

During the execution of \( M_\xi \), \( x \notin V \). By the inductive hypothesis, at the point in which we analyze \( v_p \), the automaton has assembled an environment \( u^\xi \) such that \( (\pi^{[p]} \times u^\xi) \in [\phi](G) \). If we run \( M_\zeta \) on \( u^{[h]} \), by the inductive hypothesis, the automaton will create an environment \( u^\zeta \) such that \( (\pi^{[h]} \times u^\zeta) \in [\zeta](G) \). The variable \( x \) is placed in \( O \) when \( M_\phi \) is analyzing \( u^\psi \) (step 3), and removed when \( M_\phi \) is analyzing \( u^h \) (step 5) so, it is assigned the value \( \pi^{[h]} \). Therefore, when entering \( M_\psi \), the accumulated path is \( \pi^{[h]} \), and the environment is

\[
\tilde{u} = (u^\xi | u^\zeta | x \mapsto \pi^{[h]} | u^\psi)
\]  

(75)

which is precisely the environment such that \( \pi^{[h]} \models \tilde{u} \in [\phi | x: \zeta](G) \).

Similarly, at the end of \( M_\psi \), the automaton will have created the environment

\[
\tilde{u} = (u^\xi | u^\zeta | x \mapsto \pi^{[h]} | u^\psi)
\]  

(76)

which is the one such that \( (\pi, \tilde{u}) \in [\phi | x: \zeta](G) \).

Consider now the expression \( \phi((x: \zeta) + \zeta) \psi \), which is realized by the automaton (34). In this case, if the execution goes through \( \xi' \), the pair \( (\pi, u) \) is correct by the induction hypothesis (there are at most \( k \) variables in that path), while if it goes through \( \zeta \), we can apply the same reasoning as in the previous case.

Finally, for the expression \( \phi((x: \zeta)^r \psi \), every execution consists of a number \( r \) of repetitions of the machine \( M_\xi \), that is, it is equivalent to an execution for the expression

\[
\phi((x: \zeta)^r)
\]

which can also be analyzed using the same technique, with the difference that, in this case, the variable \( x \) is created anew only once by the function start: in all other cases a new list will be added to it so that in the end the value of \( x \) will be composed of \( r \) disjoint paths. \( \square \)
Theorem 7.1. Executing the algorithm visit in an intersection graph $G \times M_\phi$ starting from the source of the graph, the algorithm returns $\|\phi\|(G)$.

Proof. By Lemma 7.1, the algorithm tests all the graphs in the intersection graph, and therefore builds all paths $\pi$ compatible with the state transitions of the automaton. By Lemma 7.2, for each path $\pi$ in the graph such that $(G, \pi) \models \phi$, the function $trans$ will be called with a final state, so in line 18 it will add a pair $(\pi, u)$ to the result set. By Lemma 7.3, this is a pair $(\pi, u) \in \|\phi\|(G)$. This proves that $R \subseteq \|\phi\|(G)$.

On the other hand, if $(\pi, u) \in \|\phi\|(G)$, then $\pi$ is a $d$-path which is the projection on the first element of an $i$-path that ends in an $i$-vertex $\pi_s$ with $s \in F$. By Lemma 7.2, this means that the function $trans$ will be called with the path $\pi$ and the state $s$, so that, by Lemma 7.3, at line 18 $(\pi, u)$ will be placed into $R$. Therefore $\|\phi\|(G) \subseteq R$. $\Box$

Materializing the intersection graph is a significant burden and, in practice, a useless one, since it can be avoided through a simple change to the traversal algorithm. I am giving the algorithm in this form for ease of exposition, and because the results that follow are easier to prove if one considers the algorithm that works on materialized graphs.

7.2. Some properties of the intersection graph

From now on, I shall consider intersection graphs of the form $\Pi \times M_\phi$, where $\Pi$ is a path, and $M_\phi$ is an automaton reduced as per the method of Section 6. A vertex of the graph is of the form $(\pi_s, s_k)$ which, for the sake of conciseness, I shall often indicate simply as $[\pi]$. Given a vertex $[\pi]$ of $\Pi \times \phi$, there can be two types of outgoing edges. If the data graph has, between the vertices $\pi_i$ and $\pi_{i+1}$, an edge labeled $a$, and if the state $s_k$ has an $a$-transition to a state $s_h$, then the intersection graph will have an edge $[\pi_i \rightarrow \pi_{i+1}]$. I call these: cross edges. If there is an $e$-transition from state $s_k$ to state $s_h$, then the intersection graph will have an edge $[\pi_i \rightarrow \pi_{i+1}]$. I call these: vertical edges. All these edges will contain one or more actions. Note that, since we assume that the automaton has been reduced as per Section 6, each vertex of the intersection graph will have at most two outgoing edges: a vertical one and a cross one.

Lemma 7.4. Let $\Pi = \Pi \times \phi$, where $\Pi$ is a path. Then each vertex $[\pi]$ of $\Pi$ has at most two outgoing edges: a cross edge $[\pi_i \rightarrow \pi_{i+1}]$ and a vertical edge $[\pi_i \rightarrow [\pi_j]$.

The traversal of the graph will begin at the source vertex $[\pi_0] = (\pi_1, s_0)$, and each path that leads to a state $[\pi_i]$ with $s_f \in F$ will mean that the path $[\pi_1, \ldots, \pi_i]$ has been recognized. The set of final vertices is $F = \{[\pi] \mid s_f \in F\}$.

Sometimes, rather than working directly with the graph, we shall work with a tree generated by unfolding it; unfolding is defined for general graphs with sources and destination. The definition I give here is the same as given in [1]:

Definition 7.2. Let $G = (V, E, S, F)$ be a graph, where $V$ is the set of its vertices, $E \subseteq V \times V$ the set of its edges, $S \subseteq V$ the set of its sources, and $F \subseteq V$ the set of its destinations. The unfolding of $G$, $U(G)$ is the graph

$$U(G) = (V', E', S', F')$$

such that:

$$V' = \{p \mid p = [v_0, \ldots, v_n] \text{ is a path of } G, \text{ and } v_0 \in S\}$$

$$E' = \{(p, q) \mid \exists v \in V. (q = p@[v])\}$$

$$S' = \{p \mid \exists v. (p = [v] \land v \in S)\}$$

$$F' = \{p \mid p = [v_0, \ldots, v_n] \land v_n \in F\}$$

(77)

It is easy to show that $U(G)$ is a forest of trees whose roots are the paths of the form $[v]$, with $v \in S$, and that the tree is finite if and only if $G$ has no cycles.

In our case, since there is only one source, and the intersection graphs have no $e$-cycles, $U(\Pi \times \phi)$ is always a single, finite tree.

Example 7. Consider the first portion of the graph of the previous example

$$\begin{align}
(\pi_1, 0) & \rightarrow (\pi_2, 0) \\
(\pi_1, 1) & \rightarrow (\pi_2, 1) \\
(\pi_1, 2) & \rightarrow (\pi_2, 2) \\
(\pi_3, 0) & \rightarrow (\pi_4, 0) \\
(\pi_3, 1) & \rightarrow (\pi_4, 1) \\
(\pi_3, 2) & \rightarrow (\pi_4, 2)
\end{align}$$

(78)
The source is in this case the vertex \([0]^0 = (\pi_1, 0)\), and the unfolding of the graph is as shown in Fig. 2.

The problem of processing regular expressions with variables can be reduced to finding all the paths in the intersection graph (viz. all the i-paths, according to our nomenclature).

The problem is tractable (non-naughty) if and only if the intersection graph has a number of i-paths that varies polynomially with the length of the d-path. Given that each vertex of the unfolding corresponds to an i-path from the source, the following property follows immediately:

**Lemma 7.5.** The expression \(\phi\) is naughty if and only if there is a family of paths \(\pi^{(n)}\) with \(|\pi^{(n)}| = n\) such that, denoting by \(|G|\) the number of vertices in a graph \(G\), we have

\[
|\mathcal{U}(\pi^{(n)} \times \phi)| = \Theta(2^n)
\]

(80)

8. Complexity results

As was mentioned in the introduction, the presence of variables will not make the matching problem any easier. Theorem 3.1 is a statement of this fact; any answer to a matching problem with variables entails an answer to the corresponding matching problem without variables. This in turn implies that any intractable class of regular expressions without variables will continue to be so when we add variables. Since we are interested in the added complexity due to variables, I shall only consider expressions, that, were it not for the presence of variables, would be tractable.

8.1. Peachy expressions are not naughty

We shall first consider peachy expressions, that is, expressions in which, whenever there is a sub-expression of the form \(\phi^*\), \(\phi\) does not contain any variable. To these expressions we can apply the equivalence

\[
\xi([x : \xi] + \xi')\psi = \xi[x : \xi]\psi + \xi\xi'\psi
\]

(81)

to bring all the “+” operators at the top level of the expression, obtaining the form

\[
\phi = \phi_1 + \phi_2 + \cdots + \phi_n
\]

(82)

where the operator “+” doesn’t appear in any of the \(\phi\)s. I shall call conjunctive a regular expression in which no \(+\) appears. Not that this transformation could lead to an exponential explosion of the size of the expressions, since the number of conjunctive expression could be exponential in the size of the original expression \(\phi\). I do not consider this kind of complexity in this section, in which I shall work with conjunctive expressions only. The results of the next section, being independent of the conjunctive form of the expression, will apply in general.

In the rest of this section, I shall assume that all automata are action ordered, that their states are numbered from \(0, \ldots, n - 1\), and that the vertices of a path with \(m\) vertices are numbered from \(0, \ldots, m - 1\).

Because of Lemma 7.4, each vertex \([i]\) of the intersection graph has at most two outgoing edges: a cross one and a vertical one. Moreover, since the automaton is action ordered, for each vertical edge \([i] \rightarrow [h]\), we have \(h > j\).

The vertical edges \([i] \rightarrow [h]\) exist if there is an \(\epsilon\)-transition from the state \(j\) to the state \(h\) of the automaton. This transition can always be crossed whenever the automaton is in state \(j\), independently of the vertex of the graph on which
 supposed the edge exists. The edge

**Proof.** Suppose the edge exists. The edge \([i] \rightarrow [j]\) is an \(\epsilon\)-transition with an action \(\mathcal{B}x \) or \(\mathcal{E}x\). Suppose that the action is \(\mathcal{B}x\). Then, without the edge \([p] \rightarrow [q]\), the automaton that recognizes the expression analyzed by the graph is of the form

\[
M_\phi \xrightarrow{\epsilon} M_\chi \xrightarrow{\epsilon} M_\psi
\]

with state \(j\) being one of the final states of \(M_\phi\) and \(h\) being the initial state of \(M_\chi\). Consider now the edge \([p] \rightarrow [q]\), which implies a possible transition from \(p\) to \(q\). Because \(q \leq j\) and \(p \geq h\), state \(q\) is in \(M_\phi\) and state \(p\) is either in \(M_\chi\) or in \(M_\psi\).

Given that the arcs \(\mathcal{B}x\) and \(\mathcal{E}x\) are inserted in pairs, it is easy to see that there can be no arc from \(M_\chi\) to \(M_\phi\), so state \(p\) must be in \(M_\psi\). Insert \(\epsilon\)-transitions to isolate states \(q\) and \(p\) in \(M_\phi\) and \(M_\psi\). This gives the automaton:

\[
M_\phi' \xrightarrow{\epsilon} q \xrightarrow{\epsilon} M_\phi' \xrightarrow{\epsilon} M_\chi \xrightarrow{\epsilon} M_\psi \xrightarrow{\epsilon} p \xrightarrow{\epsilon} M_\psi'
\]

which recognizes the expression \(\phi''(\phi'(x : \zeta) \psi')^* \psi''\), contradicting the hypothesis that the expression is peachy.

The case in which the action is \(\mathcal{E}x\) is analogous. \(\square\)

That the algorithm has a polynomial time execution on paths with peachy expressions is a consequence of the following lemma:

**Lemma 8.2.** The intersection of a path with \(n\) vertices and a peachy formula with \(p\) variables has at most \(O(n^{2p+2})\) paths.

**Proof.** Consider two given vertices of the graph and start creating a path between them. While building this path, arriving at the vertex \([i]\), by virtue of Lemma 7.4, we have at most two choices: we can go either to \([i+1]\) or to \([0]\). Consider the worst case: at each vertex we can make two choices. If we make the vertical choice, we pass from one plateau to another with a higher plateau number. Because of Lemma 8.1, once we enter, say, plateau \(k\), we can never go back to one of the first \(k-1\) plateaus, that is, at every vertex, we can either stay in the same plateau or go to a lower plateau. Thus, we can choose vertical at most \(2p\) times. The specific path between the two vertices depends on where we decide to do so. So, between two vertices there are at most \(n^{2p}\) paths. Considering that there are at most \(np\) starting vertices and \(np\) end vertices, we obtain the limit \(O(n^{2p+2})\). \(\square\)

From this lemma we obtain directly the complexity result for the algorithm:

**Theorem 8.1.** A conjunctive peachy regular expression with variables of length \(m\) with \(p\) variables can be evaluated on a path of length \(n\) in time \(O(m^2 n^{2p+2})\), with \(\lambda > 1\) is a factor depending on the conversion from expression to finite automaton.
8.2. Friendly expressions are not naughty

We now move on to consider a larger class of expressions: friendly expressions, that is, expressions that do not include any of the patterns of Definition 4.4. The study of peachy expressions carried out in the previous section has given us an important result: the structure of the graph entails that if two expressions \( \phi_1 \) and \( \phi_2 \) are not naughty, neither is their sequence \( \phi_1 \phi_2 \). Therefore, if we prove that the "non-peachy" sub-expressions of a regular expression—those of the form \( \phi^* \) with \( \phi \) containing variables—are not naughty, the whole expression will also be non-naughty. In this section, therefore, we shall limit our analysis to expressions of the form \( \phi^* \). We shall not need to assume that \( \phi \) is conjunctive.

Consider the intersection graph between a path and an automaton with actions. We are interested in those situations in which there are two distinct paths between vertices corresponding to the same state of the automaton:

![Graph](85)

Consider the vertex \([l_i]\), where the paths diverge. Because of Lemma 7.4, the path must diverge in the presence of an \( \epsilon \)-transition (which, it is worth remembering, always includes an action). The general situation for a splitting path is therefore the following:

![Graph](86)

We are interested in a special type of configurations: those in which the final vertex represents the same state of the automaton as the initial one. The most general form of these configurations is

![Graph](87)

I call this configuration a kite. Note that, from the point of view of the d-path, the expressions \( \phi \) and \( \psi \) are two alternatives that match the same sub-path. If we superimpose to the kite the corresponding fragment in the d-path, we have

![Graph](88)

where \( \omega' \) is the string formed by the labels of the d-arcs that go from \( \pi_k \) to \( \pi_h \), and \( \omega'' \) that formed by the labels of the d-arcs that go from \( \pi_h \) to \( \pi_m \). Note that \( \omega'' \in L(\phi) \cap L(\psi) \), so in a kite \( L(\phi) \cap L(\psi) \neq \emptyset \) always holds.

The kite begins and ends with the same state, therefore it corresponds to a portion of the input path that can be pumped in the sense of the pumping lemma [25]. Let \( \pi = [\pi_1, \ldots, \pi_n] \) be a d-path, and suppose that, in the intersection graph, there is a kite that covers the sub-path \([\pi_p, \ldots, \pi_q]\). Then, as a consequence of the pumping lemma, every path of the form

\[
[\pi_1, \ldots, \pi_{p-1}, \pi_p, \ldots, \pi_{q-1}, \pi_p, \ldots, \pi_{q-1}, \pi_p, \ldots, \pi_{q-1}, \pi_q, \ldots, \pi_n]
\]

for \( k \geq 0 \) will be recognized by the automaton.

The kite is the building block of naughtiness, since it gives us two possible i-paths to go from a vertex \([l_k]\) to a vertex \([l_h]\). In an input graph like that of (89) this result in \( \Theta(2^k) = \Theta(2^n) \) paths that we have to traverse.

For a problem to be naughty, however, it is not sufficient to have an intersection graph with an exponential number of paths; it is also necessary that each one of these paths induce a different value for the variables created during its traversal, so that any algorithm that returns all the possible values of the variables must traverse all the paths.

Moreover, the possibility of pumping the kite entails that the kites that correspond to actual sub-expressions must be consistent, that is, it must be possible to traverse an arbitrary number of them placed one after the other in such a way that the variables defined in it are always closed before being opened again.
Example 8. The following kite is not consistent:

In fact, putting together two of them

there is, for every possible entry point (either \([v]_h\) or \([u]_h\)) an exit point (\([v]_h'\) or \([u]_h'\)) for which there is at least one path on which the actions \(Bx\) and \(Ex\) are not balanced.

Finally, the \(\epsilon\)-arc between \([u]_h\) and \([v]_h\) must contain an action, since otherwise it would have been removed by the reduction procedure. With these restrictions, we have only two significant valid templates for a kite that corresponds to a regular expression with variables:

The first corresponds to a fragment of an automaton

(I have derived the non-deterministic automaton for the sake of clarity; we can of course apply the reduction procedure to this automaton, creating an equivalent one which is deterministic except for the presence of \(\epsilon\)-transitions with actions.)

This automaton corresponds to the expression

with \(L(\phi) \cap L(\psi'\psi'') \neq \emptyset\). The second kite corresponds to the automaton

and to the expression

\[\psi'([x: \psi''(\xi \phi)^*]\xi)^*\]
again with \( L(\phi) \cap L(\psi' \psi'') \neq \emptyset \). Note that \( L(\phi) \cap L(\psi' \psi'') \neq \emptyset \) if and only if \( L(\zeta \phi) \cap L(\zeta \psi' \psi'') \neq \emptyset \), therefore the expressions (95) and (97) are the same as the forms i) and ii) of Definition 4.4.

Note also that, strictly speaking, there are two more possible forms of consistent kites, which can be obtained by placing an action of the suitable type in the middle of the expression \( \zeta \). However, these kites do not generate new forms of regular expressions. For instance, the kite

\[
\begin{array}{c}
\zeta'[x : \zeta'] \\
\phi' \cdot B \cdot \psi'' \\
\phi \cdot E \cdot \epsilon
\end{array}
\]

\[
(98)
\]

corresponds to the expression

\[
((\zeta'[x : \zeta'])^r (\zeta[x : \phi''])^s)^w
\]

which is a special case of (95) in which the expression \( \zeta \phi \) contains the variable \( x \) as well. The same is true for the other form of consistent kite. The previous considerations prove the following:

**Lemma 8.3.** Let \( \phi \) be a regular expression. Then there is a path \( \pi \) such that the graph \( \pi \times \phi \) has a kite if and only if \( \phi \) is hard.

Before deriving the complexity result of this section, we need to study some properties of a special class of binary trees.

**Definition 8.1.** A colored tree is a triple \( (T, C, \lambda) \), where \( T = (V, E) \) is a binary tree with vertices \( V \) and edges \( E \subseteq V \times V \), \( C \) is a finite set of colors, and \( \lambda : V \to C \) is the function that associates a color to every vertex.

**Definition 8.2.** Let \( T \) be a colored tree. A triple of vertices \( (n_1, n_2, n_3) \in V^3 \) is called a matching triangle if:

i) \( n_2 \) and \( n_3 \) belong to a sub-tree with root \( n_1 \);

ii) \( n_2 \) and \( n_3 \) are at the same depth relative to \( n_1 \);

iii) \( \lambda(n_1) = \lambda(n_2) = \lambda(n_3) \).

The following theorem limits the size of colored binary trees without matching triangles:

**Theorem 8.2.** Let \( T \) be a complete colored binary tree that doesn’t contain any matching triangle. If \( h \) is the height of the tree, then \( h < |C| \).

**Proof.** Set \( k = |C| \) and consider the root of the tree with its two children. The root can be of any of the \( k \) possible colors. The two children can assume any of \( k(k-1) \) combinations of two colors, all except the one in which both have the same color as the root, for that would create a matching triangle. Schematically

\[
\begin{array}{c}
k \\
\times \\
k - 1
\end{array}
\]

\[
(100)
\]

The same reasoning can be repeated at the following level, excluding the combinations that lead to matching triangles:

\[
\begin{array}{c}
k \\
\times \\
k - 1 \\
\times \\
k - 1 \\
\times \\
k - 2
\end{array}
\]

\[
(101)
\]

for a total of \( k(k-1)^2(k-2) \) possible combinations of colors for the leaves. At height \( h \) the number of combinations is

\[
N(h) = \prod_{q=0}^{h} (k-q)^{k_q} \quad (102)
\]

For \( h = k = |C| \) we have \( N(h) = 0 \), therefore if a complete tree has height \( |C| \) there are no combinations of colors that keep the tree without matched triangles.
We can now go back to the unfolding $U(\Pi \times \phi)$ (Definition 7.2). In this tree, there are two kinds of combinations. The first, which we call *split* corresponds to a vertical arc:

\[
\begin{array}{c}
\lbrack \ l_k \rbrack \\
\downarrow \\
\lbrack v \ r_k \rbrack \\
\downarrow \\
\lbrack p \ r_{k+1} \rbrack
\end{array}
\] (103)

and another, which we call a *stay*, corresponding to a cross arc

\[
\begin{array}{c}
\lbrack \ l_k \rbrack \\
\downarrow \\
\lbrack p \ r_{k+1} \rbrack
\end{array}
\] (104)

To each unfolding of an intersection graph, we associate a colored binary tree as follows. If the automaton involved in the derivation of the intersection graph has $p$ states, we choose the set of colors $C = \{1, \ldots, p\}$. We then transform each vertex $\lbrack \ l_k \rbrack$ of $U(\Pi \times \phi)$ into a vertex with color $l$. Each split is transformed into a vertex with two children:

\[
\begin{array}{c}
\lbrack \ l_k \rbrack \\
\downarrow \\
\lbrack p \ r_{k+1} \rbrack
\end{array}
\] (105)

and each stay to a vertex with one child

\[
\begin{array}{c}
\lbrack \ l_k \rbrack \\
\downarrow \\
\lbrack p \ r_{k+1} \rbrack
\end{array}
\] (106)

The number of vertices in $U(\Pi \times \phi)$ is at most twice the number of vertices in the associated colored tree, so $U(\Pi \times \phi)$ has $\Theta(2^n)$ vertices iff the colored tree has $\Theta(2^n/2)$ vertices.

We are now ready to prove the main result of this section.

**Theorem 8.3.** Let $\phi$ be a regular expression with variables. Then there is a family of paths $\Pi^{(n)}$ with $|\Pi^{(n)}| = n$ such that

\[|U(\Pi^{(n)} \times \phi)| = \Theta(2^n)\] (107)

if and only if $\phi$ is hard.

**Proof.** Suppose first that $\phi$ is hard. Then, by Lemma 8.3 there is a path $\Pi$ such that $\Pi \times \phi$ has a kite. Let $\Pi = \Pi' \hat{\Pi} \Pi''$ where $\hat{\Pi}$ is the portion of the graph that matches the kite as follows:

\[
\begin{array}{c}
\Pi' \\
\pi_1 \xrightarrow{\omega_1} \pi_k \xrightarrow{\omega_2} \pi_1 \xrightarrow{\omega_3} \pi_n
\end{array}
\] (108)

By the pumping lemma, for every $k$, the path $\Pi' \hat{\Pi}^k \Pi''$ matches the expression and, since the length of $\Pi'$ and $\Pi''$ is independent of $k$, it is $\lim_{n \to \infty} k/n = C \neq 0$. The graph that matches $\Pi' \hat{\Pi}^k \Pi''$ has $k$ kites and therefore $2^k$ paths, so

\[|U(\Pi^{(n)} \times \phi)| = \Theta(2^k) = \Theta(2^n)\] (109)

Suppose now that there is a family of paths $\Pi^{(n)}$ such that

\[T^{(n)} = |U(\Pi^{(n)} \times \phi)| = \Theta(2^n)\] (110)

The tree $T^{(n)}$ has a matching path for each leaf, therefore $T^{(n)}$ has $\Theta(2^n)$ leaves. All its paths have length at most $np$. The tree has splits and stays, but the stays don’t increase the number of leaves, so we can remove them obtaining an equivalent
tree $T^{(n)}_1$ with only splits. $T^{(n)}_1$ is $\Theta(2^n)$ if and only if $T^{(n)}_1$. Let $T^{(n)}$ be the colored tree associated to $T^{(n)}_1$. This tree has height at most $np$ and $\Theta(2^n)$ leaves. For $n$ sufficiently large, $T^{(n)}_1$ must contain at least one matching triangle for if it didn’t, because of Theorem 8.2, it would have at most $2^p$ leaves.

The triangle in $T^{(n)}$ corresponds to the presence, in the tree $T^{(n)}_1$, of a structure

\[
\begin{array}{c}
\pi_1 \\
\pi_2 \\
\pi_3 \\
\pi_4 \\
\pi_5 \\
\pi_6 \\
\pi_7 \\
\pi_8
\end{array}
\]

which is the unfolding of a kite. Therefore $P^{(n)} \times \phi$ has, for $n$ large enough, a kite. 

From this theorem and from Lemma 8.3 we derive

**Corollary 8.1.** An expression $\phi$ is naughty on a family of paths if and only if it is hard.

9. **Relaxing some restrictions**

The main result of the paper, Theorem 8.3, was derived under two hypotheses that limit its scope:

i) each variable can appear at most once in the expression;

ii) expressions are evaluated only on cold graphs.

In this section I shall consider these restrictions and see how, and to what extent, they can be relaxed.

9.1. **Repeating variable names**

So far, I have been considering only expressions in which each variable name appears only once. This was done mainly in order to arrive at a manageable definition of the semantics of the expressions, but the presence of this restriction could generate the doubt that lifting it would invalidate the results of the paper. In this section I shall present some informal arguments to show that, under a reasonable interpretation of the semantics of repeated names (given, basically, by the operational semantics induced by the automaton), this is not so.

Consider first the case in which the different instances of a variable name are separable, that is, they do not appear one within the scope of the other. Considering, for the sake of simplicity, two instances, this would amount to an expression

$\phi = [x : \psi][x : \zeta]$  \hfill (112)

In this case, a reasonable semantics for $x$ would consist in the bindings of $x$ in $\psi$ followed by the bindings in $\zeta$. For example, if the expression $c[x : a^*][x : b^*]c$ is applied to the graph

\[
\begin{array}{c}
\pi_1 \\
\pi_2 \\
\pi_3 \\
\pi_4 \\
\pi_5 \\
\pi_6 \\
\pi_7 \\
\pi_8
\end{array}
\]

one would expect an environment

$u = (x \mapsto [(\pi_2, \pi_3, \pi_4, \pi_5), [\pi_5, \pi_6, \pi_7])$  \hfill (114)

This is precisely the environment that would be created under the semantics of (6) so, even if I haven’t explicitly said so, the model already covers this case.

If a variable name appears within the scope of another instance of the same name, the issue is a bit more complicated, and it is harder to find reasonable guidelines for the definition of a semantics. Consider the expression

$[x : a^*][x : b^*]c$  \hfill (115)

applied to the graph

\[
\begin{array}{c}
\pi_1 \\
\pi_2 \\
\pi_3 \\
\pi_4 \\
\pi_5 \\
\pi_6 \\
\pi_7
\end{array}
\]

One reasonable semantics\footnote{Some semantics that one might find reasonable may be reduced to the case studied in this paper, e.g. by renaming one of the instances of $x$ and then, at the end of the processing, concatenating the lists resulting for the two variables. These semantics are obviously covered by the expressions discussed in the paper, and I am not interested in them here.} would have the value of the innermost instance embedded in the outermost, leading, in this case, to the environment

$u = (x \mapsto [(\pi_2, \pi_3, \pi_4, [\pi_4, \pi_5, \pi_6], \pi_7])$  \hfill (117)
This case is not contemplated by the semantics of Eq. (6), which in this case would return:

$$u = \{x \mapsto [\pi_2, \pi_3, \pi_4, \pi_5, \pi_6, \pi_7]\}$$  (118)

but it is easy to see that the environment (117) is exactly the value that would be returned by the automaton defined in this paper for that expression. Since the main results of this paper depend on the characteristics of the automaton, it follows that they can be extended to expressions with repeated variable names simply taking the operational semantics defined by the automaton.\(^5\)

9.2. Warming up the graphs

The results of the paper hold only for graphs with a number of paths polynomial in the number of vertices. This class is not without interest, since it includes the most common applications of regular expressions: paths and trees, but it is interesting to see up to what point it can be relaxed.

The reason for introducing cold graphs is Lemma 4.1, which tells us that if an expression can be matched to a path in polynomial time, the same is true for the whole graph. The rest of the results depend on this lemma, so the point is whether we can relax the coldness assumption and still keep Lemma 4.1 valid.

In the worst case scenario the answer is not. If \(c\) is an expression that matches all symbols of the input alphabet \(\Sigma\), then the expression \([x : c^*]\) will assign to \(x\) all the paths in the graph so, if a family of graphs is not cold, the results will be exponential in the number of vertices. There are, however, a number of cases in which the restriction can be relaxed. I shall still consider DAGs for the sake of coherence but, under the hypotheses of this section, regular expressions with variables can be applied to regular graphs as well, as long as they don’t result in infinite result sets.

Consider first an expression that matches paths of limited length, that is, expressions \(\phi\) that match paths of length at most \(k\), where \(k\) is independent of the size of the graph.\(^6\) In a DAG, the number of paths of length \(k\) is at most

$$\binom{n}{k+1} = \frac{n!}{(k+1)!(n-k-1)!} \leq \frac{n^{k+1}}{(k+1)!}$$  (119)

which, if \(k\) is independent of \(n\), gives the desired polynomial bound on the number of matching paths, a condition strong enough to guarantee that Lemma 4.1 will hold.

A further relaxation can be obtained if, instead of a worst case scenario, we consider an average case analysis, that is, we consider the expected number of matching paths. The problem with the worst case expression \([x : c^*]\) is that \(c\) will match all the edges of the data graph. This is often not a realistic assumption. Rather, the condition on a transition of the automaton that implements the expression will match only a fraction of edges. Let the probability that an atomic expression match an edge in the data graph be \(p < 1\). Then the probability that the expression will match a path of length \(k\) is \(p^k\).

This is not enough to make the problem tractable for general DAGs, since the expected number of matching paths is

$$\sum_{k=1}^{n} \binom{n}{k+1} p^k = \frac{1}{p} ((1+p)^n - (1+np))$$  (120)

It is however strong enough to make the problem tractable in cases of importance in applications, such as that of sparse graphs. If every vertex in the data graph has at most \(q\) outgoing edges, then in a general graph (not necessarily a DAG) the number of paths of length \(k\) that originate in a given vertex is at most \(q^k\), and the number of paths of length \(k\) in the graph is at most \(nq^k\). If \(p < \frac{1}{q}\), then the expected number of matched paths is

$$\sum_{k=1}^{n} nq^k p^k = n \frac{1 - (qp)^{n+1}}{1 - qp} \leq \frac{n}{1 - qp}$$  (121)

In this case, Lemma 4.1 will hold in an average case sense and, still on average, the results of the paper will continue to hold.

10. Related work

Regular expressions, and languages closely related to them, are an enormously popular formalism, a component of many tools with which all programmers are familiar, such as the scripting languages PERL [26], and Python [27], Unix utilities such as grep [28] and lex [29] as well as text editors such as vi and emacs. Regular expressions are a well-studied and

\(^5\) It should, of course, not be surprising that the semantics of (6) and the automaton that corresponds to it give different results for the same expression: the equivalence between the two was proved only within the field of validity of the semantics, namely expressions with no repeated variable names, and there is no reason why it should continue to hold beyond that field of validity.

\(^6\) Expressions without stars trivially satisfy this criterion, but the property is not limited to them. In many applications, the semantics of the data guarantees that an expression \(\psi\phi\xi\), where \(\psi\) and \(\xi\) are without stars match paths of limited length.
well-understood formalism, and the theoretical instruments for dealing with them, as well as efficient algorithms for processing them, have been known for quite some time [30,31], although practical implementations seem to have taken little notice [32]. Theoretical work on extensions of regular expressions, in spite of their common application, is more scarce.

10.1. Backreferencing

A common extension to regular expression, very much related to the work in this paper, is backreferencing.\(^7\) This class of expressions, sometimes called rewbr [14], introduce an assignment operator similar to the one introduced here, and a variable mentioning operation that must come after the corresponding assignment operator and that matches an expression equal to the value assigned to the variable. It is assumed that the input alphabet and the set of variable symbols are disjoint. So, the expression

\[ ψ \equiv [x : φ]x \]  

matches inputs composed of the juxtaposition of two copies of the same string, where each copy matches φ.\(^8\) Note that the expression is different from φφ: in the latter, any two strings, equal or not, that match φ will match the complete expression, while in the case of ψ the two parts of the input must coincide. That is, the language recognized by the expression is

\[ L(ψ) = \{ωω \mid ω \models φ\} \]  

This language is not regular, proving that regular expressions with backreferencing are more expressive than simple regular expressions. Not only are regular expressions with backreferencing more expressive, their expressive power increases with the level of variable nesting that they allow [33]. The general problem of matching regular expressions with backreferencing is known to be NP-complete [14].

The definition of backreferencing contains semantic ambiguities that have been lamented by several authors, in particular in relation to the alternation operator. The behavior of an expression such as

\[ (\{x : φ\} + ψ)^*x \]  

has been shown to vary depending on the implementation when the last substring that matches [x : φ] + ψ does not match φ. For example, in some implementations, the expression ([x : a] + b)*cx will match the string aabca. Note that according to a reasonable interpretation, the last match of the expression [x : a] + b matches a b, so the value of x should be set to the empty string, making it impossible for it to match the a that follows the c. Many theoretical papers on backreferencing such as [14] and [35] do not define this case accurately. (The problem was pointed out in [34].) Problems have also been found for expressions such as ([x : φ]*x)*, so that many authors limit their analysis to what I have called peachy expressions. In many cases, backreferencing doesn’t use a strict semantics of the type that I have used in this paper, but a last iteration semantics. If the definition of a variable is under a Kleene star, and the mention of the variable is not, then the mention matches the value of the variable given in the last iteration\(^9\) [36]. This assumption simplifies processing considerably since, as Lemma 1 of [34] proves, with this semantics every expression is equivalent to a peachy one. In spite of this simplification, backreferencing is inherently harder than simply collecting the value of variables as we are doing here: the reduction from graph cover that [14] uses to prove NP-completeness results in an expression that has no variable definitions under the star, that is, it is once again a peachy expression.

It must be noted, however, that although backreferencing includes a variable definition operator similar to the one introduced here, the two approaches are conceptually different. Backreferencing is used to extend the expressive power of regular expressions as language recognizers. In this paper we considered regular expressions as query languages and, without altering their expressive power, we are interested in returning results from the query. On the one hand, this entails that we can’t rely on simplified semantics such as last iteration; on the other hand, it means that, as we have seen, expressions that are intractable in the context of backreferencing become tractable in our case.

10.2. Other work

Backreferencing is certainly the best known extension to regular expressions, but it is by no means the only one. In order to solve the semantic ambiguities of backreferencing, Ref. [37] develops pattern expressions, a hierarchy of expressions with variables, in which expression i can only mention variables assigned in expressions 0, ..., i − 1. In [36] a model is proposed of sub-expression addressing similar in spirit to what was studied here, but with a semantics that is, mutatis

\(^7\) As a matter of fact, all the implementations of regular expressions that I have mentioned in the opening of this section include backreferencing.

\(^8\) The syntax of backreferencing varies among different authors. In many cases, the assignment operator is a postfix %, so that the previous expression would be written as φ%xx. This is the syntax used in [14] and [33]. Other papers, such as [34], as well as most implementations, dispense with variable names altogether and introduce a backreferencing operator \(\backref{\cdot}{i}, i \in \mathbb{N} – \{0\}\) that matches whatever string was matched by the sub-expression contained in the ith pair of parentheses (pairs of parentheses are counted by the order of their left parenthesis). So, the previous expression would be written as (φ\%1).

\(^9\) All these syntactic differences are clearly marginal. I have decided, for the sake of consistency, to use the same assignment syntax used in this paper.

Note however that the previous observations about the alternation operator show that many implementations fail to be consistent with this semantics.
that of backreferencing, a semantics that, in the context of sub-expression matching, has been subject to some criticism [38].

The automata that we use here for processing the expressions are also related to automata used for other extensions of regular expressions. In particular, our automata can be seen as a specialization of the finite automata with semantic actions [39], but avoid the semantic ambiguity and the problems with non-peachy expressions that have been pointed out in [36].

Finally, there are languages that embed some subset of regular expressions in a more general procedural language. The best known such languages are probably xquery and the pattern language xpath 2.0, defined by the world wide web consortium [9]. Xpath 2.0, as a pattern language, has a limited expressivity, although there are extensions with first order [6] and monadic second order logic [11] expressivity. Xpath 2.0 does indeed allow the use of variables, but they can only be used in the procedural operators for, some, and every. They are not, properly speaking, part of the pattern matching portion of the language, and they are conceptually and semantically different from the variables that I am using here.

11. Conclusions

This paper has presented some considerations on the introduction of variables in regular expressions. I have argued that without variables, on graphs, matching a regular expression may be insufficiently informative, especially in data base application, as it tells us that (at least) a matching path exists between two nodes, but it doesn’t tell us which and how many. Variables can solve this problem by returning all the paths that match any sub-expression of a given regular expression.

The paper has shown that answering queries with variables is inherently harder than answering queries without them, essentially because, even with relatively simple expressions on paths, the result set can become unmanageably large. I have presented a modification of the graph traversal algorithm that, while traversing the graph, detects the paths that satisfy the expressions, and builds environments in which proper values are assigned to the variables. I have also shown that there is a class of expressions (called hard) in which one of two patterns appear as a sub-expression, which are inherently hard to process, while for each expression not including sub-expressions of the given forms, there is a polynomial-time algorithm.
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