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This paper studies the minimizing risk problems in Markov decision processes with countable state space and reward set. The objective is to find a policy which minimizes the probability (risk) that the total discounted rewards do not exceed a specified value (target). In this sort of model, the decision made by the decision maker depends not only on system's states, but also on his target values. By introducing the decision-maker's state, we formulate a framework for minimizing risk models. The policies discussed depend on target values and the rewards may be arbitrary real numbers. For the finite horizon model, the main results obtained are: (i) The optimal value functions are distribution functions of the target, (ii) there exists an optimal deterministic Markov policy, and (iii) a policy is optimal if and only if at each realizable state it always takes optimal action. In addition, we obtain a sufficient condition and a necessary condition for the existence of finite horizon optimal policy independent of targets and we give an algorithm computing finite horizon optimal policies and optimal value functions. For an infinite horizon model, we establish the optimality equation and we obtain the structure property of optimal policy. We prove that the optimal value function is a distribution function of target and we present a new approximation formula which is the generalization of the nonnegative rewards cases. An example which illustrates the mistakes of previous literature shows that the existence of optimal policy has not been proved really. In this paper, we give an existence condition, which is a sufficient and necessary condition for the existence of an infinite horizon optimal policy independent of targets, and we point out that whether there exists an optimal policy remains an open problem in the general case. © 1999 Academic Press
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1. INTRODUCTION

In this paper, we consider the following discrete-time and stationary Markov decision processes (MDP, for short),

\[ \Gamma = (S, A, W, P, \beta). \]  

(1)

The state space \( S \) and the action space \( A = \bigcup_{i \in S} A(i) \) both are nonempty and countable, where \( A(i) \) is the set of admissible actions when the system is in state \( i \). For each \( i \in S \), \( A(i) \) is nonempty and finite. Reward set \( W \) is a countable subset of \( \mathbb{R} = (-\infty, +\infty) \). Let \( X_n, \Delta_n, \) and \( R_n \) denote the state of the system, the action taken by the decision maker, and the reward received at stage \( n \), respectively. Then the stationary conditional transition probability \( P \) is given by

\[ P(X_{n+1} = j, R_n = r \mid X_n = i, \Delta_n = a) = p_{ijr}, \]

\[ i, j \in S, a \in A(i), r \in W, n \geq 1. \]  

(2)

\[ \sum_{j \in S, r \in W} p_{ijr} = 1, \quad i \in S, \quad a \in A(i). \]  

(3)

Discounted factor \( \beta \in (0, 1) \).

We assume that \( W \) is bounded.

A decision rule \( \pi_n \), at stage \( n \), specifies the action to take at stage \( n \). A policy \( \pi \) is a sequence of decision rules: \( \pi = (\pi_1, \pi_2, \ldots, \pi_n, \ldots) \) (The precise definitions of policies will be given in the next section.)

Let \( B^\pi_n \) and \( B^\pi \) denote the random total discounted rewards generated by policy \( \pi \) for finite and infinite horizon problems, respectively. Then,

\[ B^\pi_n = \sum_{k=1}^{n} \beta^{k-1} R^\pi_k, \quad n \geq 1, \quad B^\pi = \sum_{k=1}^{\infty} \beta^{k-1} R^\pi_k. \]  

(4)

Our optimization problem for minimizing risk models is the following: Find a policy which minimizes the probability (risk) that the total discounted rewards do not exceed a specified value (target), that is, for the finite horizon model, find a policy \( \pi^* \) such that

\[ \operatorname{Prob}(B^\pi_n \leq x \mid X_1 = i) = \inf_{\pi} \{ \operatorname{Prob}(B^\pi_n \leq x \mid X_1 = i) \}, \quad i \in S, x \in \mathbb{R}, \]

(5)
and for the infinite horizon model, one seeks a policy $\pi^*$ such that
\[
\text{Prob}(B^{\pi^*} \leq x \mid X_1 = i) = \inf_{\pi} \{\text{Prob}(B^\pi \leq x \mid X_1 = i)\}, \quad i \in S, x \in \mathbb{R},
\]
where the infimum is taken over all policies.

This sort of problem is studied by Sobel [4] and Chung and Sobel [5]. In [4], Sobel only gives the recurrence equation of the objective function for stationary policies which component decision rules are only functions of $X_1$. In [5], Chung and Sobel illustrate that the notation $p_{ij}^\pi$ is essential for this sort of problem, but they only establish several properties of operator $T_\delta$ (defined in the next section) where $\delta$ is the only function of $X_1$.

The general study of this problem is done by Bouakiz and Kebir [1] and White [3]. In [1], Bouakiz and Kebir study a finite MDP with a positive and a finite reward set. Their main results include the optimality equations of the model and the property of the optimal value function for finite and infinite horizon. In [3], White considers a finite MDP with a nonnegative and bounded reward set and gives a set of results for optimal policy, optimal value function, policy iteration, and error bounds.

However, both [1] and [3] have not given a structure result of optimal policies and an effective algorithm computing optimal policies and optimal value functions. In addition [1] and [3] hold incorrectly that all objective functions generated by policies are the distribution functions of the target, this brings about that the proof of part of the results in [1] needs to be modified and the key Lemma 3 in [3] does not hold in the general case (see Section 4 of this paper). Thus, in [3], some main results (e.g., the existence of the optimal policy for infinite horizon) have not been proved really and part of the treatment (e.g., the policy space procedure in [3]) is inappropriate. This shows that it is necessary to give a clear and precise description for policy and objective functions.

Another related paper [6] studies a finite MDP with percentile performance criteria where the decision maker is interested in finding a policy that achieves a specified value (target) of the long-run limiting average reward at a specified probability level. Reference [6] points out that the satisfactory treatment of the discounted case with percentile performance criteria is an important open problem. The results and the approaches in this paper give an answer to this problem in a certain sense.

In this paper, we study not only the optimality equations of the model and the property of optimal value functions, but also the existence and structure of optimal policy and the algorithm for computing optimal policies. The policies discussed depend on target values and rewards may be arbitrary real numbers. The technique taken in this paper is different from Bouakiz and Kebir [1] and White [3].
In Section 2, by introducing the decision-maker's state, we formulate a framework for minimizing risk models and we give a clear and precise description for policy and objective function.

Section 3 considers the finite horizon model. We prove that (i) the optimal value functions are distribution functions of target, (ii) there exists an optimal deterministic Markov policy, and (iii) a policy is optimal if and only if at each realizable state it always takes optimal action, and it gives a sufficient condition and a necessary condition for the existence of a finite horizon optimal policy independent of targets.

Section 4 deals with the infinite horizon model. We establish the optimality equation and we obtain the structure property of optimal policy. We prove that the optimal value function is a distribution function of target. For the case in which rewards may take negative values, where the approximation relation of optimal value functions in [1] and [3] does not hold, we obtain a new approximation formula which is the generalization of the nonnegative rewards cases. An example which illustrates the mistakes of previous literature shows that the existence of optimal policy has not been proved really. In this section, we give an existence condition, which is a sufficient and necessary condition for the existence of an infinite horizon optimal policy independent of targets, and we point out that whether there exists an optimal policy remains an open problem in the general case.

In Section 5, state space and reward set both are finite. We give an algorithm computing finite horizon optimal policies and optimal value functions and we point out that the optimal value functions are step functions of the target with finite jump points and there exists an optimal deterministic policy which structure is analogous to that of optimal value functions.

2. TREATMENT AND DEFINITION

Different from the standard optimization criterion in MDP, which maximizes the expected value of the total discounted rewards, minimizing risk criterion is risk-sensitive (see [2]). The decision maker considers not only the system's state but also his target when making decision and taking action at each stage. Therefore, the policies depend on the system's state and target.

We refer to \((i, x)\) as the state of the decision maker to distinguish from the system's state \(i\), where \(x\) is the target value. Before giving the definition of policy, we first expand MDP \(\Gamma\) by enlarging state space. Note that if the initial state of the decision maker is \((i, x)\) and an action \(a\) is taken, by (2), the decision-maker's state translates to \((j, (x - r)/\beta)\) from
(i, x) in probability \( p_{ijr}^a \). Thus, if we denote \( E \) as the space of decision-maker’s state and \( \Gamma \) as MDP generated by expanding \( \Gamma' \), then the MDP \( \Gamma' \) has the following structure,

\[
\Gamma' = (E, A, W, P, \beta),
\]

where the state space \( E = S \times \mathbb{R} \), the action space \( A = \bigcup_{(i, x) \in E} A(i, x) = \bigcup_{i \in S} A(i), \) and \( A(i, x) = A(i), (i, x) \in E, \) the stationary conditional transition probability \( P, \)

\[
P\left(Y_{n+1} = \left(j, \frac{x - r}{\beta}\right) \bigg| Y_n = (i, x), \Delta_n = a\right) = p_{ijr}^a, \quad i, j \in S, a \in A(i), r \in W, x \in \mathbb{R},
\]

and the reward set \( W \) and the discounted factor \( \beta \) are the same as MDP \( \Gamma \).

Let \( H_n \) denote the set of all (admissible) histories up to \( n \). A generic element \( h_n \) of \( H_n \) is a vector of the form \( h_n = (i_1, x_1, a_1, \ldots, i_{n-1}, x_{n-1}, a_{n-1}, i_n, x_n) \) where \((i_k, x_k) \in E, a_k \in A(i_k), k = 1, \ldots, n - 1, \) and \((i_n, x_n) \in E.\)

A decision rule \( \pi_n \) at time \( n \) is a conditional transition probability measure from \( H_n \) to \( A \) satisfying the constraint: for any \( h_n \in H_n \) and \( C \subset A, \pi_n(\cdot \mid h_n) \) is a probability measure on \( A \) such that \( \pi_n(A(i_n) \mid h_n) = 1 \) and \( \pi_n(C \mid \cdot) \) is a measurable function from \( H_n \) to \([0,1]\), where \( H_n \) is endowed with the natural Borel sigma-algebra.

A policy \( \pi \) is a sequence of decision rules \( \pi = (\pi_1, \pi_2, \ldots, \pi_n, \ldots) \).

A Markov policy \( \pi \) is one in which each \( \pi_n \) only depends on the current state at time \( n, \) that is, \( \pi_n(\cdot \mid h_n) = \pi_n(\cdot \mid i_n, x_n) \) for all \( h_n \in H_n. \)

A stationary policy \( \pi \) which can be denoted by \( \pi = \pi^* \) is a Markov policy with an identical decision rule.

A deterministic policy \( \pi \) is one in which each \( \pi_n \) is nonrandomized, that is, \( \pi_n \) is a measurable mapping from \( H_n \) to \( A \) such that \( \pi_n(h_n) \in A(i_n) \) for all \( h_n \in H_n. \)

A deterministic policy \( \pi \) is one in which each \( \pi_n \) is nonrandomized, that is, \( \pi_n \) is a measurable mapping from \( H_n \) to \( A \) such that \( \pi_n(h_n) \in A(i_n) \) for all \( h_n \in H_n. \)

Let \( \Pi, \Pi^m, \Pi^d, \Pi^s, \) and \( \Pi^d_s \) denote the sets of all policies, all Markov policies, all deterministic Markov policies, all stationary policies, and all deterministic stationary policies, respectively.

Let \( \Pi_0 \) denote the set of all policies which are independent of targets \( x_n (n \geq 1). \)

For any \( \pi = (\pi_k, k \geq 1) \in \Pi \) and some given history \((i, x, a)\), the cut-head policy of \( \pi \) to \((i, x, a)\) is defined by \( \pi^{(i,x,a)}(\cdot | h_k) = \pi^{(i,x,a)}(\cdot | h_k), k \geq 1, \) where \( \pi^{(i,x,a)}(\cdot | h_k) = \pi^{(i,x,a)}(\cdot | h_k), k \geq 1. \)
For any $\pi = (\pi_k, \ k \geq 1)$, $\sigma = (\sigma_k, \ k \geq 1) \in \Pi$. Let $\pi(n) = (\pi_1, \pi_2, \ldots, \pi_n)$ denote the truncation of $\pi$ to $n$ stages and $(\pi(n), \sigma) = (\pi_1, \pi_2, \ldots, \pi_n, \sigma_1, \sigma_2, \ldots)$ denote the policy in which at first $n$ stages $\pi$ is taken and from $(n + 1)$th stage downward $\sigma$ is taken, starting from $\sigma_1$. $(\pi(n), \sigma)$ is called an $n$ stages delay policy of $\sigma$ to $\pi$.

Let $P_\pi$ denote the conditional probability measure determined by $p$ and $P$. To simplify the notations, we will use $B$ and $B_n$ instead of $B_p$ and $B_n^p$, respectively.

For any $\pi \in \Pi$, the objective functions generated by $\pi$ are

\begin{align*}
F_\pi^n(i, x) &= P_\pi(B_n \leq x \mid Y_1 = (i, x)), \quad n \geq 1, \\
F_\pi(i, x) &= P_\pi(B \leq x \mid Y_1 = (i, x)).
\end{align*}

(9) (10)

The optimal value functions are

\begin{align*}
F^*_n(i, x) &= \inf_{\pi \in \Pi} F_\pi^n(i, x), \\
F^*(i, x) &= \inf_{\pi \in \Pi} F_\pi(i, x), \quad (i, x) \in E.
\end{align*}

(11)

Obviously, $F_\pi^n$, $F^*_n$, $F_\pi$, and $F^*$ satisfy that

\begin{align*}
F_\pi^n(i, x) &= F^*_n(i, x) = \begin{cases} 
0, & \text{if } x < \frac{b(1 - \beta^n)}{1 - \beta}, \\
1, & \text{if } x \geq \frac{d(1 - \beta^n)}{1 - \beta},
\end{cases} \quad (12)
\end{align*}

\begin{align*}
F_\pi(i, x) &= F^*(i, x) = \begin{cases} 
0, & \text{if } x < \frac{b}{1 - \beta}, \\
1, & \text{if } x \geq \frac{d}{1 - \beta},
\end{cases} \quad (13)
\end{align*}

where $b = \inf\{r \mid r \in W\}$ and $d = \sup\{r \mid r \in W\}$.

If $\pi^* \in \Pi$ such that $F^{*\pi}_n(i, x) = F^*_n(i, x)$ for all $(i, x) \in E$, then $\pi^*$ is called an $n$ stages optimal policy.

If $\pi^* \in \Pi$ such that $F^{*\pi}(i, x) = F^*(i, x)$ for all $(i, x) \in E$, then $\pi^*$ is called an infinite horizon optimal policy, simply, optimal policy.

Remark 1. For any policy $\pi \in \Pi_\infty$, $F^{\pi\pi}_n(i, x)$ and $F^\pi(i, x)$ are the distribution functions of $x$, but for general policy $\pi \in \Pi$, this result does not hold (see the example in Section 4).
To help the conciseness of analysis, we need to define the following notations: \( D = \{ u \mid u: E \rightarrow [0, 1], \text{a measurable function} \} \).

Let \( \delta^u \in \Pi \), Define the operators \( G, T^\delta, \) and \( T \): for each \( u \in D \),

\[
G_u(i, x, a) = \sum_{j \in S, r \in W} p^n_{ijr}u\left(j, \frac{x - r}{\beta}\right), \quad (i, x) \in E, \ a \in A(i). \tag{14}
\]

\[
T^\delta u(i, x) = \sum_{a \in A(i)} \delta(a \mid i, x)G_u(i, x, a), \quad (i, x) \in E. \tag{15}
\]

\[
T_u(i, x) = \min_{a \in A(i)} G_u(i, x, a), \quad (i, x) \in E. \tag{16}
\]

\[
(T^\delta)^0 u = u, \quad (T^\delta)^n u = T^\delta\left((T^\delta)^{n-1} u\right),
\]

\[
T^0 u = u, \quad T^n u = T(T^{n-1} u). \tag{17}
\]

Obviously, when \( \delta^u \in \Pi^u \), \( T^\delta u(i, x) = G_u(i, x, \delta(i, x)) \).

In addition, we supplement \( B_0 = 0 \) and \( F_0^\pi(i, x) = P_{\pi}(B_0 \leq x \mid Y_1 = (i, x)) \) for any \( \pi = (\pi_k, k \geq 1) \in \Pi \). Then, we have

\[
F_0^\pi(i, x) = F_0^\pi(i, x) = I_{[0, +\infty]}(x), \tag{18}
\]

where \( I_{[0, +\infty]}(x) \) is the indicator function of set \([0, +\infty)\).

**Lemma 1.** (i) If \( u, v \in D, \ u \leq v \), then \( G_u \leq G_v, T^\delta u \leq T^\delta v, T_u \leq T_v \).

(ii) Let \( u \in D \). If \( u(i, x) \) is a nondecreasing and a right continuous function of \( x \) for any \( i \in S \), then \( T_u(i, x) \) is also a nondecreasing and a right continuous function of \( x \) for each \( i \in S \).

**Proof.** The proof is obvious. \( \blacksquare \)

### 3. Finite Horizon Model

**Lemma 2.** Let \( \pi = (\pi_k, k \geq 1) \in \Pi \). Then,

\[
F_n^\pi(i, x) = \sum_{a \in A(i)} \pi_a(a \mid i, x) \sum_{j \in S, r \in W} p^n_{ijr} F_{n-1}^{\pi(a \mid i, x)}\left(j, \frac{x - r}{\beta}\right),
\]

\[
(i, x) \in E, \ n \geq 1, \tag{19a}
\]

and \( F_n^\pi \) is determined by \( \pi(n) \).
Proof. By the properties of $P_\pi$ (see Hernández-Lerma [7]), we have

\[
F_n^\pi(i, x) = P_\pi(B_n \leq x \mid Y_1 = (i, x))
\]

\[
= \sum_{a \in A(i)} \pi_1(a \mid i, x) \sum_{j \in S, r \in W} P(Y_2 = j, x - r) \mid Y_1 = (i, x), \Delta_1 = a \\
\cdot P_\pi(B_n \leq x \mid Y_1 = (i, x), \Delta_1 = a, Y_2 = j, x - r) \\
= \sum_{a \in A(i)} \pi_1(a \mid i, x) \\
\times \sum_{j \in S, r \in W} p_{ij}^n P_{w(i, x)}(B_{n-1} \leq x - r \mid Y_1 = j, x - r) \\
= \sum_{a \in A(i)} \pi_1(a \mid i, x) \sum_{j \in S, r \in W} p_{ij}^n F_{n-1}^{\pi(i, x)}(j, x - r).
\]

Equation (19a) is proved.

Using (19a) repeatedly, we obtain another part of Lemma 2 immediately.

By slightly abusing the notation $T_n^\pi$, we denote the right side of (19a) by $T_n^\pi F_{n-1}^\pi(i, x)$. Thus, the equality (19a) can be simplified into

\[
F_n^\pi = T_n^\pi F_{n-1}^\pi, \quad n \geq 1. \quad (19b)
\]

Theorem 1 is one of the main results in this paper.

**Theorem 1.** (i) $\{F_n^\pi, n \geq 0\}$ satisfies optimality equations,

\[
F_0^\pi = I_{[0, \infty)}, \quad F_n^\pi = T_{n-1} F_{n-1}^\pi, \quad n \geq 1. \quad (20)
\]

(ii) For any $n \geq 0$ and $i \in S$, $F_n^\pi(i, x)$ is a distribution function of $x$.

(iii) For any $n \geq 0$, there exists a policy $\pi \in \Pi_n^S$ such that $F_n^\pi = F_n^\pi$.

**Proof.** We prove Theorem 1 by induction. When $n = 0$, by (18), Theorem 1 is true. Assume that Theorem 1 holds when $n = k$.

By induction assumption, for any $i \in S$, $F_k^\pi(i, x)$ is a distribution function of $x$. Note that $A(i, x) = A(i)$ is finite for any $(i, x) \in E$. By the measurable selection theorem [7, Proposition D3, p. 130], there exists a measurable mapping $\delta$ from $E$ to $A$ such that $\delta(i, x) \in A(i)$ and
Let $GF_k^x(i, x, \delta(i, x)) = TF_k^x(i, x)$ for all $(i, x) \in E$, that is, $\delta^* \in \Pi^d_m$ and $T^x F_k^\sigma = TF_k^x$.

By induction assumption, there exists a policy $\sigma \in \Pi^d_m$ such that $F_k^\sigma = F_k^x$. Let $\pi = (\delta, \sigma)$. Then, $\pi \in \Pi^d_m$. By Lemma 2, we have

$$F_{k+1}^x(i, x) \leq F_{k+1}^\sigma(i, x) = T^x F_k^\sigma(i, x) = T^x F_k^x(i, x) = TF_k^x(i, x). \quad (21)$$

On the other hand, for any $\eta \in \Pi$, by Lemma 2 we have

$$F_{k+1}^\eta(i, x) = T^n F_k^\eta(i, x) \geq T^n F_k^x(i, x) \geq TF_k^x(i, x).$$

Hence, $F_{k+1}^\eta(i, x) \geq TF_k^x(i, x)$.

Associating it with (21), we obtain $TF_k^x = F_{k+1}^x = F_{k+1}^\eta$. Thus, by Lemma 1 and (12), $F_{k+1}^\eta(i, x)$ is a distribution function of $x$.

Earlier results imply that Theorem 1 is also true when $n = k + 1$. By induction, for any $n \geq 0$, Theorem 1 holds. This completes the proof of Theorem 1.

**Corollary 1.** $F_n^x(i, x) = \inf_{\pi \in \Pi} F_n^\pi(i, x) = \inf_{\pi \in \Pi^d_m} F_n^\pi(i, x), (i, x) \in E, n \geq 1$.

We define

$$A_n(i, x) = \{a \mid a \in A(i) \text{ and } GF_{n-1}^x(i, x, a) = F_n^x(i, x)\},$$

$$A_n(i) = \bigcap_{x \in \mathbb{R}} A_n(i, x), \quad n \geq 1, (i, x) \in E, \quad (22)$$

Then, by Theorem 1, $A_n(i, x) \neq \emptyset$ for any $n \geq 1, (i, x) \in E$. But, it is possible that $A_n(i) = \emptyset$. In Theorem 4, we see that $(A_n(i) : i \in S, n \geq 1)$ plays a crucial role for the existence of the optimal policy independent of targets $x_n (n \geq 1)$.

**Theorem 2.** Let $\delta_k$ be a measurable mapping from $E$ to $A$ and satisfy $\delta_k(i, x) \in A_k(i, x)$ for all $(i, x) \in E, k \geq 1$. Then any policy $\pi$ which satisfies $\pi(n) = (\delta_n, \delta_{n-1}, \ldots, \delta_1)$ is $n$ stages optimal.

**Proof.** Note that $T^k F_k^\delta = F_k^x$ for all $k \geq 1$. When $n = 1$, by Lemma 2 and (18), we have that $F_1^\pi = T^x F_0^\sigma = T^x F_0^\delta = F_1^x$. Assume that Theorem 2 holds when $n = k$.

Let $n = k + 1$. Then, $F_{k+1}^\pi(i, x, a) = F_k^x$ because $\pi(i, x, a)(k) = (\delta_k, \delta_{k+1}, \ldots, \delta_1)$. Hence, by Lemma 2, we obtain that $F_{k+1}^\pi = T^x F_k^\pi = F_{k+1}^x$. By induction, Theorem 2 is proved.

With respect to the structure of $n$ stages optimal policy, we have the following result.
THEOREM 3. Let $\pi = (\pi_k, k \geq 1) \in \Pi$. For any given $(i, x) \in E$, $F^*_n(i, x) = F^*_n(i, x)$ if and only if $\pi_j(A_j(i, x) \mid i, x) = \tilde{1}$ and $F^*_{n-1}(j, (x-r)/\beta) = F^*_{n-1}(j, (x-r)/\beta)$ when $\pi_j(a \mid i, x) p^a_{ijr} > 0$.

Proof. Assume that $F^*_n(i, x) = F^*_n(i, x)$. By Theorem 1, there exists a policy $\sigma$ such that $F^*_n = F^*_n$. Hence, by Lemma 2, we have

$$F^*_n(i, x) = F^*_n(i, x) = T^*_n F^*_n(i, x) \geq T^*_n F^*_n(i, x) = T^*_n F^*_n(i, x) \geq F^*_n(i, x),$$

and so

$$F^*_n(i, x) = T^*_n F^*_n(i, x), \quad T^*_n F^*_n(i, x) = T^*_n F^*_n(i, x).$$

Hence, by (14), (15), and (19), we conclude that

$$\sum_{a \in A(i)} \pi_j(a \mid i, x) \{ G F^*_n(i, x, a) - F^*_n(i, x) \} = 0, \quad (23)$$

$$\sum_{a \in A(i) \in S, r \in W} \pi_j(a \mid i, x) p^a_{ijr} \left( F^*_n(i, x, a) \left( j, \frac{x-r}{\beta} \right) - F^*_n \left( j, \frac{x-r}{\beta} \right) \right) = 0. \quad (24)$$

Thus, by Theorem 1 and (23), we have $\pi_j(A_j(i, x) \mid i, x) = \tilde{1}$ for all $(i, x) \in E$. In addition, by (24), when $\pi_j(a \mid i, x) p^a_{ijr} > 0$, we obtain that $F^*_n(j, (x-r)/\beta) = F^*_n(j, (x-r)/\beta)$.

The necessity of Theorem 3 is proved. Note that the preceding proof is reversible. So the sufficiency of Theorem 3 is also true. Theorem 3 is proved.

Because of Theorem 3, we call $A_n(i, x)$ the optimal action set and its element optimal action for $n$ stages.

Remark 2. (i) Theorem 3 shows that a policy $\pi$ is optimal for a finite horizon model if and only if the action taken by $\pi$ at each realizable state is an optimal action and the corresponding cut-head policy is also optimal at each stage.

(ii) From Lemma 2 and Theorem 1, we can further see that $\pi$ is $n$ stages optimal if and only if the actions taken by $\pi$ in the preceding $n$ stages are optimal.

Theorem 4 gives a sufficient condition and a necessary condition for the existence of a finite horizon optimal policy independent of targets.

THEOREM 4. (i) If there exists a policy $\pi \in \Pi_N$ such that $F^*_n = F^*_n$, then $A_n(i) \neq \emptyset$ and $\pi_j(A_n(i) \mid i) = \tilde{1}$ for each $i \in S$;
(ii) If $A_k(i) \neq \emptyset$ for each $i \in S$ and $1 \leq k \leq n$, then there exists a policy $\pi \in \Pi_0$ such that $F_n^\pi = F_n^*$. 

Proof. (i) Let $\pi \in \Pi_0$ and $F_n^\pi = F_n^*$. Then, by Theorem 3, $\pi(A_n(i) \mid i) = 1$ for all $x \in \mathbb{R}$ and $i \in S$, it follows that $\pi(A_n(i) \mid i) = 1$ for each $i \in S$. Hence, $A_n(i) \neq \emptyset$ for each $i \in S$.

(ii) Select $\delta_k: S \to A$ such that $\delta_k(i) \in A_k(i)$ for each $i \in S$ and $1 \leq k \leq n$. Then, by Theorem 3, for any policy $\pi \in \Pi_0$, which satisfies $\pi(n) = (\delta_n, \delta_{n-1}, \ldots, \delta_1), F_n^\pi = F_n^*$ holds. 

4. INFINITE HORIZON MODEL

**Lemma 3.** Let $\pi \in \Pi$. Then,

$$F^\pi(i, x) = \sum_{a \in A(i)} \pi_1(a \mid i, x) \sum_{j \in S, r \in W} p_{ij}^\pi F_1^\pi(i, x, a)(\frac{x - r}{\beta}),$$

$(i, x) \in E$. (25a)

**Proof.** The proof is similar to Lemma 2’s.

Similarly, we denote the right side of (25a) by $T^\pi; F^\pi(i, x)$ and we simplify the equality (25a) into

$$F^\pi = T^\pi; F^\pi.$$ (25b)

Especially, $F^\delta = T^\delta; F^\delta$.

**Lemma 4.** If $W$ is a nonnegative set, then

(i) For any $\pi \in \Pi$, $F_n^\pi \geq F_{n+1}^\pi \geq F^\pi$, and $\lim_{n \to \infty} F_n^\pi = F^\pi$;

(ii) $F_n^* \geq F_{n+1}^* \geq F^*$ and $\lim_{n \to \infty} F_n^* = F^*$.

(iii) $F^*$ satisfies optimality equation: $F^* = TF^*$.

**Proof.** (i) Let $(i, x) \in E$ be the initial state. Because the rewards are nonnegative,

$$\{B_{n+1} \leq x\} \subset \{B_n \leq x\}, \quad \bigcap_{n=1}^\infty \{B_n \leq x\} = \{B \leq x\}.$$

Thus, $F_n^\pi \geq F_{n+1}^\pi \geq F^\pi$ and by the continuity of probability measure,

$$F^\pi(i, x) = p^\pi(B \leq x \mid Y_1 = (i, x))$$

$$= \lim_{n \to \infty} p^\pi(B_n \leq x \mid Y_1 = (i, x)) = \lim_{n \to \infty} F_n^\pi(i, x),$$

that is, $\lim_{n \to \infty} F_n^\pi = F^\pi$. 

(ii) By (i), \( F_n^* \geq F_{n+1}^* \geq F^* \). Hence, \( \lim_{n \to \infty} F_n^* \) exists and \( F^* \leq \lim_{n \to \infty} F_n^* \).

For arbitrary \( \pi \in \Pi \), by \( F_n^* \geq F^* \) and (i) we have \( F^\pi = \lim_{n \to \infty} F_n^\pi \geq \lim_{n \to \infty} F_n^* \). Hence, from the arbitrariness of \( \pi \), \( F^* \geq \lim_{n \to \infty} F_n^\pi \). Therefore, \( \lim_{n \to \infty} F_n^\pi = F^* \).

(iii) By Lemma 3, for any \( \pi \in \Pi \), \( F^\pi = T^\pi \cdot F^\pi \geq TF^* \). It follows that

\[
F^* \geq TF^*.
\]  

(26)

On the other hand, for any \( (i, x) \in E \), \( a \in A(i) \), by Theorem 1 and (16),

\[
F_n^*(i, x) = TF_{n-1}^*(i, x) \leq GF_{n-1}^*(i, x, a) = \sum_{j \in S, r \in W} p_{ijr}^n F_{n-1}^*(j, x-r) / \beta.
\]

By dominated convergence theorem and (ii), we obtain

\[
F^*(i, x) = \lim_{n \to \infty} F_n^*(i, x) \leq \sum_{j \in S, r \in W} p_{ijr}^n \lim_{n \to \infty} F_{n-1}^*(j, x-r) / \beta
= \sum_{j \in S, r \in W} p_{ijr}^n F^*(j, x-r) / \beta = GF^*(i, x, a).
\]

So, \( F^*(i, x) \leq TF^*(i, x) = \min_{a \in A(i)} GF^*(i, x, a) \), that is, \( F^* \leq TF^* \). Associating it with (26), we have \( F^* = TF^* \).

If \( W \) may not be a nonnegative set, then we have the following important results.

**Theorem 5.** Assume that constants \( b \leq \inf(r \mid r \in W) \) and \( d \geq \sup(r \mid r \in W) \) and let \( b_n = b \beta^n / (1 - \beta) \), \( d_n = d \beta^n / (1 - \beta) \), \( n \geq 1 \). Then,

(i) For any \( (i, x) \in E \), \( F_n^*(i, x - b_n) \) is a nonincreasing sequence and \( \lim_{n \to \infty} F_n^*(i, x - b_n) = F^*(i, x) \);

(ii) \( F^* \) satisfies optimality equation: \( F^* = TF^* \);

(iii) \( 0 \leq F^*(i, x - b_n) - F^*(i, x) \leq F_n^*(i, x - b_n) - F_n^*(i, x - d_n) \), \( (i, x) \in E \), \( n \geq 1 \);

(iv) For each \( i \in S \), \( F^*(i, x) \) is a distribution function of \( x \);

(v) There exists a policy \( \delta^* \in \Pi^d_x \) such that \( T^{\delta^*} F^* = F^* \).

**Proof.** (i) First, we introduce a new MDP \( \Gamma_2 = (E, A, \tilde{P}, \tilde{W}, \beta) \), where \( E \) and \( A \) are the same to \( \Gamma_1 \), \( W = W - b = \{ r - b \mid r \in W \} \), and \( \tilde{P} \) satisfies

\[
\tilde{p}_{ij(r-b)}^n = p_{ijr}^n, \quad i, j \in S, a \in A(i), r \in W.
\]
Let \( \tilde{F}^n_n, \tilde{F}^\pi_n, \) and \( \tilde{F}^n_n, \tilde{F}^\pi_n \) denote the corresponding objective functions generated by \( \pi \) and the optimal value functions, respectively.

Second, we prove that
\[
F^*_n(i, x) = \tilde{F}^*_n(i, x - c_n), \quad F^*(i, x) = \tilde{F}^*(i, x - c),
\]
\[(i, x) \in E, n \geq 1. \quad (27)\]
where \( c_n = \sum_{k=1}^{n} \beta^{k-1}b \) and \( c = \sum_{k=1}^{\infty} \beta^{k-1}b \).

In fact, for any \( \pi = (\pi_k, k \geq 1) \in \Pi \), define policies \( \sigma = (\sigma_k, k \geq 1) \) and \( \theta = (\theta_k, k \geq 1) \) as the following,
\[
\sigma_k(\cdot | i_1, x_1, a_1, \ldots, i_k, x_k) = \pi_k(\cdot | i_1, y_1, a_1, \ldots, i_k, y_k),
\theta_k(\cdot | i_1, x_1, a_1, \ldots, i_k, x_k) = \pi_k(\cdot | i_1, z_1, a_1, \ldots, i_k, z_k),
\]
where \( y_k = x_k + c_{n-k+1}, k \leq n; y_k = x_k, k > n \) and \( z_k = x_k + c, k \geq 1 \).

Then, we have
\[
\tilde{F}^\sigma_n(i, x - c_n) = F^\sigma_n(i, x), \quad \tilde{F}^\sigma(i, x - c) = F^\sigma(i, x), \quad (i, x) \in E.
\] (28)

Similarly, for any \( \pi \in \Pi \), if we define policies \( \sigma = (\sigma_k, k \geq 1) \) and \( \theta = (\theta_k, k \geq 1) \) by
\[
\sigma_k(\cdot | i_1, x_1, a_1, \ldots, i_k, x_k) = \pi_k(\cdot | i_1, y_1, a_1, \ldots, i_k, y_k),
\theta_k(\cdot | i_1, x_1, a_1, \ldots, i_k, x_k) = \pi_k(\cdot | i_1, z_1, a_1, \ldots, i_k, z_k),
\]
where \( y_k = x_k - c_{n-k+1}, k \leq n; y_k = x_k, k > n \) and \( z_k = x_k - c, k \geq 1 \), then, we have
\[
F^\sigma_n(i, x) = \tilde{F}^\sigma_n(i, x - c_n), \quad F^\sigma(i, x) = \tilde{F}^\sigma(i, x - c), \quad (i, x) \in E.
\] (29)

Thus, by (28) and (29), we obtain (27). By (27), we have
\[
F^*_n(i, x - b_n) = \tilde{F}^*_n(i, x - c), \quad (i, x) \in E, n \geq 1.
\]
Note that \( \tilde{U} \) is a nonnegative set, by Lemma 4 and (27), (i) is proved.
(ii) For MDP $\Gamma$, let $\tilde{T}$ denote the corresponding operator $T$. Then, by Lemma 4, $\tilde{F}^* = \tilde{T}\tilde{F}^*$. Hence, for any $(i, x) \in E$, by (27), we have

$$F^*(i, x) = \tilde{F}^*(i, x - c) = \tilde{T}\tilde{F}^*(i, x - c)$$

$$= \min_{a \in A(i)} \sum_{j \in S, r \in W} p_{ijr}^a \tilde{F}^* \left( j, \frac{x - c - (r - b)}{\beta} \right)$$

$$= \min_{a \in A(i)} \sum_{j \in S, r \in W} p_{ijr}^a \tilde{F}^* \left( j, \frac{x - r}{\beta} - c \right)$$

$$= \min_{a \in A(i)} \sum_{j \in S, r \in W} p_{ijr}^a \tilde{F}^* \left( j, \frac{x - r}{\beta} \right)$$

$$= TF^*(i, x).$$

Therefore $F^* = TF^*$.

(iii) The first inequality is obtained by (i). To obtain the second inequality, it suffices to prove that $F_n^*(i, x - d_n) \leq F^*(i, x)$ for all $(i, x) \in E$. Thus, we need only to prove that for any $\pi \in \Pi$ there exists $\sigma \in \Pi$ such that $F_n^*(i, x - d_n) \leq F^*(i, x)$ for all $(i, x) \in E$.

In fact, fixing $n \geq 1$, for any $\pi = (\pi_k, k \geq 1) \in \Pi$, we define

$$\sigma_k(\cdot | i_1, x_1, a_1, \ldots, i_{k-1}, x_{k-1}, a_{k-1}, i_k, x_k) = \pi_k(\cdot | i_1, y_1, a_1, \ldots, i_{k-1}, y_{k-1}, a_{k-1}, i_k, y_k),$$

where $y_k = x_k + d_n \beta^{-k+1}$, $k \geq 1$. Then $P_{\sigma}(B \leq x | i, x - d_n) = P_{\pi}(B \leq x | i, x)$ for all $(i, x) \in E$. Because $B \leq B_n + d_n$, we obtain

$$F_n^*(i, x - d_n) = P_{\sigma}(B_n \leq x - d_n | i, x - d_n)$$

$$\leq P_{\sigma}(B \leq x | i, x - d_n) = P_{\pi}(B \leq x | i, x) = F^*(i, x).$$

(iv) For each $i \in \mathcal{S}$ and $x < y$, by Theorem 1, $F_n^*(i, x - b_n) \leq F^*(i, y - b_n)$. It follows that, by letting $n \to \infty$, $F^*(i, x) \leq F^*(i, y)$, that is, $F^*(i, x)$ is a nondecreasing function.

From $F^*(i, x) \leq F_n^*(i, y) \leq F_n^*(i, y - b_n)$ and the right continuity of $F_n^*(i, x)$, letting $y \to x (x > y)$, we obtain

$$F^*(i, x) \leq F^*(i, x + 0) \leq F_n^*(i, x - b_n).$$
In addition, letting \( n \to \infty \) again, by (i), we have
\[
F^*(i, x) \leq F^*(i, x + 0) \leq F^*(i, x).
\]
that is, \( F^*(i, x + 0) = F^*(i, x) \). So, \( F^*(i, x) \) is right continuous.

Thus, by (13), \( F^*(i, x) \) is a distribution function.

(v) As \( A(i, x) = A(i) \) are finite for all \((i, x) \in E\), by the measurable selection theorem [7, Proposition D3, p. 130], there exists a measurable mapping \( \delta \) from \( E \) to \( A \) such that \( \delta(i, x) \in A(i) \) and \( GF^*(i, x, \delta(i, x)) = F^*(i, x) \) for all \((i, x) \in E\). That is to say that \( \delta^* \in \Pi_k^i \) and \( T F^* = F^* \).

The proof of Theorem 5 is complete.

**Remark 3.** If \( W \) is a nonnegative set and let \( b = 0 \), Theorem 5(i) is just Lemma 4(ii). In addition, Theorem 5(iii) is the generalization of Theorem 4.10 in [1]. But for the case in which the reward may take a negative value, the approximation relation \( \lim_{n \to \infty} F^*_n = F^* \) does not hold. See the following example.

**Example 1.** Let \( S = \{1, 2\} \), \( A(1) = A(2) = \{a, b\} \), \( W = \{-2, -1, 1\} \),
\[
p^a_{11} = p^b_{11}, p^a_{12} = p^b_{12},
\]
and \( x = 0.5 \), and \( b = 0.5 \). Then
\[
F^*_n(i, x) = I_{1-2+0.5n^{-1}+n}(x), \quad F^*(i, x) = I_{1-2+n}(x).
\]
Thus, \( \lim_{n \to \infty} F^*_n(i, x) = I_{1-2+n}(x) \neq F^*(i, x) \).

Let \( A^a(i, x) = \{a \in A(i) \text{ and } GF^*(i, x, a) = F^*(i, x)\} \) for each \((i, x) \in E\). Then by the finiteness of \( A(i) \) and Theorem 5, \( A^a(i, x) \neq \emptyset \) for all \((i, x) \in E\).

**Theorem 6.** Let \( \pi = (\pi_k, k \geq 1) \in \Pi \) and \( \delta^* \in \Pi_s \). Then,

(i) \( F^* = \pi \) if and only if for all \((i, x) \in E\), \( \pi(A^a(i, x) | i, x) = 1 \) and \( F^*(i, x) = \pi(A^a(i, x) | i, x) / \beta \) when \( \pi(A^a(i, x) | i, x) p^x_{ij} > 0 \).

(ii) If \( F^* = \pi \) and \( T F^* = \pi \), then for any \( n \geq 1 \), \( F^{(\delta^*, \pi)} = F^* \).

**Proof.** (i) By Lemmas 1, 3, and Theorem 5, using the approach similar to the proof of Theorem 3, we obtain (i) immediately.

(ii) Let \( F^* = \pi \) and \( T F^* = \pi \). By Lemma 3, we have \( F^{(\delta^*, \pi)} = T F^* = T \pi F^* = \pi F^* \). It follows that \( F^{(\delta^*, \pi)} = F^* \) for any \( n \geq 1 \).

Similarly, as a result of Theorem 6, \( A^a(i, x) \) and its elements are called an optimal action set and optimal actions, respectively.

**Remark 4.** For an infinite horizon model, even if \( \delta^* \) is a policy which takes optimal actions and \( (\delta^*, \pi) \) is optimal for any \( n \geq 1 \), \( \delta^* \) may not be optimal (see the following example).
Now, we give an example which illustrates that \( F_i^\pi(i, x) \) and \( F^\pi(i, x) \) may not be the distribution functions of \( x \). This example is also a counterexample for Lemma 3 in [3].

**Example 2.** Let \( S = \{1, 2\} \), \( A(1) = A(2) = \{a, b\} \), \( W = \{1, 2\} \), \( p_{111}^a = p_{112}^a = p_{212}^a = p_{112}^b = p_{211}^b = 0.5 \), and \( \beta = 0.5 \). Then

\[
F^\pi(i, x) = I_{[a, +\infty)}(x),
\]

and

\[
A^\pi(1, x) = \begin{cases} \{a, b\}, & x < 3 \text{ or } x \geq 4 \\ \{b\}, & 3 \leq x < 4 \end{cases},
\]

\[
A^\pi(2, x) = \begin{cases} \{a, b\}, & x < 3 \text{ or } x \geq 4 \\ \{a\}, & 3 \leq x < 4 \end{cases}.
\]

Let

\[
\theta(1, x) = b, \quad \theta(2, x) = a, \quad x \in (-\infty, +\infty),
\]

\[
\rho(1, x) = \begin{cases} a, & x < 3 \\ b, & x \geq 3 \end{cases}, \quad \rho(2, x) = \begin{cases} b, & x < 3 \\ a, & x \geq 3 \end{cases},
\]

and

\[
\mu(1, x) = \begin{cases} a, & x < 2.5 \\ b, & x \geq 2.5 \end{cases}, \quad \mu(2, x) = \begin{cases} b, & x < 2.5 \\ a, & x \geq 2.5 \end{cases}.
\]

Then, \( T^{\theta} F^\pi = T^\rho F^\pi = T^\mu F^\pi = F^\pi \). But, \( F^\rho = F^\pi \), \( F^\rho(i, x) = I_{[2, +\infty)}(x) \), \( F^\rho(i, 2) = 1 \), \( F^\rho(i, 2.6) = 0 \), \( F^\rho(i, 3) = 1 \), \( F^\rho(i, 3.25) = 0 \), \( i = 1, 2 \), that is, \( \theta^\pi \) is an optimal policy, \( \rho^\pi \) and \( \mu^\pi \) both are not optimal, and \( F^\rho(i, x) \) and \( F^\mu(i, x) \) are not distribution functions of \( x \).

Example 2 shows that

(i) \( F_n^\pi(i, x) \) and \( F^\pi(i, x) \) may not be distribution functions of \( x \).

For an infinite horizon model, policy \( \delta^\pi \) which takes optimal action at each realizable state, that is, \( T^\delta F^\pi = F^\pi \), may not be optimal.

(ii) The proof of Theorem 4.10 in [1] is not correct because that \( F_n^\pi(i, x - d_n) \leq F^\pi(i, x) \) may not hold. In fact, let \( \pi = \mu^\pi \), \( x = 3.25 \), and \( n = 4 \), then \( F_n^\pi(i, x - d_n) = 1 \) and \( F^\pi(i, x) = 0 \).

(iii) Lemma 3 in [3] does not hold. In fact, Lemma 3 in [3] implies that equation \( T^\delta u = u \) has a unique solution in \( \mathcal{F} \), where \( \mathcal{F} = \{u : u \in D \text{ and for any } i \in S, u(i, x) \text{ is a distribution function such that } u(i, x) = 0 \text{ if } x < 0 \text{ and } u(i, x) = 1 \text{ if } x \geq H/(1 - \beta) \} \) and \( \delta^\pi \in \Pi_i^\pi \). In [3], \( W \) is nonnegative and \( H \) is an upbound of \( W \). However, in the foregoing
example, by Lemma 3, $T^\rho u = u$ has at least two solutions $F^\rho$ and $F^+ = F^\rho$ in $\mathcal{F}$.

Thus, some main results in [3] (e.g., Theorem 1(ii) and (iii) and Theorem 4 in [3]) have not been proved really. Although Lemma 3 in [3] does not hold for the general case, we point out that it is correct under a special condition in Lemma 5.

Let $\mathcal{F} = \{u \mid u \in D \text{ and for each } i \in S, u(i, x) \text{ is a distribution function of } x \text{ satisfying } u(i, x) = 0 \text{ if } x < b/(1 - \beta) \text{ and } u(i, x) = 1 \text{ if } x \geq d/(1 - \beta)\}$, where $b = \inf\{r \mid r \in W\}$ and $d = \sup\{r \mid r \in W\}$.

**Lemma 5.** Let $u, v \in \mathcal{F}$, $\delta^\nu \in \Pi_0$, and $u - v \geq T^\delta(u - v)$. Then $u \geq v$.

**Proof.** Let $b_n = \beta^n b/(1 - \beta)$ and $d_n = \beta^n d/(1 - \beta)$, where $b = \inf\{r \mid r \in W\}$ and $d = \sup\{r \mid r \in W\}$. Then,

$$(u - v)(i, x) \geq (T^\delta)^n(u - v)(i, x) \geq F^\delta_n(i, x - d_n) - F^\delta_n(i, x - b_n).$$

(30)

In fact, the first inequality follows from Lemma 1. Now, we prove the second inequality by induction. When $n = 1$, it is easy to prove because $u, v \in \mathcal{F}$. We assume that the second inequality holds when $n = k$. Then, for $n = k + 1$, by Theorem 1, we have

$$(T^\delta)^{k+1}(u - v)(i, x)$$

$$= T^\delta[(T^\delta)^k(u - v)](i, x)$$

$$= \sum_{a \in A(i)} \delta(a \mid i) \sum_{j, r \in W} p^n_{ijr}(T^\delta)^k(u - v)
\left(j, \frac{x - r}{\beta}\right)$$

$$\geq \sum_{a \in A(i)} \delta(a \mid i) \sum_{j, r \in W} p^n_{ijr} \left(F^\delta_k\left(j, \frac{x - r}{\beta} - d_k\right)
- F^\delta_k\left(j, \frac{x - r}{\beta} - b_k\right)\right)$$

$$= \sum_{a \in A(i)} \delta(a \mid i) \sum_{j, r \in W} p^n_{ijr} \left(F^\delta_k\left(j, \frac{x - d_{k+1} - r}{\beta}\right)
- F^\delta_k\left(j, \frac{x - b_{k+1} - r}{\beta}\right)\right)$$

$$= F^\delta_{k+1}(i, x - d_{k+1}) - F^\delta_{k+1}(i, x - b_{k+1}).$$

The second inequality holds for $n = k + 1$. By induction, (30) is proved.
Owing to $B_q + b_n \leq B \leq B_q + d_n$ and $\delta^\pi \in \Pi_0$, we have

$$F^{\delta^\pi}(i, x - d_n + b_n) \leq F^{\delta^\pi}(i, x - d_n) \leq F^{\delta^\pi}(i, x - b_n) \leq F^{\delta^\pi}(i, x + d_n - b_n).$$

(31)

Thus, if $x$ is a point of continuity of $F^{\delta^\pi}(i, \cdot)$, letting $n \to \infty$ in (30), by (31), we have $(u - v)(i, x) \geq 0$. But $u$ and $v$ are right continuous and the set of all discontinuity points of $u$ and $v$ combined is countable, by Lemma 1 in [3], $(u - v)(i, x) \geq 0$ for all $x \in \mathbb{R}$. Lemma 5 is proved.

**Corollary 2.** Let $\delta^\pi \in \Pi_0$. Then, $F^{\delta^\pi}$ is the unique solution of the equation $T^{\delta^\pi}u = u$ in $\mathcal{F}$.

**Proof.** By Lemma 3, $F^{\delta^\pi}$ is a solution of $T^{\delta^\pi}u = u$ in $\mathcal{F}$. Assume that $u \in \mathcal{F}$ and $T^{\delta^\pi}u = u$. Then, $F^{\delta^\pi} - u = T^{\delta^\pi}(F^{\delta^\pi} - u)$. By Lemma 5, we obtain $u = F^{\delta^\pi}$.

**Remark 5.** What differs from Lemma 3 in [3] is that Lemma 5 requires $\delta^\pi \in \Pi_0$. The technique of the proof of Lemma 5 comes from Lemma 3’s in [3].

Theorem 7 states another main result in this paper.

**Theorem 7.** There exists a policy $\pi \in \Pi_0$ such that $F^\pi = F^*$ if and only if $A^\pi(i) = \bigcap_{x \in \mathbb{R}} A^\pi(i, x) \neq \emptyset$ for all $i \in S$.

**Proof.** $\Rightarrow$. Let $\pi \in \Pi_0$ and $F^\pi = F^*$. Then, by Theorem 6, $\pi(A^\pi(i, x) \mid i) = 1$ for all $x \in \mathbb{R}$ and $i \in S$. Note that $A(i)$ is finite, it follows that $\pi(A^\pi(i) \mid i) = 1$. Hence, $A^\pi(i) \neq \emptyset$ for all $i \in S$.

$\Leftarrow$. Let $A^\pi(i) \neq \emptyset$ for all $i \in S$. Select $\delta: S \to A$ such that $\delta(i) \in A^\pi(i)$ for all $i \in S$. Then, $\pi = \delta^\pi \in \Pi_0$ and $T^{\delta^\pi}F^* = F^*$. By Corollary 2, we obtain $F^\pi = F^*$.

**Corollary 3.** If $A^\pi(i) \neq \emptyset$ for all $i \in S$, then $F^\pi(i, x) = \inf_{\pi \in \Pi_0} F^\pi(i, x)$, $(i, x) \in E$.

**Remark 6.** Theorem 7 gives a sufficient condition under which there exists an optimal policy. Because Lemma 5 does not hold for general policy $\delta^\pi \in \Pi$, for an infinite horizon model, whether there exists an optimal policy remains an open problem.
5. Algorithm

In this section we give an algorithm computing optimal value functions, optimal action sets, and optimal policies for a finite horizon model.

In this section, we assume that \( S \) and \( W \) are finite and we let \( W = \{r_1, r_2, \ldots, r_m\} \) and \( r_1 < r_2 < \cdots < r_m \). Then, by Theorems 1, 2, and the finiteness of \( S, A, \) and \( W \), we have the following conclusions:

(i) For each \( i \in S \) and \( n \geq 1 \), \( F^n(i, x) \) is a step distribution function of \( x \) with finite jump points;

(ii) For each \( i \in S \) and \( n \geq 1 \), \( A^n(i, x) \) is a set-valued function from \( \mathbb{R} \) to \( A(i) \) with finite discontinuity points;

(iii) For each \( n \geq 1 \), there exists an \( n \) stages optimal deterministic Markov policy which \( k \)th decision rule has the structure analogous to that of \( F^n(i, x) \) and \( A_k(i, x) \), \( 1 \leq k \leq n \).

The following algorithm is just the proof of the earlier conclusions.

By Theorem 1,

\[
F^0(i, x) = I_{[0, +\infty)}(x),
\]

\[
F^n(i, x) = \min_{a \in A(i)} \sum_{j \in S, r \in W} p^{a}_{ijr} F^{n-1}(j, \frac{x - r}{\beta}), \quad i \in S, n \geq 1. \quad (32)
\]

Let

\[
b_n(i, x, a) = \sum_{j \in S, r \in W} p^{a}_{ijr} F^{n-1}(j, \frac{x - r}{\beta}), \quad i \in S, a \in A(i),
\]

\[
I_n(i, x) = \min_{a \in A(i)} b_n(i, x, a), \quad i \in S.
\]

Algorithm.

Step 1. Calculate

\[
b_1(i, r_k, a) = \sum_{j \in S} \sum_{r \leq r_k} p^{a}_{ijr}, \quad i \in S, a \in A(i),
\]

\[
I_1(i, r_k) = \min_{a \in A(i)} b_1(i, r_k, a), \quad i \in S,
\]

\[
A_1(i, r_k) = \{a \mid a \in A(i), b_1(i, r_k, a) = I_1(i, r_k)\}, \quad i \in S,
\]
and select $\delta(i, r_k) \in A(i, r_k)$, $k = 1, \ldots, m - 1$, $\delta(i, r_m) \in A(i)$. Then, by (32) and (22),

$$F^a_1(i, x) = \begin{cases} 
0, & x < r_1, \\
I_1(i, r_k), & r_k \leq x < r_{k+1}, k = 1, \ldots, m - 1, \\
1, & x \geq r_m, 
\end{cases}$$

$$A^0_1(i, x) = \begin{cases} 
A(i), & x < r_1 \text{ or } x \geq r_m, \\
A_1(i, r_k), & r_k \leq x < r_{k+1}, k = 1, \ldots, m - 1. 
\end{cases}$$

Let

$$\tilde{\delta}_1(i, x) = \begin{cases} 
\delta_1(i, r_m), & x < r_1 \text{ or } x \geq r_m, \\
\delta_1(i, r_k), & r_k \leq x < r_{k+1}, k = 1, \ldots, m - 1. 
\end{cases}$$

**Step 2.** Assume that $F^a_{l-1}$, $A_{l-1}$, and $\tilde{\delta}_{l-1}$ have been obtained and the all jump points of $F^a_{l-1}$ are $t_1 < t_2 < \cdots < t_M$. Arranging $\beta t_k + r_l (k = 1, 2, \ldots, M, l = 1, 2, \ldots, m)$ in ascending order and denoting them by $u_1 < u_2 < \cdots < u_N$ ($N \leq m M$), then, for any $j \in S$ and $r \in W$, we have

$$F^a_{l-1} \left( j, \frac{x - r}{\beta} \right) = \begin{cases} 
0, & x < u_1, \\
F^a_{l-1} \left( j, \frac{u_k - r}{\beta} \right), & u_k \leq x < u_{k+1}, k = 1, \ldots, N - 1, \\
1, & x \geq u_N. 
\end{cases}$$

(33)

Calculate

$$b_l(i, u_k, a) = \sum_{j \in S, r \in W} p^a_{ij} F^a_{l-1} \left( j, \frac{u_k - r}{\beta} \right), \quad i \in S, a \in A(i),$$

$$I_l(i, u_k) = \min_{a \in A(i)} b_l(i, u_k, a), \quad i \in S,$$

$$A_l(i, u_k) = \{ a | a \in A(i), b_l(i, u_k, a) = I_l(i, u_k) \}, \quad i \in S,$$
and select $\delta(i, u_k) \in A(i, u_k)$, $k = 1, \ldots, N - 1$, $\delta(i, u_N) \in A(i)$. Then, by (33), (32), and (22),

$$F^*_k(i, x) = \begin{cases} 0, & x < u_1, \\ I(i, u_k), & u_k \leq x < u_{k+1}, k = 1, \ldots, N - 1, \\ 1, & x \geq u_N, \end{cases}$$

$$A_j(i, x) = \begin{cases} A(i), & x \leq u_1 \text{ or } x \geq u_N, \\ A(i, u_k), & u_k \leq x < u_{k+1}, k = 1, \ldots, N - 1, \end{cases}$$

Let

$$\delta'(i, x) = \begin{cases} \delta(i, u_N), & x < u_1 \text{ or } x \geq u_N, \\ \delta(i, u_k), & u_k \leq x < u_{k+1}, k = 1, \ldots, N - 1. \end{cases}$$

Repeating Step 2 up to $l = n$, we obtain the optimal function $F^*_n$ and an optimal policy $\pi = (\delta'_n, \delta'_{n-1}, \ldots, \delta'_1)$. In addition, $A_1(i, x), A_2(i, x), \ldots, A_n(i, x)$ are the corresponding optimal action sets, from them all $n$ stages optimal policies can be obtained.
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