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Abstract 

In the area of wireless communication system, researchers are concentrating on powerful forward error correction (FEC) 
coding techniques. A literature survey has shown that in the field of mobile Wi-Max environment Turbo code provides a 
coding gain close to Shannon limit. Since the performance of turbo codes depend on iterative decoding algorithms. Among 
various soft outputs decoding algorithms, Maximum A Posteriori (MAP) algorithm is used, which works on the principle of 
symbol estimation of the received signal. This paper presents logarithmic version of MAP decoding algorithm (Log-MAP). 
The author has taken efforts to modify the available Log MAP decoding algorithm in order to reduce the computational 
complexity. The results are presented for this new developed Max-Log-MAP decoding algorithm. Bit Error Rate (BER) 
performance and computational complexity of these algorithms are compared with reference to the standard defined by 
IEEE802.16e for mobile Wi-Max system. 
© 2012 The Authors. Published by Elsevier Ltd.  
Selection and/or peer-review under responsibility of the Department of Computer Science & Engineering, National Institute 
of Technology Rourkela 
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1. Introduction 

In the field of wireless communication system, error correction performance of turbo codes is close to 
Shannon limit [1], which is not practical for convolutional codes at low SNR [2]. Many researchers have shown 
their interest to find soft output decoding algorithms for implementation of turbo codes in real system 
applications. A very basic BCJR algorithm [3] is an algorithm for Maximum A Posteriori (MAP) decoding of 
error correcting codes. BCJR MAP decoding algorithm is computationally complex, sensitive to SNR 
mismatch and inaccurate estimation of noise variance.  
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In the turbo decoding algorithm, MAP algorithm offers the best performance with iterative decoding, but 
cannot decode until the decoder receives the entire bit sequence [3]. Due to this BCJR algorithm leads to large 
decoding delay, power consumption and also required more memory size for iterations [5]. The iterative nature 
of turbo decoding algorithms leads to increase the complexity compare to conventional FEC decoding 
algorithms. Two basic iterative decoding algorithms, namely Soft Output Viterbi Algorithm (SOVA) and 
Maximum A Posteriori Probability (MAP) algorithm demands complex decoding operations over several 
iteration cycles [6]. Among these algorithms, SOVA has the least computational complexity but the worse BER 
performance while MAP algorithm provides significantly better BER performance with highest computational 
complexity. So for implementation of turbo code in real time system, the decoder complexity has to be reduced 
while preserving BER performance of the system [6].  

In this paper we describe all version of MAP decoding algorithm and modify a new logarithmic version of 
MAP decoding algorithm. The new algorithm called Max-Log-MAP algorithm. Max-Log-MAP algorithm is 
less complex than Log-MAP algorithm but its BER performance is closed to Log-MAP algorithm [3]. These 
algorithms are less sensitive to SNR mismatch and provide accurate estimation of noise variance. The BER 
performance of these algorithms is tested with Binary Phase Shift Keying (BPSK) modulation scheme. The 
channel is considered as an Additive White Gaussian Noise (AWGN) channel [2].  

The paper is organized as follows: Section 2 describes the structure of Turbo Encoder and Decoder. Section 
3 briefly describes the MAP algorithm (modified version of BCJR) and Section 4 presents logarithmic version 
of MAP decoding algorithm. Section 5 presents the modified Max-Log-MAP decoding algorithm. Section 6 
presents the BER performance of these algorithms are compared and verified for different parameters such as 
Number of Frame and Number of Iterations. 

2. Turbo Codes 

The turbo codes contain the structure that approaches the Shannon limit by using recursive encoders and 
Iterative network of soft output decoders [8]. The coder modifies the convolutional codes with short constraint 
length as block codes for large block length sequence and Iterative soft output decoder improves the estimation 
of the received message signal [9]. 

2.1. Turbo Encoder 

The turbo encoders are designed from two or more convolutional encoders connected in concatenated 
parallel form with an Interleaver between them to ensure that the data the data received by the second encoder 
is statistically independent [10]. The block diagram of the encoder is shown in figure 1. 

 

 

Figure 1: The structure of Turbo Encoder. 
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the convolutional encoder ENC1 and generates the coded bit stream 1kX . The data is then interleaved i.e. the 
data bit are loaded row-wise and read out column-wise. The bits are often readout in a pseudo random manner. 
The interleaved data sequence is passed to the second convolutional encoder ENC2 and coded bit stream 2kX  is 
generated. The coded data sequence ( kX ) is multiplexed and punctured before it is to be sent across physical 

channel consisting of systematic code bits ( s
kX ) and parity bits from the first encoder (

1

p
kX ) and second 

encoder (
2

p
kX ) [9]. The puncture unit is employed to extract the systematic bits and recursive bits from the 

received information. These will be used by the decoder to ensure the data is error free when it arrives at the 
end user terminal [11].Turbo codes can perform effectively at low signal to noise ratio (SNR) with small 
number of low weight code wards. This small minimum distance code limits the performance of turbo codes at 
higher SNR. Therefore turbo codes can employ to reduce the multiplicity of low weight code wards. 

2.2. Turbo Decoder 

Turbo decoder extracts the systematic bits and recursive bits from the received information. A block diagram of 
turbo decoder is shown in figure 2. The input to the turbo decoder is the received sequence represented as Rk = 
[ , ps

k kY Y ] It consists of two decoders DEC1and DEC2. DEC1 decodes sequence from ENC1 while DEC2 
decodes sequence from ENC2. Each of the decoder acting as Maximum A Posteriori (MAP) decoder. The 
received sequence systematic value and received parity sequence are the input to the DEC1. The DEC1 
generates the sequence are of soft estimate EXT1 is called extrinsic data which does not contains any 
information. The output sequence of DEC1 is interleaved and then passed to second decoder DEC2. The 
property of interleaver is same as in case of encoder [8]. DEC2 takes as its input systematic received bits s

kY  

and parity bits p
kY  along with the interleaved form the extrinsic information EXT1provided by the first decoder 

DEC1.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: The structure of Turbo Decoder. 
 
 
 
 
The DEC2 produces the output which when de-interleaved using inverse form of interleaver (load in column 

and read out in row). This consists of soft estimates EXT2 of the transmitted data sequence (dk) is feedback to 
DEC1. This procedure is repeated in a iterative manner and continues until the bit error rate is zero (converges). 

Yk
p 

Ext1 Ext2 

Output 

Parity data 

Decoder 
DEC1 Systematic data 

Decoder 
DEC2 

 

De-Interleaver 

Interleaver 

InterLeaver 

DeMux 
Yk

s 



669 Jagdish D. Kene and Kishor D. Kulat  /  Procedia Technology   6  ( 2012 )  666 – 673 

At the end of decoding process simple threshold operation is performed to carry out hard decision on the soft 
output of the second decoder DEC2 [9]. 

3. MAP Algorithm 

In turbo decoding process, encoded information sequence (Xk) is transmitted over an AWGN channel and a 
noisy signal (Yk) is received at the destination. In general, each decoder computes the Log Likelihood Ratio 
(LLR) to extract the information data bit from received signal (Yk). The LLR is calculated for each bit (dk) of 
data block length N is defined as [1] 

r

r
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                                                                                                   (1) 

Where Pr ((dk=1)|Y) is A Posteriori Probability (APP) of the information input data at time k (dk). When it is 
equal to 1 then decoder gives entire received data [5]. The map decoding algorithm is a recursive technique. 
The Map algorithm calculates the LLR for each data bit as 
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Sk is the encoder 
trellis state at trellis time k. 
Sk is represented by considering v- tuple. 

1 2 1, , , ............k k k k k vS a a a a   
Where ak is output of first shift register in the recursive encoder. Forward state metrics are calculated by 
forward recursion from trellis time k=1 to k=N. where N is the number of information bits in one data frame. 
The recursive calculation of forward state metric is performed as 
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,
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 k k j k k k k
j
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Similarly, the backward state metrics are calculated by a backward recursion from trellis time k=N to k=1 as 
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,
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j

s s  s s                                                                                                         (4) 

The branch metrics are calculated for each possible trellis transition as  

1 1 1r
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P expkk k k k- k k
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, |     i, , 

Where i = (0, 1), Ak is a constant. 
X p

k,Xs
k  are encoded systematic data bits and parity bits. 

Y p
k,Ys

k are received noisy systematic data bits and parity bits respectively [6].  

4. Log MAP Algorithm  

In order to avoid the complex mathematical calculations of MAP decoding algorithm, the computation can 
be performed in the logarithmic domain [6]. The logarithm and exponential computations can be eliminated by 
the following approximation. 
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, ln , ln 1x y y x e e eMax x  y Max x  y                                                                             (6)  

The last term in above equation can easily be calculated by using a Look Up Table (LUT) therefore equation 
(2) and (5) becomes,  
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Where K = Constant.   

5. Max-Log-MAP Algorithm 

In order to consider low decoding delay, small memory size and less complexity in hardware, we modify the 
algorithm called Max-Log-MAP algorithm [6]. The correction function in equation (6) is      
fc = e xy1ln  is consider as negligible term in Max-Log-MAP algorithm. Then Jacobi algorithm is 
loosely approximated as in equation (10) at the expense of some performance degradation.   

x y + e e*Max x, y =ln =Max x, y  

The overall result of this simplification eliminates the need of LUT required to find the corresponding 
correction factor in max operation. Due to this simplification the BER performance at low SNR is degrades 
about 0.1 dB compare to Log-MAP algorithm as shown in figure 3. But from hardware point of view, the 
algorithm is less complex than the existing algorithm. 
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Figure 3: Performance comparison of Max-Log-MAP and Log-MAP. 

6. Simulation Analysis and Results 

Since turbo code offers flexibility for various decoding algorithms such as 1) Log-MAP 2) Max-Log-MAP 
and 3) SOVA. Simulation is carried out using turbo code. Simulation platform was same for using all the three 
algorithms. Parameters selected for the comparative study of these algorithms are as follows.  

 Modulation technique--BPSK, 
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 Channel AWGN, 
 Coding Rate 1/2, 
 Generator Polynomial 101,010, 
 Frame size 204 symbols, 
 Parameter for performance measurement SNR Vs. BER, 
 Range of SNR 0-5dB, 
 Steps increment for SNR 0.5dB, 
 BER requirement for reliable communication is -3.  

Table1: Comparative performance of various algorithms. 

Decoding algorithms SNR at 10-3 Iterations required 

Log-MAP 3.8 dB 

3.9 dB 

5.0 dB 

14 

Max-Log-MAP 10 

SOVA 10 

 The BER performance of Max-Log-MAP algorithm is compared to that of Log-MAP algorithm has been 
shown in figure 3. From the table1, It is clear that for desired BER response, Log-MAP algorithm performs 
better but the decoding delay is large which is obvious from large number of iterations. Working with SOVA 
algorithm can reduce this decoding delay at the cost of BER performance (Higher SNR requirement).  

Author suggest that use of Max-Log-MAP algorithm for achieving optimum BER performance with 
relatively less decoding delay for a particular application, performs better compare to other two. The BER Vs 
SNR performances of these two algorithms have also been tested for the parameters such as (1) various 
numbers of frames, (2) various numbers of Iterations. The effect of variation of decoding iterations on Log-
MAP algorithm is shown in figure 4 for 1000 number of frames. Figure 5 shows the performance of Max-Log-
MAP for the same number of iterations. The performance of Log-MAP and Max-Log-MAP decoding 
algorithms for various numbers of frames for 5 iterations are shown in figure 6 and figure 7 respectively. From 
the graphs, it is clear that with increasing number of Iterations and Frame sizes the BER response is further 
improved in Max-Log-MAP algorithm. 
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Figure 4: Effect of various Iterations on Log-MAP based Decoder. 
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Figure 5: Effect of various Iterations on Max-Log-MAP based Decoder. 
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Figure 6: Effect of various Frames on Log-MAP based Decoder. 
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Figure 7: Effect of various Frames on Max-Log-MAP based Decoder.  
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7. Conclusion 

The performance of turbo codes used in mobile Wi-Max system has been analyzed for Log-MAP and 
modified Max- Log-MAP decoding algorithm. The simulation is carried out on the same platform for both 
these algorithms. At low SNR, the BER performance of Max-Log-MAP decoding algorithm slightly degrades 
(0.1dB at Bit Error Rate 10-3) compare to conventional Log-MAP algorithm. Max-Log-MAP still has a good 
BER response than SOVA decoding algorithm. For the desired signal power, Max-Log-MAP algorithm 
reduces the hardware complexity. In Max-Log-MAP algorithm, the bit error probability is further decreases 
with increasing number of decoding Iterations and Frames. 
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