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In this paper, yet another iterative procedure, namely the minimal error method (MEM), for
solving stably the Cauchy problem in linear elasticity is introduced and investigated. Fur-
thermore, this method is compared with another two iterative algorithms, i.e. the conju-
gate gradient (CGM) and Landweber–Fridman methods (LFM), previously proposed by
Marin et al. [Marin, L., Háo, D.N., Lesnic, D., 2002b. Conjugate gradient-boundary element
method for the Cauchy problem in elasticity. Quarterly Journal of Mechanics and Applied
Mathematics 55, 227–247] and Marin and Lesnic [Marin, L., Lesnic, D., 2005. Boundary ele-
ment-Landweber method for the Cauchy problem in linear elasticity. IMA Journal of
Applied Mathematics 18, 817–825], respectively, in the case of two-dimensional homoge-
neous isotropic linear elasticity. The inverse problem analysed in this paper is regularized
by providing an efficient stopping criterion that ceases the iterative process in order to
retrieve stable numerical solutions. The numerical implementation of the aforementioned
iterative algorithms is realized by employing the boundary element method (BEM) for two-
dimensional homogeneous isotropic linear elastic materials.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Over the last decades, special attention has been given to inverse problems related to the mechanics and fracture of solids
and structures, see e.g. Kubo (1988) and Yakhno (1990). Compared to direct problems in solid mechanics, for which the gov-
erning system of partial differential equations (equilibrium equations), the constitutive and kinematics equations, the initial
and boundary conditions for the displacement and/or traction vectors and the geometry of the domain occupied by the solid
are all known, inverse problems may be characterized by the lack of at least one of the conditions enumerated above.
Another major difference for these two classes of problems is represented by the fact that while for direct problems the
existence and uniqueness of their solutions have been well established, see for example Knops and Payne (1986), inverse
problems are in general ill-posed, i.e. the existence, uniqueness and stability of their solutions are not always guaranteed,
see e.g. Hadamard (1923).

A classical example of an inverse boundary value problem in solid mechanics is represented by the Cauchy problem.
In this case, boundary conditions are incomplete, in the sense that a part of the boundary of the domain occupied by the
solid is over-specified by prescribing on it both the displacement and traction vectors, whilst the remaining boundary is
under-specified and boundary conditions on the latter boundary have to be determined. Maniatty et al. (1989) have used
simple diagonal regularization, in conjunction with the finite element method (FEM), to determine the traction boundary
. All rights reserved.
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condition. Spatial regularization has been introduced in conjunction with the boundary element method (BEM) by
Zabaras et al. (1989) and with the FEM by Schnur and Zabaras (1990). The Cauchy problem in elasticity has also been
studied theoretically by Yeih et al. (1993), who have analysed its existence, uniqueness and continuous dependence on
the data and have proposed an alternative regularization procedure, namely the fictitious boundary indirect method,
based on the simple or double layer potential theory. The numerical implementation of the aforementioned method
has been undertaken by Koya et al. (1993), who have used the BEM and the Nyström method for discretising the
integrals. However, this formulation has not yet removed the problem of multiple integrations. Marin et al. (2001) have
determined the approximate solutions to the Cauchy problem in isotropic linear elasticity using an alternating iterative
BEM which reduced the problem to solving a sequence of well-posed boundary value problems. Latter, this method has
been implemented for anisotropic linear elastic materials by Comino et al. (2007). Huang and Shih (1997), Marin et al.
(2002b), and Marin and Lesnic (2002a) have used both the conjugate gradient method (CGM) and the Tikhonov regular-
ization method combined with the BEM, in order to solve the same problem. The singular value decomposition (SVD), in
conjunction with the BEM, has been employed by Marin and Lesnic (2002b) to determine the numerical solutions to
Cauchy problems in linear elasticity. Four regularization methods for solving stably the Cauchy problem in linear elas-
ticity, namely the Tikhonov regularization, the SVD, the CGM and an alternating iterative algorithm implemented by
Marin et al. (2001), have been compared in Marin et al. (2002a). It was found in (Marin et al., 2002a) that the truncated
SVD outperforms the Tikhonov regularization method, whilst the later outperforms the CGM. Marin and Lesnic (2004)
and Marin (2005) have proposed a meshless method, namely the method of fundamental solutions, in conjunction with
the Tikhonov regularization method, for solving the Cauchy problem in two- and three-dimensional isotropic linear elas-
ticity, respectively. The Cauchy problem in elasticity with L2-boundary data has been approached by Marin and Lesnic
(2005) by combining the Landweber–Fridman method (LFM), see Landweber (1951), with the BEM.

It is important to mention that the non-iterative Tikhonov regularization and truncated SVD methods may pro-
duce numerical solutions even when the original Cauchy problem does not have a classical solution, whilst the
alternating iterative algorithm described and implemented in Marin et al. (2001) is convergent only if the differen-
tial operator associated with the governing equation is positive (or negative) definite and self-adjoint. Therefore, for
Cauchy problems with disjoint under- and over-specified boundaries the most common methods would be the CGM,
LFM and the minimal error method (MEM), see e.g. King (1989). The main advantage of these methods is that they
can be reformulated for L2-boundary data, a very desirable feature from the computational point of view. Further-
more, these three algorithms being iterative methods, it is expected that for exact data they are convergent if and
only if the solution of the original Cauchy problem exists. One possible disadvantage of the LFM over the CGM and
MEM is represented by the fact that the former is a parameter-dependent method. Consequently, special care
should be taken when choosing the parameter associated with the LFM, so that the convergence of this iterative
method would be ensured, and this may result in a very large number of iterations performed and hence large
computational time.

Motivated by these facts and encouraged by the recent results of Johansson and Lesnic (2006b) obtained for the MEM
applied to the Cauchy problem associated with the Stokes system in hydrostatics, we decided present and analyse in this
paper yet another iterative method for solving the Cauchy problem in linear elasticity, namely the MEM. This iterative meth-
od reduces the original Cauchy problem to solving a sequence of two well-posed mixed boundary value problems. It is also
proven in this study that, accompanied by a suitable stopping criterion, the MEM has a regularizing/stabilising character.
Furthermore, it is shown that this method is very suitable for solving the Cauchy problem in linear elasticity since only a
few iterations are required to obtain a stable and accurate numerical solution.

The paper is organised as follows: Section 2 is devoted to the mathematical formulation of the inverse problem investi-
gated in the general linear elasticity framework. The LFM applied to solving the Cauchy problem in linear elasticity, as well as
the associated operators, direct and adjoint problems, and convergence theorem, are briefly presented in Section 3. Next sec-
tion, describes the alternatives to the parameter-dependent method described previously, namely the CGM and MEM that
are presented in Sections 4.1 and 4.2, respectively. In Section 5, the MEM is applied to solving three Cauchy problems with
and without noisy Cauchy data, for an isotropic linear elastic material occupying a two-dimensional doubly connected do-
main, as described in Section 5.1. The MEM is implemented using the BEM, as presented in Section 5.2, while at the same
time the convergence, stopping regularizing criterion and stability of the method are numerically investigated in Sections
5.3–5.5, respectively. A comparison of the proposed iterative method with the CGM and LFM, previously analysed by Marin
et al. (2002b) and Marin and Lesnic (2005), respectively, is made in Section 5.6. Finally, concluding remarks are provided in
Section 6.

2. Mathematical formulation

Consider a homogeneous linear elastic material which occupies a bounded domain X � Rd, where usually d 2 {1, 2, 3},
with the boundary C ¼ @X of class C2. We also assume that the boundary consists of two parts, C ¼ C1 [ C2, where
C1;C2–;, and C1 \ C2 ¼ ;. In the absence of body forces, the equilibrium equations are given by, see e.g. Landau and Lifshits
(1986),
LuðxÞ � �r � rðuðxÞÞ ¼ 0; x 2 X: ð1Þ
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Here, L is the Lamé (Navier) differential operator, rðuðxÞÞ ¼ ½rijðuðxÞÞ�16i;j;6d is the stress tensor associated with the displace-
ment vector uðxÞ ¼ ðu1ðxÞ; . . . ;udðxÞÞT, whilst on assuming small deformations, the corresponding strain tensor
eðuðxÞÞ ¼ ½eijðuðxÞÞ�16i;j;6d is given by the kinematic relations
eðuðxÞÞ ¼ 1
2
ðruðxÞ þ ruðxÞTÞ; x 2 X ¼ X [ C: ð2Þ
These tensors are related by the constitutive law, namely
rðuðxÞÞ ¼ CeðuðxÞÞ; x 2 X; ð3Þ
where C ¼ ½Cijkl�16i;j;k;l6d is the fourth-order elasticity tensor which is symmetric and positive definite.
We now let nðxÞ ¼ ðn1ðxÞ; . . . ;ndðxÞÞT be the outward normal vector at x 2 C and NuðxÞ � tðxÞ ¼ ðt1ðxÞ; . . . ; tdðxÞÞT be the

traction vector at a point x 2 C defined by
NuðxÞ � tðxÞ ¼ rðuðxÞÞ � nðxÞ; x 2 C; ð4Þ
where N is the boundary-differential operator associated with the Lamé (Navier) differential operator, L, and Neumann
boundary conditions on C. In the direct problem formulation, the knowledge of the displacement and/or traction vectors
on the whole boundary C gives the corresponding Dirichlet, Neumann, or mixed boundary conditions which enable us to
determine the displacement vector in the domain X. Then, the strain tensor, e, can be calculated from Eq. (2) and the stress
tensor, r, is determined using the constitutive law (3).

If it is possible to measure both the displacement and traction vectors on a part of the boundary C, say C0, then this leads
to the mathematical formulation of the Cauchy problem consisting of the partial differential equation (1) and the boundary
conditions
uðxÞ ¼ uðxÞ; NuðxÞ � tðxÞ ¼ wðxÞ; x 2 C0; ð5Þ
where u 2 L2ðC0Þd and w 2 L2ðC0Þd are prescribed vector valued functions. In the above formulation of the boundary condi-
tions (5), it can be seen that the boundary C0 is over-specified by prescribing both the displacement ujC0

¼ u and the traction
tjC0
¼ w vectors, whilst the boundary C1 is under-specified since both the displacement ujC1

and the traction tjC1
vectors are

unknown and have to be determined. Hence on using relations (1)–(5), the Cauchy problem under investigation may be
recast as
LuðxÞ ¼ 0; x 2 X;

uðxÞ ¼ uðxÞ; x 2 C0;

NuðxÞ ¼ wðxÞ; x 2 C0:

8><
>: ð6Þ
It should be mentioned that in the case of a homogeneous isotropic linear elastic material, the components of the fourth-
order elasticity tensor, C, are given by
Cijkl ¼ G
2m

1� m
dijdkl þ dikdjl þ dildjk

� �
; ð7Þ
where G is the shear modulus, m is Poisson’s ratio and dij is the Kronecker delta tensor. Consequently, the constitutive law for
homogeneous isotropic linear elastic materials can be expressed as
r uðxÞð Þ ¼ G ruðxÞ þ ruðxÞT
� �

þ 2mG
1� m

r � uðxÞð ÞI; x 2 X; ð8Þ
whilst the Lamé (Navier) differential operator, L, and its corresponding boundary-differential operator associated with Neu-
mann conditions, N, given by relations (1) and (4), respectively, may be recast as
LuðxÞ ¼ �r � ðGðruðxÞ þ ruðxÞTÞÞ þ r 2mG
1� m

r � uðxÞ
� �

; x 2 X; ð9Þ
and
NuðxÞ ¼ GðruðxÞ þ ruðxÞTÞ þ 2mG
1� m

ðr � uðxÞÞI
� �

� nðxÞ; x 2 C; ð10Þ
respectively.

3. The Landweber–Fridman method

In this section, the operators, direct and adjoint problems, convergence theorem and numerical algorithm corresponding
to the LFM applied to solving the Cauchy problem in linear elasticity are briefly presented. For more details, we refer the
reader to Marin and Lesnic (2005).
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3.1. Two direct problems and their associated linear operators

Consider the well-posed, mixed, direct problem for the Lamé (Navier) differential operator, L, with zero Neumann
boundary conditions on C0 and non-zero L2-Dirichlet boundary conditions on C1, namely
LuðxÞ ¼ 0; x 2 X;

NuðxÞ ¼ 0; x 2 C0;

uðxÞ ¼ gðxÞ; x 2 C1;

8><
>: ð11Þ
and the operator associated with this problem (11)
K : L2ðC1Þd ! L2ðC0Þd; g 2 L2ðC1Þd !Kg ¼ ujC0
2 L2ðC0Þd: ð12Þ
In a similar manner, consider the well-posed, mixed, direct problem for the Lamé (Navier) differential operator, L, with non-
zero L2-Neumann boundary conditions on C0 and zero Dirichlet boundary conditions on C1, i.e.
LvðxÞ ¼ 0; x 2 X;

NvðxÞ ¼ wðxÞ; x 2 C0;

vðxÞ ¼ 0; x 2 C1;

8><
>: ð13Þ
and its associated operator, namley
K1 : L2ðC0Þd ! L2ðC0Þd; w 2 L2ðC0Þd !K1w ¼ vjC0
2 L2ðC0Þd: ð14Þ
It has been shown that the operators K and K1 defined by Eqs. (12) and (14), respectively, are well-defined, linear and
bounded and, moreover, the operator K is also injective and compact, see Johansson (2000) and Marin and Lesnic (2005).
At this stage, the following remarks should be made:

1. Finding a solution g 2 L2ðC1Þd to the Cauchy problem (6) is equivalent to finding a solution g 2 L2ðC1Þd to the following
operator equation:
Kg ¼ u�K1w: ð15Þ
2. If such a solution g 2 L2ðC1Þd to the Cauchy problem (6) exists then from the definitions (12) and (14) of the operators K

and K1, respectively, it follows that
ujC0
¼ u� vjC0

; ð16Þ
where u is the solution to the direct problem (11), whilst v solves the direct problem (13).
3. Since K is a compact operator, it follows that its inverse K�1 is unbounded. Therefore, the operator equation (15) is

ill-posed and needs to be regularized.

3.2. Adjoint operator

The Cauchy problem in linear elasticity is regularized by introducing the adjoint operator, K�, to the operator K and the
corresponding adjoint problem and the relation between these two entities is specified in the following:

Lemma 1 (Marin and Lesnic, 2005 and Johansson, 2000). Let n 2 L2ðC0Þd. The adjoint operator, K�, to the operator K defined
by Eq. (12) is given by
K� : L2ðC0Þd ! L2ðC1Þd; n 2 L2ðC0Þd !K�n ¼ �N�vjC1
2 L2ðC1Þd; ð17Þ
where v 2 L2ðXÞd is a solution to the adjoint problem
L�vðxÞ ¼ 0; x 2 X;

N�vðxÞ ¼ nðxÞ; x 2 C0;

vðxÞ ¼ 0; x 2 C1:

8><
>: ð18Þ
It is very important to mention that L� ¼L and N� ¼N in the case of linear elasticity.
3.3. The Lanweber–Fridman method. Convergence theorem

The following iterative procedure for solving the Cauchy problem in linear elasticity has been proposed, analysed and
implemented for two-dimensional isotropic linear elastic materials by Marin and Lesnic (2005):
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Step 1. Set k = 1 and choose an arbitrary function gðkÞ 2 L2ðC1Þd.
Step 2. Solve the direct problem

LuðkÞðxÞ ¼ 0; x 2 X;

NuðkÞðxÞ � rðuðkÞðxÞÞ � nðxÞ ¼ wðxÞ; x 2 C0;

uðkÞðxÞ ¼ gðkÞðxÞ; x 2 C1;

8><
>: ð19Þ

to determine uðkÞðxÞ, x 2 X, and NuðkÞðxÞ � tðkÞðxÞ, x 2 C1. Set
nðkÞðxÞ ¼ uðxÞ � uðkÞðxÞ; x 2 C0: ð20Þ

Step 3. Solve the adjoint problem

L�vðkÞðxÞ ¼ 0; x 2 X;

N�vðkÞðxÞ � rðvðkÞðxÞÞ � nðxÞ ¼ nðkÞðxÞ; x 2 C0;

vðkÞðxÞ ¼ 0; x 2 C1;

8><
>: ð21Þ

to update the unknown Dirichlet data on C1 as
gðkþ1ÞðxÞ ¼ gðkÞðxÞ � cN�vðkÞðxÞ; x 2 C1; ð22Þ
where 0 < c < jKj�2.
Step 4. Set k = k + 1 and repeat Steps 2 and 3 until a prescribed stopping criterion is satisfied.

Finally, we mention the theorem claiming the convergence of the aforementioned iterative algorithm:

Theorem 1 (Marin and Lesnic, 2005). Let u and w be given in L2ðC0Þd. Assume that the solution u 2 L2ðXÞd to the Cauchy
problem (6) exists and choose c such that 0 < c < jKj�2. Let uðkÞ be the kth approximate solution to the algorithm described above.
Then
limk!1kuðkÞ � ukL2ðXÞd ¼ 0; ð23Þ
for any initial data gð0Þ 2 L2ðC1Þd.

It follows from Engl et al. (1996) that the procedure presented above is the LFM, see also Landweber (1951), is a regulariza-
tion method and therefore it works with approximate/noisy data. The LFM has been numerically implemented by Marin et al.
(2004) for two-dimensional Helmholtz-type equations, Marin and Lesnic (2005) in the case of two-dimensional isotropic lin-
ear elastic materials, and Johansson and Lesnic (2007) for the Stokes system in hydrostatics.

4. Parameter-free methods

From a numerical point of view, it might be difficult to choose an appropriate value for the parameter c in the right inter-
val ð0; jKj�2Þ, so that the convergence of the LFM is ensured, see e.g. Theorem 1. In practice, this is achieved by choosing a
very small value for the parameter c > 0 (usually c � 0:1) since the norm of the operator K is very difficult to be estimated.
Consequently, as shown in Marin et al. (2004), Marin and Lesnic (2005), and Johansson and Lesnic (2007), in such cases the
LFM becomes computationally very slow and in order to overcome this disadvantage, two parameter-free methods are pro-
posed and described in the following.

Consider the operators K and K1 defined by Eqs. (12) and (14), respectively, and denote
y � u�K1w: ð24Þ
Then Eq. (15) becomes
Kg ¼ y; ð25Þ
and the aim is to recover g for a given y.

4.1. The conjugate gradient method

The CGM applied to solving the Cauchy problem in linear elasticity (6) is based on the solution of the normal equation
associated with Eq. (25), namely
K�ðKgÞ ¼K�y; ð26Þ

and this is equivalent to minimizing the residual functional
F1 : L2ðC1Þd ! ½0;1Þ; F1ðgÞ ¼ kKg� ykL2ðC0Þd
: ð27Þ
On using Lemma 1 for the definition of the adjoint operator, K�, the following convergent algorithm is obtained, see also
Marin et al. (2002b).
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Step 1. Set k = 1 and choose an arbitrary function gðkÞ 2 L2ðC1Þd.
Step 2. Solve the direct problem

LuðkÞðxÞ ¼ 0; x 2 X;

NuðkÞðxÞ � rðuðkÞðxÞÞ � nðxÞ ¼ wðxÞ; x 2 C0;

uðkÞðxÞ ¼ gðkÞðxÞ; x 2 C1;

8><
>: ð28Þ

to determine uðkÞðxÞ, x 2 X, and NuðkÞðxÞ � tðkÞðxÞ, x 2 C1. Set
nðkÞðxÞ ¼ uðxÞ � uðkÞðxÞ; x 2 C0: ð29Þ

Step 3. Solve the adjoint problem

L�vðkÞðxÞ ¼ 0; x 2 X;

N�vðkÞðxÞ � rðvðkÞðxÞÞ � nðxÞ ¼ nðkÞðxÞ; x 2 C0;

vðkÞðxÞ ¼ 0; x 2 C1;

8><
>: ð30Þ

to determine
ak�1 ¼
0 if k ¼ 1;
kN�vðkÞk2

L2ðC1Þd
=kN�vðk�1Þk2

L2ðC1Þd
if k > 1;

(
ð31Þ

fðkÞðxÞ ¼
�N�vðkÞðxÞ; x 2 C1 if k ¼ 1;

�N�vðkÞðxÞ þ ak�1f
ðk�1ÞðxÞ; x 2 C1 if k > 1:

(
ð32Þ

Step 4. Solve the direct problem

LwðkÞðxÞ ¼ 0; x 2 X;

NwðkÞðxÞ � rðwðkÞðxÞÞ � nðxÞ ¼ 0; x 2 C0;

wðkÞðxÞ ¼ fðkÞðxÞ; x 2 C1;

8><
>: ð33Þ

to determine
bk ¼ kN�vðkÞk2
L2ðC1Þd

=kwðkÞk2
L2ðC0Þd

; ð34Þ

gðkþ1ÞðxÞ ¼ nðkÞðxÞ þ bkf
ðkÞðxÞ; x 2 C1: ð35Þ

Step 5. Set k = k + 1 and repeat Steps 2–4 until a prescribed stopping criterion is satisfied.

It is worth mentioning that the CGM has been implemented for solving numerically the Cauchy problem associated
with several partial differential operators, such as the heat equation by Háo and Reinhardt (1998) and Bastay et al.
(2001), the Laplace equation by Háo and Lesnic (2000), the Lamé system of linear elasticity by Marin et al. (2002b),
Helmholtz-type equations by Marin et al. (2003) and the Stokes system in hydrostatics by Johansson and Lesnic
(2006a).

4.2. The minimal error method

The MEM is a variant of the CGM, see King (1989), that minimizes the iteration error functional
F2 : L2ðC1Þd ! ½0;1Þ; F2ðgÞ ¼ kg�K�1ykL2ðC1Þd
; ð36Þ
instead of the residual functional F1 given by Eq. (27). On using Lemma 1 for the definition of the adjoint operator, K�, and
the algorithm of Hanke (1995a) for the Cauchy problem in linear elasticity (6), the following convergent algorithm is
obtained:

Step 1. Set k = 1 and choose an arbitrary function gðkÞ 2 L2ðC1Þd.
Step 2. Solve the direct problem
LuðkÞðxÞ ¼ 0; x 2 X;

NuðkÞðxÞ � rðuðkÞðxÞÞ � nðxÞ ¼ wðxÞ; x 2 C0;

uðkÞðxÞ ¼ gðkÞðxÞ; x 2 C1;

8><
>: ð37Þ
to determine uðkÞðxÞ, x 2 X, and NuðkÞðxÞ � tðkÞðxÞ, x 2 C1. Set
nðkÞðxÞ ¼ uðxÞ � uðkÞðxÞ; x 2 C0: ð38Þ

Step 3. Solve the adjoint problem
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L�vðkÞðxÞ ¼ 0; x 2 X;

N�vðkÞðxÞ � rðvðkÞðxÞÞ � nðxÞ ¼ nðkÞðxÞ; x 2 C0;

vðkÞðxÞ ¼ 0; x 2 C1;

8><
>: ð39Þ
to determine
ck�1 ¼
0 if k ¼ 1;
knðkÞk2

L2ðC0Þd
=knðk�1Þk2

L2ðC0Þd
if k > 1;

(
ð40Þ

fðkÞðxÞ ¼
�N�vðkÞðxÞ; x 2 C1 if k ¼ 1;

�N�vðkÞðxÞ þ ck�1f
ðk�1ÞðxÞ; x 2 C1 if k > 1;

(
ð41Þ

dk ¼ knðkÞk2
L2ðC0Þd

=kfðkÞk2
L2ðC1Þd

; ð42Þ

gðkþ1ÞðxÞ ¼ gðkÞðxÞ þ dkf
ðkÞðxÞ; x 2 C1: ð43Þ

Step 4. Set k = k + 1 and repeat Steps 2 and 3 until a prescribed stopping criterion is satisfied.

It should be mentioned that the MEM has recently been implemented for solving numerically the Cauchy problem asso-
ciated with the Stokes system in hydrostatics by Johansson and Lesnic (2006b). To our knowledge, the MEM has never been
applied to obtaining the numerical solution of the Cauchy problem in linear elasticity.

5. Numerical results and discussion

It is the purpose of this section to present the numerical implementation of the MEM using the BEM in the case of two-
dimensional isotropic linear elastic materials and analyse the numerical convergence and stability of this procedure. More-
over, a comparison of this iterative method with the CGM and LFM previously investigated by Marin et al. (2002b) and Marin
and Lesnic (2005), respectively, is also performed.

5.1. Examples

In order to present the performance of the aforementioned iterative methods, we consider a two-dimensional isotropic
linear elastic medium characterized by the material constants G ¼ 3:35	 1010 N/m2 and m = 0.34 corresponding to a copper
alloy and we solve the Cauchy problem (6) for two situations in a smooth, doubly connected geometry. More precisely, we
consider the following analytical solution for the displacements:
uðanÞ
i ðx1; x2Þ ¼

1
2Gð1þ mÞ Vð1� mÞxi �Wð1þ mÞ xi

x2
1 þ x2

2

� �
xi; i ¼ 1;2; ð44Þ
where
V ¼ �routr2
out � rintr2

int

r2
out � r2

int

; W ¼ ðrout � rintÞr2
outr

2
int

r2
out � r2

int

; rint ¼ 1:0	 1010 N=m2; rout ¼ 2:0	 1010 N=m2; ð45Þ
in the annular domain X ¼ fx ¼ ðx1; x2Þjr2
int < x2

1 þ x2
2 < r2

out:g, where rint ¼ 1 and rout ¼ 4, which corresponds to constant
internal and external pressures for which the stress tensor is given by
rðanÞ
11 ðx1; x2Þ ¼ V þW

x2
1 � x2

2

ðx2
1 þ x2

2Þ
2 ; rðanÞ

22 ðx1; x2Þ ¼ V �W
x2

1 � x2
2

ðx2
1 þ x2

2Þ
2 ; rðanÞ

12 ðx1; x2Þ ¼ rðanÞ
21 ðx1; x2Þ ¼ 2W

x1x2

ðx2
1 þ x2

2Þ
2 : ð46Þ
Problem I. Consider C0 ¼ Cout ¼ fx 2 CjqðxÞ ¼ routg and C1 ¼ Cint ¼ fx 2 CjqðxÞ ¼ rintg, where q(x) is the radial polar
coordinate of x.

Problem II. Consider C0 ¼ Cint ¼ fx 2 CjqðxÞ ¼ rintg and C1 ¼ Cout ¼ fx 2 CjqðxÞ ¼ routg.

Moreover, in order to present the limitations of the proposed numerical method, we also analyse an additional severe
inverse problem. More precisely, we investigate a Cauchy problem for which the traction data to be reconstructed on the
under-specified boundary are discontinuous. We consider the same two-dimensional geometry and isotropic linear elastic
material as those corresponding to Problems I and II, and the following tractions on the boundary C ¼ C0 [ C1:
tðanÞ
1 ðxÞ ¼ tðanÞ

2 ðxÞ ¼ 0; x 2 C0 ð47Þ

tðanÞ
1 ðxÞ ¼

r1n1ðxÞ; x 2 C1 : hðxÞ 2 ½0; h0� [ ½p� h0;pþ h0� [ ½2p� h0;2pÞ;
0; x 2 C1 : hðxÞ 2 ðh0;p� h0Þ [ ðpþ h0;2p� h0Þ;

�
ð48Þ
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tðanÞ
2 ðxÞ ¼

0; x 2 C1 : hðxÞ 2 ½0; h0� [ ½p� h0;pþ h0� [ ½2p� h0;2pÞ;
r2n2ðxÞ; x 2 C1 : hðxÞ 2 ðh0;p� h0Þ [ ðpþ h0;2p� h0Þ;

�
ð49Þ
where r1 ¼ r2 ¼ 1:0	 1010 N/m2, h(x) is the polar coordinate of x and h0 = p/4. It should be mentioned that the correspond-
ing analytical expressions for the displacements uðanÞ

i ðxÞ, i = 1,2, are not available in this case, but they can be obtained
numerically by solving the following Neumann problem:
LuðxÞ ¼ 0; x 2 X;

NuðxÞ ¼ tðanÞðxÞ; x 2 C0 [ C1;

�
ð50Þ
where the rigid body displacements are eliminated by using
Z
C

uðxÞdXðxÞ ¼ 0;
Z

C
uðxÞ 	 xdXðxÞ ¼ 0: ð51Þ
Problem III. Hence the last Cauchy problem investigated is given by C0 ¼ Cout ¼ fx 2 CjqðxÞ ¼ routg and
C1 ¼ Cint ¼ fx 2 CjqðxÞ ¼ rintg, in which tðanÞ

i ðxÞ, i = 1,2, are described by Eqs. (47)–(49), whilst uðanÞ
i ðxÞ, i = 1,2, are retrieved

by solving the Neumann problem (50).
5.2. The boundary element method

In this section, we describe the BEM for homogeneous isotropic linear elastic materials in two-dimensions, i.e. d = 2,
although similar arguments apply for homogeneous anisotropic linear elastic materials, as well as in higher dimensions,
i.e. d > 2. The Lamé system (1) in the two-dimensional case can be formulated in integral form with the aid of the Second
Theorem of Betti, see e.g. Landau and Lifshits (1986), namely
cijðxÞujðxÞ þ
Z
--

C
Tijðy; xÞujðyÞdCðyÞ ¼

Z
C

Uijðy; xÞtjðyÞdCðyÞ ð52Þ
for i, j = 1,2, x 2 X, and y 2 C, where the first integral is taken in the sense of the Cauchy principal value, cijðxÞ ¼ 1 for x 2 X
and cijðxÞ ¼ 1=2 for x 2 C (smooth), and Uij and Tij are the fundamental displacements and tractions for the two-dimensional
isotropic linear elasticity given by
Uijðy;xÞ ¼ C1 C2dij ln rðy; xÞ � @rðy;xÞ
@yi

@rðy;xÞ
@yj

 !
ð53Þ
and
Tijðy;xÞ ¼
C3

rðy;xÞ C4dij þ 2
@rðy; xÞ
@yi

@rðy; xÞ
@yj

 !
@rðy; xÞ
@nðyÞ � C4

@rðy;xÞ
@yi

njðyÞ �
@rðy;xÞ
@yj

niðyÞ
 !" #

; ð54Þ
respectively. Here, r(y,x) represents the distance between the node/collocation point x and the field point y, whilst the con-
stants C1, C2, C3 and C4 are given by
C1 ¼ �1=½8pGð1� mÞ�; C2 ¼ 3� 4m; C3 ¼ �1=½4pð1� mÞ�; C4 ¼ 1� 2m; ð55Þ
where m ¼ m for the plane strain state and m ¼ m=ð1þ mÞ for the plane stress state.
A BEM with continuous linear boundary elements, see e.g. Brebbia et al. (1984), is employed in order to discretise the

integral equation (52). If the boundaries Cint and Cout are discretised into Nint and Nout continuous linear boundary elements,
respectively, such that N = Nint + Nout, then on applying the boundary integral equation (52) at each node/collocation point,
we arrive at the following system of linear algebraic equations:
AU ¼ BT: ð56Þ
Here, A and B are matrices which depend solely on the geometry of the boundary C and material properties, i.e. the Poisson
ratio, m, and the shear modulus, G, and can be calculated analytically, and the vectors U and T consist of the discretised values
of the boundary displacements and tractions, respectively.

For the inverse problems considered in this study, the BEM system of linear algebraic equations (56) has been solved for
each of the well-posed, direct and adjoint problems that occur at each iteration, k, of the LFM, CGM and MEM presented in
Sections 3.3, 4.1 and 4.2, respectively, to provide simultaneously the unspecified boundary displacements and tractions on
C1. The number of continuous linear boundary elements used for discretising the boundary C was taken to be
N 2 {60,120,240} such that Nout = Nint/2 = N/3. It is also important to mention that for the inverse problems investigated
in this paper, as well as all iterative methods analysed herein, the initial guess, g(1), for the displacement vector on the un-
der-specified boundary, ujC1

, was taken to be
gð1ÞðxÞ ¼ 0; x 2 C1: ð57Þ
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5.3. Convergence of the MEM

In order to investigate the convergence of the algorithm, at every iteration, k, we evaluate the accuracy errors defined by
Fig. 1. T
of conti
ea
uðkÞ ¼ kuðkÞ � uðanÞkL2ðC1Þd

¼ kgðkÞ � uðanÞkL2ðC1Þd
ð58Þ
and
ea
t ðkÞ ¼ ktðkÞ � tðanÞkL2ðC1Þd

¼ kNuðkÞ � tðanÞkL2ðC1Þd
; ð59Þ
where uðkÞ and tðkÞ are the displacement and the traction vectors on the boundary C1 retrieved after k iterations, respectively.
The error in predicting the displacement vector inside the solution domain X may also be evaluated by using the expression
Ea
uðkÞ ¼ kuðkÞ � uðanÞkL2ðX1Þd

ð60Þ
However, this is not pursued here since the error Ea
u has a similar evolution to that of the errors ea

u and ea
t , as at each iteration

the values of the displacement vector inside the solution domain X are retrieved from the values of the displacement, u, and
traction, t, vectors on C.

Fig. 1 shows, on a logarithmic scale, the accuracy errors ea
u and ea

t as functions of the number of iterations, k, obtained for
Problem I with N 2 {60,120,240} when using ‘‘exact” boundary data for the inverse problem, i.e. boundary data obtained by
solving a direct, well-posed problem, namely
LuðxÞ ¼ 0; x 2 X;

uðxÞ ¼ uðanÞðxÞ; x 2 C0;

NuðxÞ ¼ tðanÞðxÞ; x 2 C1:

8><
>: ð61Þ
It can be seen from this figure that, for all discretisations used in this paper, both errors ea
u and ea

t keep decreasing until
around k = 8 iterations, after which the convergence rate of the aforementioned accuracy errors becomes very slow so that
they reach a plateau. As expected, for each of the BEM discretisations employed, ea

uðkÞ < ea
t ðkÞ for all k > 0, i.e. displace-

ments are more accurate than tractions, and the finer the BEM mesh, the more accurate the numerical results for both
displacement and traction vectors, i.e. the MEM is convergent with respect to refining the mesh size. Furthermore, as N
increases, the errors ea

u and ea
t decrease showing that N P 120 ensures a sufficient discretisation for the accuracy to be

achieved.
The same conclusion can be drawn from Fig. 2(a) and (b), which illustrate the analytical and numerical displacements u1

and u2, respectively, obtained on the under-specified boundary C1 after k = 1000 iterations, for N 2 {60,120,240}, and
Fig. 2(c) and (d), which present graphically the corresponding analytical and numerical values for the tractions t1 and t2,
respectively. From Figs. 1 and 2, it can be concluded that the MEM described in Section 4.2 is convergent with respect to
increasing the number of iterations, k, as well as refining the BEM mesh size, provided that exact boundary data are pre-
scribed on C0. Although not presented, it should be mentioned that similar results have been obtained for Problems II
and III.
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Fig. 2. The analytical and numerical displacements (a) u1, and (b) u2, and the analytical and numerical tractions (c) t1, and (d) t2, obtained on the under-
specified boundary C1 � Cint using the MEM, exact Cauchy data and various numbers of continuous linear boundary elements, namely N 2 f60;120;240g,
for Problem I.
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5.4. Regularizing stopping criteria

Once the convergence with respect to increasing N of the numerical solution to the exact solution has been established,
we fix N = 240, i.e. Nout/2 = Nint = 80, and investigate the stability of the numerical solution for the examples considered. To
do so and in order to simulate the inherent inaccuracies in the measured data on C0, we assume that various levels of Gauss-
ian random noise, pu, have been added into the exact displacement data ujC0

¼ u, so that the following perturbed displace-
ments are available:
ue 2 L2ðC0Þd : kuðanÞjC0
� uekL2ðC0Þd

¼ e: ð62Þ
Fig. 3(a) and (b) present the accuracy errors ea
u and ea

t , respectively, as functions of the number of iterations, k, obtained for
pu 2 f1;3;5g% in the case of Problem I. From these figures it can be seen that as pu decreases then ea

u and ea
t decrease. How-

ever, the errors in predicting the displacement and traction vectors on the under-specified boundary C1 decrease up to a
certain iteration number and after that they start increasing. If the iterative process is continued beyond this point then
the numerical solutions lose their smoothness and become highly oscillatory and unbounded, i.e. unstable. Therefore, a reg-
ularizing stopping criterion must be used in order to terminate the iterative process at the point where the errors in the
numerical solutions start increasing.

To define the stopping criteria required for regularizing/stabilizing the iterative methods analysed in this paper, the fol-
lowing two convergence errors are introduced:



Fig. 3.
criterio
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ec
uðkÞ ¼ kuðkÞjC0

� uekL2ðC0Þd
ð63Þ
and
EcðkÞ ¼
Xk

j¼1

ec
uðjÞ

�2

 !�1=2

; ð64Þ
respectively. In the case of the CGM and LFM, the iterative process is ceased according to the discrepancy principle of
Morozov (1966), see also Marin et al. (2002b) and Marin and Lesnic (2005), namely at the optimal iteration number, kopt,
given by
kopt ¼ min
k2Z;k>0

fec
uðkÞ 6 seg; ð65Þ
where s > 1 is some fixed constant. It is worth mentioning the fact that, according to Nemirovskii (1986), the stopping cri-
terion (65) is an order optimal stopping rule for the CGM. Since it was previously shown by Hanke (1995b) that the discrep-
ancy principle (65) is not a regularizing stopping rule for the MEM, then based on the convergence error, Ec, given by Eq. (64),
the iterative process is ceased in this case at the following optimal iteration number:
kopt ¼ min
k2Z;k>0

fEcðkÞ 6 seg; ð66Þ
where s > 1 is some fixed constant.
Fig. 3(c) presents the evolution of the convergence error Ec with respect to the number of iterations performed, k, using

various levels of Gaussian noise added into the displacements on the over-specified boundary C0, namely pu 2 f1%; 3%; 5%g,
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and s � 1.35 in the stopping criterion (66), for Problem I. By comparing Fig. 3(a)–(c), it can be seen that selecting the optimal
iteration number, kopt, according to the stopping rule given by Eq. (66) captures very well the minimum values for the accu-
racy errors ea

u and ea
t ; therefore, Eq. (66) represents a stabilizing stopping criterion for the MEM. Although not illustrated, it is

important to mention that similar results and conclusions have been obtained for Problems II and III.
As mentioned in the previous section, for exact data the iterative process is convergent with respect to increasing the

number of iterations, k, since the accuracy errors ea
u and ea

t keep decreasing even after a large number of iterations, see
Fig. 1. It should be noted in this case that a stopping criterion is not necessary since the numerical solution is convergent
with respect to increasing the number of iterations. However, even in this case Ec, ea

u and ea
t have a similar behaviour and

the error Ec may be used to stop the iterative process at the point where the rate of convergence is very small and no sub-
stantial improvement in the numerical solution is obtained even if the iterative process is continued. Therefore, it can be
concluded that the regularizing stopping criterion proposed for the MEM is very efficient in locating the point where the
errors start increasing and the iterative process should be ceased.

5.5. Stability of the MEM

Although for the LFM and CGM the choice of s close to unity results in accurate and stable results for the displacement
and traction vectors on the under-specified boundary C1, in the case of the MEM values for s between 1.0 and 1.1 produce
numerical results exhibiting a slightly oscillatory unstable behaviour for the aforementioned vectors. Consequently, this
study shows that the MEM is more sensitive to the choice of s than in the other iterative methods, as something expected
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Fig. 4. The analytical and numerical displacements (a) u1, and (b) u2, and the analytical and numerical tractions (c) t1, and (d) t2, obtained on the under-
specified boundary C1 � Cint using the MEM, the stopping criterion given by Eq. (66) and various amounts of noise added into the displacement,
ujC0

� ujCout
, i.e. pu 2 f1%;3%;5%g, for Problem I.
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from the preliminary investigation of King (1989) and also in accordance with the recent results of Johansson and Lesnic
(2006b). Also, it should be mentioned that a value of s � 1.35 was found to be optimal for the MEM for all levels of noise,
as well as the inverse problems investigated in this paper, as reported by Johansson and Lesnic (2006b) for the Stokes system
in hydrostatic.

Based on the stopping criterion (66) described in Section 5.4, the numerical results obtained for the x1- and x2-compo-
nents of the displacement vector obtained on the under-specified boundary C1 � Cint and their corresponding analytical val-
ues are presented in Fig. 4(a) and (b), respectively, for various amounts of noise added into the displacement, ujC0

� ujCout
, i.e.

pu 2 f1%;3%;5%g, in the case of Problem I. The associated analytical and numerical values for t1 and t2, retrieved on C1 using
the MEM and the stopping criterion (66), are illustrated in Fig. 4(c) and (d), respectively. From these figures it can be seen
that the numerical solution, for both the displacement and traction vectors, is a stable approximation to the corresponding
exact solution, free of unbounded and rapid oscillations, and it converges to the exact solution as the level of noise, pu, added
into the input boundary data decreases.

The same conclusion can be drawn from Fig. 5(a)–(d) which present the numerical values for the displacement and trac-
tion vectors, in comparison with their analytical counterparts, obtained on the under-specified boundary C1 � Cout using the
MEM, the regularizing stopping criterion (66) and various amounts of noise added into the displacement, ujC0

� ujCint
, i.e.

pu 2 f1%;5%;10%g, for Problem II. It is important to mention that, as expected, Problem I is more sensitive to noise added
into the boundary displacement data than Problem II. A possible explanation for this might be given by the relation between
the lengths of the inner and outer boundaries, Cint and Cout, on which perturbed Dirichlet data are available, in the sense that
measðCintÞ < measðCoutÞ.

The limitations of the proposed MEM are very well emphasized by the numerical results obtained for Problem III and
illustrated in Fig. 6(a)–(d). More precisely, in this case discontinuous Neumann boundary conditions have to be recovered
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Fig. 5. The analytical and numerical displacements (a) u1, and (b) u2, and the analytical and numerical tractions (c) t1, and (d) t2, obtained on the under-
specified boundary C1 � Cout, using the MEM, the stopping criterion given by Eq. (66) and various amounts of noise added into the displacement,
ujC0

� ujCint
, i.e. pu 2 f1%;5%;10%g, for Problem II.
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on the inner boundary C1 � Cint from Cauchy data on the outer boundary C0 � Cout. The numerical results obtained for the
x1- and x2-components of the displacement vector on the under-specified boundary C1 � Cint using the MEM, the regulariz-
ing stopping criterion (66) and various amounts of noise added into the displacement, ujC0

� ujCout
, i.e. pu 2 f1%;2%;3%g,

represent stable, convergent and very good approximations for their ‘‘exact” counterparts, as can be seen from Fig. 6(a)
and (b), respectively. However, the numerical values retrieved for the x1- and x2-components of the traction vector on the
under-specified boundary C1 � Cint using the MEM are highly unstable, see Fig. 6(c) and (d), and this phenomenon has also
been observed and reported by Háo and Lesnic (2000) and Marin et al. (2002b) when solving Cauchy problems for the two-
dimensional Laplace equation and linear elasticity system, respectively, by employing the CGM.

From the numerical results presented in this section and illustrated in Figs. 4–6, it can be concluded that the stopping
criterion developed in Section 5.4 has a regularizing effect and the numerical solution obtained by the combined MEM-
BEM described in this paper is convergent and stable with respect to increasing the mesh size discretisation and decreasing
the level of noise added into the input data, respectively. However, it should be mentioned that although the MEM-based
numerical displacements obtained on the under-specified boundary C1 are stable, convergent and very good approximations
for their corresponding ‘‘exact” values, the numerically retrieved tractions on C1 are unstable, provided that their associated
‘‘exact” values are discontinuous.
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Fig. 6. The analytical and numerical displacements (a) u1, and (b) u2, and the analytical and numerical tractions (c) t1, and (d) t2, obtained on the under-
specified boundary C1 � Cint using the MEM, the stopping criterion given by Eq. (66) and various amounts of noise added into the displacement,
ujC0

� ujCout
, i.e. pu 2 f1%;2%;3%g, for Problem III.
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5.6. Comparison with other iterative methods

It is the purpose of this section to compare the numerical results retrieved using the MEM, presented in Section 4.2, and
its associated stopping rule given by Eq. (66), with those obtained using the other two iterative methods, namely the LFM
and CGM, described in Sections 3.3 and 4.1, respectively, along with the stopping criterion described by Eq. (65). To do
so, we set Nint = Nout/2. = 80 for both Problems I and II, and also consider a fixed level of noise added into the boundary dis-
placement data, ujC0

, namely pu ¼ 5% and pu ¼ 10% in the case of Problems I and II, respectively. From the numerical exper-
iments carried out in this study, the optimal value, sopt, for the parameter s in the stopping rule (65) associated with the LFM
and CGM was found to be sopt � 1:01 for both these iterative methods.

Fig. 7(a)–(d) show the numerical solutions for the components of the displacement vector, u1 and u2, and traction vector,
t1 and t2, respectively, in comparison with their corresponding analytical values, obtained using pu ¼ 5%, the MEM and its
associated stopping rule Eq. (66), and the CGM and LFM, along with the stopping criterion described by Eq. (65), for Problem
I. For this value of pu, the LFM, CGM and MEM are stopped after kopt = 332, kopt = 4 and kopt = 3 iterations, respectively, as can
be seen from Table 1 which presents the values of the optimal iteration number, kopt, the corresponding accuracy errors,
ea

uðkoptÞ and ea
t ðkoptÞ, the convergence error, ec

uðkoptÞ, and the computational time, obtained using the CGM, LFM and MEM
and various amounts of noise added into the boundary displacement data, i.e. pu 2 {1%,2%,3%,4%,5%}, for Problem I. From
this table, as well as Fig. 7(a)–(d), it can be seen that in terms of accuracy, the CGM outperforms the LFM followed by the
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Fig. 7. The analytical and numerical displacements (a) u1, and (b) u2, and the analytical and numerical tractions (c) t1, and (d) t2, obtained on the under-
specified boundary C1 � Cint using Nout = 160 and Nint = 80 continuous linear boundary elements for discretising Cout and Cint, respectively, the CGM, LFM
and MEM and pu ¼ 5% noise added into the boundary displacement, ujC0

� ukCout
, for Problem I.



Table 1
The values of the optimal iteration number, kopt, the corresponding accuracy errors, ea

uðkoptÞ and ea
t ðkoptÞ, the convergence error, ec

uðkoptÞ, and the computational
time, obtained using Nout = 160 and Nint = 80 continuous linear boundary elements for discretising the outer and inner boundaries, respectively, the CGM, LFM
and MEM and various amounts of noise added into the boundary displacement data, i.e. pu 2 f1%;2%; 3%;4%; 5%g, for Problem I.

Method pu (%) ea
uðkoptÞ ea

t ðkoptÞ ec
uðkoptÞ kopt CPU time (s)

CGM 1 0:22489	 10�2 0:25491	 10�1 0:12281	 10�1 4 14.62
2 0:44710	 10�2 0:50860	 10�1 0:24561	 10�1 4 15.44
3 0:66979	 10�2 0:76257	 10�1 0:36841	 10�1 4 16.11
4 0:89274	 10�2 0:10167	 100 0:49120	 10�1 4 15.12
5 0:11158	 10�1 0:12709	 100 0:61399	 10�1 4 15.30

LFM 1 0:53911	 10�2 0:68589	 10�1 0:12457	 10�1 471 841.95
2 0:10032	 10�1 0:12663	 100 0:24908	 10�1 411 729.03
3 0:14379	 10�1 0:17991	 100 0:37381	 10�1 375 657.23
4 0:18434	 10�1 0:22999	 100 0:49822	 10�1 351 620.09
5 0:22332	 10�1 0:27751	 100 0:62276	 10�1 332 603.67

MEM 1 0:27749	 10�2 0:26377	 10�1 0:12573	 10�1 3 10.12
2 0:60899	 10�2 0:55851	 10�1 0:25145	 10�1 3 10.27
3 0:10001	 10�1 0:88937	 10�1 0:37718	 10�1 3 10.50
4 0:14568	 10�1 0:12616	 100 0:50290	 10�1 3 10.36
5 0:19827	 10�1 0:16792	 100 0:62862	 10�1 3 9.62
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Fig. 8. The analytical and numerical displacements (a) u1, and (b) u2, and the analytical and numerical tractions (c) t1, and (d) t2, obtained on the under-
specified boundary C1 � Cout, using Nout = 160 and Nint = 80 continuous linear boundary elements for discretising Cout and Cint, respectively, the CGM, LFM
and MEM and pu ¼ 10% noise added into the boundary displacement, ujC0

� ujCint
, for Problem II.
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Table 2
The values of the optimal iteration number, kopt , the corresponding accuracy errors, ea

uðkoptÞ and ea
t ðkoptÞ, the convergence error, ec

uðkoptÞ, and the computational
time, obtained using Nout = 160 and Nint = 80 continuous linear boundary elements for discretising the outer and inner boundaries, respectively, the CGM, LFM
and MEM and various amounts of noise added into the boundary displacement data, i.e. pu 2 f1%;2%;3%;4%;5%;10%g, for Problem II.

Method pu (%) ea
uðkoptÞ ea

t ðkoptÞ ec
uðkoptÞ kopt CPU time (s)

CGM 1 0:18475	 10�2 0:49234	 10�2 0:26651	 10�2 3 11.62
2 0:38609	 10�2 0:10446	 10�1 0:53288	 10�2 3 11.20
3 0:58758	 10�2 0:15971	 10�1 0:79927	 10�2 3 11.89
4 0:78906	 10�2 0:21495	 10�1 0:10657	 10�1 3 11.86
5 0:99049	 10�2 0:27017	 10�1 0:13321	 10�1 3 11.97

10 0:19170	 10�1 0:54604	 10�1 0:26641	 10�1 3 11.75

LFM 1 0:24561	 10�2 0:10152	 10�1 0:27574	 10�2 343 602.45
2 0:45987	 10�2 0:18688	 10�1 0:55128	 10�2 310 562.20
3 0:66081	 10�2 0:26572	 10�1 0:82633	 10�2 291 524.66
4 0:85759	 10�2 0:34106	 10�1 0:11022	 10�1 277 507.05
5 0:10509	 10�1 0:41375	 10�1 0:13786	 10�1 266 485.55

10 0:19513	 10�1 0:74538	 10�1 0:27569	 10�1 233 428.27

MEM 1 0:37851	 10�2 0:76393	 10�2 0:30584	 10�2 2 7.83
2 0:74459	 10�2 0:14671	 10�1 0:61145	 10�2 2 8.73
3 0:11128	 10�1 0:21804	 10�1 0:91713	 10�2 2 8.58
4 0:14830	 10�1 0:29030	 10�1 0:12229	 10�1 2 8.52
5 0:18551	 10�1 0:36351	 10�1 0:15286	 10�1 2 7.88

10 0:37452	 10�1 0:74380	 10�1 0:30582	 10�1 2 7.84
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MEM for each level of noise considered. Moreover, all these iterative methods produce stable and reasonably accurate
numerical solutions.

However, apart from the dependence on the parameter c, and also as a consequence of the choice made for it (i.e. very
small values for c in order for the LFM to converge), the major disadvantage of the LFM is represented by the large number of
iterations performed until the numerical solution on the under-specified boundary is obtained. Thus, especially for large-
scale problems, this becomes an inconvenient with respect to the computational time required by this iterative method.
For Problem I, the CPU times needed for the LFM, CGM and MEM to reach the numerical solutions for the displacement
and traction vectors on C1 were found to be 603.67, 15.30 and 9.62 s, respectively, with the mention that all numerical com-
putations have been performed in FORTRAN 90 in double precision on a 3.00 GHz Intel Pentium 4 machine.

Similar results have been obtained using the three iterative methods compared in this section for Problem II and these are
presented in Fig. 8(a)–(d) that show the analytical and numerical solutions for u1, u2, t1 and t2, respectively, with pu = 10%.
Also, the values of the optimal iteration number, kopt, the corresponding accuracy errors, ea

uðkoptÞ and ea
t ðkoptÞ, the conver-

gence error, ec
uðkoptÞ, and the computational time, obtained using the CGM, LFM and MEM and various amounts of noise

added into the boundary displacement data, i.e. pu 2 {1%,2%,3%,4%,5%,10%}, for Problem II, are presented in Table 2. Overall,
from Figs. 7 and 8, as well as Tables 1 and 2, we can conclude that stable and reasonably accurate numerical solutions are
obtained by employing all iterative methods analysed in this study, with the mention that the CGM outperforms the MEM,
whilst the latter outperforms the LFM, as far as the accuracy of the solutions and computational times are concerned.

6. Conclusions

In this paper, the Cauchy problem for the linear elasticity system with L2ðC0Þd boundary data was investigated numeri-
cally using yet another iterative method, namely the MEM. This rather weak requirements for the Cauchy data offers prac-
tical applicability of the proposed approach. An associated stopping criterion, necessary for ceasing the iterations at the point
where the accumulation of noise becomes dominant and the errors in predicting the exact solution increase, was also devel-
oped. On using the BEM, the iterative parameter-free MEM, which reduced the Cauchy problem to solving a sequence of
well-posed, mixed, boundary value problems in L2ðXÞd, was numerically implemented for three benchmark inverse problems
in a two-dimensional doubly connected domain occupied by a homogeneous isotropic linear elastic material. For such an
elastic medium, the numerical results obtained using various numbers of boundary elements and various amounts of noise
added into the input data showed that the MEM, in conjunction with the BEM, produces a convergent and stable numerical
solution with respect to increasing the number of boundary elements and decreasing the amount of noise, respectively. It is
important to mention that although the MEM-based numerical displacements obtained on the under-specified boundary C1

are stable approximations for their corresponding ‘‘exact” values, the numerically retrieved tractions on C1 are unstable, pro-
vided that the associated ‘‘exact” values for the latter are discontinuous on C1.

Furthermore, the MEM was also compared with another two iterative methods, more precisely with a parameter-free
procedure (CGM), as well as a parameter-dependent method (LFM), together with their associated regularizing stopping cri-
teria, which were previously introduced by Marin et al. (2002b) and Marin and Lesnic (2005), respectively. It was shown that,
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in terms of accuracy, the CGM outperforms the LFM, whilst the latter outperforms the MEM. The LFM requires the choice of
the parameter c in a suitable range in order to achieve the convergence of this numerical method. This is achieved by choos-
ing a sufficiently small value for the parameter c (in practice, c � 0.1), which implies a much larger number of iterations until
the numerical solution is obtained than those required by the parameter-free methods analysed in this paper. Consequently,
especially for large-scale problems, the CGM and MEM are preferred to the LFM since the latter is quite slow in comparison
with the aforementioned parameter-free methods as far as CPU times are concerned. To conclude, in terms of convergence
rate, stability and accuracy, among the iterative methods analysed in this paper, the parameter-free methods MEM and CGM
are recommended to be used, with a special mention for the latter. Future work will be related to the application of the MEM
to solving numerically the Cauchy problem associated with other partial differential operators, such as the Helmholtz and
modified Helmholtz operators.
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