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Abstract 

A common problem shared by current IDS is the high false positives and low detection rate. An unsupervised machine learning 
using k-means was used to propose a model for Intrusion Detection System (IDS) with higher efficiency rate and low false 
positives and false negatives. The NSL-KD data set was used which consisted of 25,192 entries with 22 different types of data. 
Results of the study using 11, 22, 44, 66 and 88 clusters, showed an efficiency rate of 70.75%, 81.61%, 65.40%, 61.30% and 
55.43% respectively; false positive rates of 0.74%, 4.03%, 15.55%, 21.47% and 31.91% respectively; and false negative rates of 
99.82%, 98.14%, 97.76%, 96.32% and 95.70%, respectively. Interestingly, the best results were generated when the number of 
clusters matches the number of data types in the data set. In the light of the findings, it is recommended that other data 
mining techniques be explored; a study using k-means data mining algorithm followed by signature-based approach 
is proposed in order to lessen the false negative rate; and a system for automatically identifying the number of 
clusters may be developed. 
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1. Introduction 

The latest developments in computer systems and the internet have revolutionized the way people think and do 
things. A process like sending traditional mail that normally takes hours or even days can now be completed in a 
click of a mouse or a touch of a finger through electronic mail or e-mail. People communicate with each other from 
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different places through integrated relay chat, or video conferencing as a much convenient mode of communication.  
 

However, along with the many advances in computer systems and IT infrastructures are the risks associated with 
the use of these technologies. Over the last two decades, computer threats and cybercrimes have proliferated at the 
disadvantage of the general public, and newer threats are introduced each day that compromise the integrity, validity 
and confidentiality of data. Companies, nations, and individual persons can be victims of malicious activities in the 
internet. As a consequence of cybercrimes, millions of dollars have been spent on mitigation strategies.    

 
People who exploit the vulnerabilities of the information systems are usually adept at using sophisticated 

programming techniques and take advantage of the interconnectivity of the systems so much so that they do not 
even need local access to the network because they can launch the attacks remotely.  
 

Malicious activities in the internet are also known as intrusion. An intrusion is defined as any activity that 
violates security policy of the network [1]. Intrusion detection system (IDS) is software and hardware deployed to 
carry out the process of detecting unauthorized use of, or attack upon, a computer or a telecommunications network 
– which is supposed to bridge the gaps in firewall and anti-viruses. An IDS provides monitoring and analysis of user 
and system activity, can audit system configuration and vulnerabilities, assess the integrity of critical system and 
data files, provide statistical analysis of activity patterns based on the matching with known attacks, analyze 
abnormal activity, and operate system audit [2]. One advantage of the IDS is its ability to document the intrusion or 
threat to an organization, thereby providing bases for informing the public regarding the latest attack patterns 
through system logs.  
 

The types of computer attacks detected by IDS are categorized into three, namely: (i) scanning attacks, (ii) denial 
of service (DOS) attacks, and (iii) penetration attacks [3]. Each of these three categories of computer attacks has 
distinct signatures and behaviours - to which IDS is designed to analyze, detect and triggers an alarm when 
encountered. Once an alarm is set, network administrators will have to analyze the logs to decide whether the 
suspected activity is indeed anomalous.  

 
In most IDS however, there is a high instances of false positives and false negatives which can be cumbersome to 

deal with for the network administrators. A false positive is an instance where an IDS incorrectly identifies a benign 
activity to be malicious while a false negative occurs when the IDS fails to detect a malicious activity [4]. During 
normal operation, an IDS can generate thousands of false alarms per day [5]. Network intrusion detection systems -
no matter if they are anomaly-based or signature-based - share a common problem: the high number of false alerts or 
false positives. The number of alerts collected by an IDS can be up to 15,000 per day per sensor, and the number of 
false positives (FP) can be thousands per day. These problems usually cause the final user, the security manager to 
lose confidence in the alerts, lower the defence levels in order to reduce the number of false positives, or to have an 
overload of work to recognize true attacks due to IDS mistakes [6]. 

 
This paper proposes using machine learning and the k-means data mining algorithm to develop an IDS model 

with higher efficiency rate and lower false alarms. 
  

1.1 Problem Statement 
The study proposes machine learning and the k-means data mining algorithm to develop an IDS model with 

higher efficiency and lower false using the NSL-KDD data set. 
 
1.2 Research Questions 
Consequently, it will answer the following research questions: 
1.2.1 To what extent can the k-means detect (i.e. detection rate) attack and normal data?  
1.2.2 What are the factors affecting the implementation of an IDS model using k-means data mining algorithm? 
 
1.3 Research Objectives 
1.3.1 To be able to detect normal vis-a-vis attack data within the data set. 
1.3.2 To be able to identify the false positive rate generated using the k-means algorithm. 
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1.3.3 To be able to identify the false negative rate generated using the k-means algorithm. 
1.3.4 To be able to identify the efficiency rate generated using the k-means algorithm. 

2. Review of Related Literature 

There has been a lot of research papers conducted using the KDD CUP ‘99 Dataset for developing models for 
instruction detection system. Although, there is much debate as to whether the dataset is in fact a good or valid 
record to be used as basis for proposing models for intrusion detection system, the fact that there is no other 
substitute dataset available for such purpose, makes it still the widely-used and accepted dataset for experimentation. 
The KDD CUP ’99 or KDD’99 is 10% of the original DARPA 98 dataset which was used in the MIT Lincoln 
Laboratory. The DARPA’98 has around 5 million records of activity from different users and connections, and the 
large volume of data makes it difficult for processing by ordinary machines – hence the KDD‘99. As more 
researches are conducted, a new dataset is proposed, the NSL-KDD. 
 

Data mining is defined as searching for knowledge (interesting patterns) in data [7]. Many people associated data 
mining to Knowledge Discovery in Database (KDD), but data mining can also be viewed as a single step towards 
knowledge discovery. In [31], a new version of the KDD data set is proposed known as the NSL-KDD due to 
supposed inherent problems of the KDD CUP’99. In [25], The NSL-KDD is a reduced version of the KDD’99 
dataset. The NSL-KDD has the same features as the KDD’99 but it does not include the redundant records of the 
KDD’99, and there are also no duplicate records which make it unbiased to frequent and redundant entries. 

3. Research Methodology 

3.1 NSL-KDD Data Set 
The NSL-KDD data set has 25,192 entries and 43 attributes – where the 41 attributes are the same as the 

KDD’99; the 42nd attribute is the data label, and the 43rd attribute is the level of difficulty. There are 22 different 
types of data: (1) normal, (2) back, (3) buffer_overflow, (4) guess_passwd, (5) imap, (6) ipsweep, (7) multihop, (8) 
neptune, (9) nmap, (10) phf, (11) pod, (12) portsweep, (13) rootkit, (14) satan, (15) smurf, (16) teardrop, (17) 
warezclient, (18) warezmaster, (19) ftp_write, (20) load_module, (21) land  and (22) spy. 

 
3.2 Pre-processing 

Pre-processing involves cleaning the data of inconsistencies and/or noise, and combining or removing 
redundant entries. Pre-processing also involves converting the attributes of the dataset into numeric data and saving 
in a format readable because k-means works only on numerical data. Alphanumeric data were converted to numeric 
values starting from 0.001, 0.002, and so on. Smaller values (instead of 1, 2, etc.) were used to make sure that it will 
not affect the computations. 
 
3.3 K-means Clustering 

K-means is a centroid-based technique, and is the simplest and most fundamental clustering by partitioning is 
the k-means, wherein the objects are organized into k partitions (k ≤ n). The k-means is particularly used to identify 
outliers because when there is a value that is far away from the majority of the data, the mean value of the cluster 
will be significantly distorted. This study will use k-means clustering as a method of outlier detection. In this outlier 
detection model, it is assumed that normal behaviour pattern are far more frequent than the outliers or anomalous 
behaviours.  

 
3.3.1 The K-Means Clustering Formula [8] 

 
              (1) 
     

 
Where: 
E – is the sum of the squared error for all objects in the data set 
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p – is the point in space representing a given object 
 
3.3.2 The K-Means Clustering Algorithm 

The k-means clustering algorithm for partitioning, where each cluster’s centre is represented by the mean value 
of the objects in the cluster: 
Input: 
k – the number of clusters, 
D- a dataset containing n objects 
Output: A set of k clusters. 
 
Method: 

(1) Arbitrarily choose k objects from D as the initial cluster centres; 
(2) repeat 
(3) (re)assign each object to the cluster to which the object is most similar, based on the mean value of the 

objects in the cluster; 
(4) Update the cluster means that is, calculate the mean value of the objects for each cluster; 
(5) Until no change. 

 
3.4 Performance Measures 

 
The following formula will be used to measure the performance using 4 different clusters (22, 44, 66, and 88). 
 

    (2) 
 

    (3) 
 

      (4) 
 

     (5) 
 

      (6) 
where: 
DR – Detection Rate  
FPR – False Positive Rate (i.e. normal data classified as attacks) 
FNR – False Negative Rate (i.e. attacks classified as normal) 

4. Results and Findings 

The results showed an efficiency of 81.61%; 65.40%; 61.30%; and 55.43% depending on the number of clusters 
used (11, 22, 44, 66, or 88). Further, it can be noted that as the number of cluster increases above the number of data 
types, the detection rate, false negative rate, and efficiency rate, decreases; but the false positive rate increases.  

 
It is interesting to know that the best results were generated when 22 clusters were used – corresponding to the 

number of data types. This shows that the performance of the k-means is dependent on the number of clusters, and 
therefore number of clusters should be determined beforehand. 

It is also notable that the false positive rate is significantly lower than the false negative rate for clusters all 
clusters. Although the issue of the IDS not being able to detect malicious data is still a problem and is something 
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that still needs further investigation, lessening the false alarms (ie.e false positives) generated is at a low 4.03% for 
22 clusters, and 0.74% for 11 clusters. 

 
 

Table 1: k-means clustering results 
 Number of Clusters 
 11 22 44 66 88 
True Normal Data Detected 13350 12907 11358 10562 9157 
Total Normal Data Detected 25072 24431 22720 21873 20395 
True Attacks Detected 21 219 381 432 505 
Total Attacks Detected 120 761 2472 3319 4797 
False Positives 99 542 2091 2887 4292 
False Negatives 11722 11524 11362 11311 11238 
      
Normal Data Detection Rate 53.25% 52.83% 49.99% 48.29% 44.90% 
Attack Data Detection Rate 17.50% 28.78% 15.41% 13.02% 10.53% 
Efficiency Rate 70.75% 81.61% 65.40% 61.30% 55.43% 
False Positive Rate 0.74% 4.03% 15.55% 21.47% 31.91% 
False Negative Rate 99.82% 98.14% 96.76% 96.32% 95.70% 

5. Conclusion and Recommendation 

Results of k-means clustering showed that a higher efficiency rate is achieved when the correct number of 
clusters is applied, and increasing or decreasing the cluster beyond the number of data types only lessens the 
efficiency of the model.  

 
Identifying the number of clusters therefore significantly changes the results. One has to know at the onset how 

many clusters are expected in order to get good results. In this model 22 clusters were used based on the different 
types of data. However, in a dynamic network, the challenge of identifying the number of clusters will be difficult 
since there is no “ground data” to serve as basis for deciding the number of clusters. 

 
In the light of the findings, the following are the recommendations:  
1. Other data mining techniques (like Bayesian, hierarchical, etc) may explored to compare results. 
2. A study using k-means data mining algorithm followed by signature-based approach is proposed in order to 

lessen the false negative rate. 
3. A system for automatically identifying the number of clusters may be developed. 
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