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Abstract In the past few years, manywireless sensor networks had been deployed in the real world to

collect large amounts of raw sensed data. However, the key challenge is to extract high-level knowl-

edge from such raw data. In the applications of sensor networks, outlier/anomaly detection has been

paidmore andmore attention. Outlier detection can be used to filter noisy data, find faulty nodes, and

discover interesting events. In this paper we propose a novel in-network knowledge discovery

approach that provides outlier detection and data clustering simultaneously. Our approach is capable

to distinguish between an error due to faulty sensor and an error due to an event (probably an envi-

ronmental event) which characterize the spatial and temporal correlations between events observed by

sensor nodes in a confined network neighborhood. Experiments on both synthetic and real datasets

show that the proposed algorithm outperforms other techniques in both effectiveness and efficiency.
� 2013 Production and hosting by Elsevier B.V. on behalf of Faculty of Computers and Information,

Cairo University.
1. Introduction

Outlier detection, also known as deviation detection or data
cleansing, is a necessary pre-processing step in any data anal-
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ysis application [1]. Outlier detection in wireless sensor
networks (WSNs) is the process of identifying those data in-
stances that deviate from the rest of the data patterns based
on a certain measure [2]. The observations whose characteris-

tics differ significantly from the normal profile are declared as
outliers [3]. Wireless sensor networks (WSNs) consists of hun-
dreds or thousands of tiny, low-cost sensor nodes, integrated

with sensing, computational power, and short-range wireless
communication capabilities, and have strong resource con-
straints in terms of energy, memory, computational capacity,

and communication bandwidth. The large-scale and high den-
sity vision of the WSN implies that the network usually has to
operate in a harsh and unattended environment [4]. Moreover

WSNs are vulnerable to faults and malicious attacks; this in
turn causes inaccurate and unreliable sensor readings [5]. Con-
sequently, several factors make wireless sensor networks
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(WSNs) prone to outliers [6] among those factors are: (1)
WSNs report the monitored data from the real world using
imperfect sensing devices, (2) such devices are battery powered

and thus their performance tends to deplete as power is ex-
hausted, (3) if WSN is deployed for military and security uses,
sensors are exposed to manipulation by adversaries, and (4)

since these networks may include a large number of sensors,
this number may reach an extremely high value that can reach
to million nodes depending on the application, hence the

chance of error is more than that in traditional networks.
Consequently, traditional outlier detection techniques are not
directly applicable to wireless sensor networks due to their par-
ticular requirements, dynamic nature, and resource limitations

[7]. An appropriate outlier detection technique for the WSN
should pay attention to computing power, communication
and storage limitations of the network and deal with the dis-

tributed nature of -data analysis. The main objective of outlier
detection in WSNs thus is to identify outliers in the distributed
streaming data in an online manner with high detection

accuracy while maintaining the resource consumption of the
network to a minimum [8].

Distinguishing between sources of outliers is a vital matter

which in turn gives an insight on how to handle the detected
outlier [9]. Generally speaking if the detected outlier is an error
or noisy data, it should be removed from the sensed data to en-
sure high data quality and accuracy; and to save energy con-

sumption by eliminating communication load. Otherwise, if
the outlier is caused by an event (e.g. fire or chemical spills),
eliminating the outlier will lead to loss of important hidden

information about events, which may have undesired penalty
[3]. However, many researches tend to deal with outliers and
events as similar conditions by treating events as some sorts

of outliers (i.e. events are one of the causes of outliers). Due
to the fact that there exist spatio-temporal correlation among
neighboring node readings, this observation enables us to dis-

tinguish between events and errors. This is based on the fact
that noisy measurements and sensor faults are likely to be sto-
chastically unrelated, while event measurements are likely to
be spatially correlated [10,11].

In our research, we investigate how to classify outliers; in
other words we aim to classify outlier readings as either erro-
neous data or due to an actual event that occurred in the phys-

ical world. Once this classification is achieved, we start to focus
on real readings and cluster them into groups in order to fur-
ther classify the sensors as trustful or outlier sensors. In this

paper, the clustering-based algorithm and nearest neighbor
outlier detection method are combined for efficient clustering
and outlier detection. We develop a technique for outlier detec-
tion that proceeds in more than one phase. The first phase is

the in-network clustering-based approach. In this step, we clus-
ter sensor data into normal clusters and outlier clusters in a
distributed manner to save energy and communication over-

head. The second phase concentrates on the outlier clusters
to discover the source of outlier by examining the spatial cor-
relations (i.e. neighboring node readings), and temporal corre-

lations (i.e. readings time-stamps); if the surrounding nodes
readings also give outlier values as well as the time period be-
tween readings is short this implies that there is an event. This

is based on the fact that an event usually lasts for a relatively
long period of time and changes historical pattern of sensor
data. Otherwise, the algorithm considers such reading as erro-
neous or noisy data produced due to, for instance, low power.
The main contributions of this paper are as following:

1. We present a novel in-network knowledge discovery

approach for outlier detection in sensor network.
2. We propose a novel approach that is capable to classify

outliers as erroneous value or interesting event.

3. We conduct an intensive experimental evaluation for our
algorithm based on both real data set gathered from Intel
Lab and synthetic dataset that demonstrate that our

approach for classification of outlier detection outperforms
both in effectiveness and efficiency.

The remainder of this paper is organized as follows. Section 2

reviews the literature survey done. In section 3, we introduce
some necessary background definitions. Section 4 presents the
proposed approach and methodology. In Section 5, our ap-

proach for measuring sensor trustfulness is proposed. Section 6
reports the experimental evaluation on both synthetic and real
datasets. Finally, Section 7 concludes the paper.
2. Related work

Outlier detection is a well-studied problem in sensor network

[2,6,12,16,18,22], but further research is still needed. In 2006,
Subramaniam et al. [12] proposed an online outlier detection
technique for sensor networks. The authors proposed a frame-

work that computes in a distributed fashion an approximation
of multi-dimensional data distributions in order to enable
complex applications in resource-constrained sensor networks.
In addition, Rajasegarar et al. [13] proposed a global outlier

detection technique based on clustering-based technique to
identify outlier measurements in sensor nodes. This technique
clusters the sensor measurements and merging clusters before

communicating with other nodes. This method did not detect
the interesting events in the network. Also in [14] the authors
study the outlier detection problem; authors use wavelet

approximation to clean local sudden-burst outliers in every
node, and uses dynamic time wrapping to detect and remove
outliers of small range (2 hops) which last for a long period.

This approach takes the advantage of spatio-temporal correla-
tions of sensor data to identify outliers. However, it can only
give an approximate result of outliers in small area, but not
the exact global result in the whole network. In addition,

Branch et al. [15] proposed a technique based on distance sim-
ilarity to identify global outliers in sensor networks. This tech-
nique attempts to reduce the communication overhead by a set

of representative data exchanges among neighboring nodes.
Each node uses distance similarity to locally identify outliers
and then broadcasts the outliers to neighboring nodes for ver-

ification. The neighboring nodes repeat the procedure until the
entire sensor nodes in the network eventually agree on the glo-
bal outliers. This technique can be flexible in respect to multi-
ple existing distance-based outlier detection techniques.

However, the technique does not adopt any network structure
so that every node uses broadcast to communicate with other
nodes in the network, which causes too much communication

overhead. Thus, it does not scale well to large-scale networks.
In 2007, Sheng et al. [16] present a histogram-based technique
to detect global outliers in data collection applications of sen-

sor networks. This technique attempts to reduce communica-
tion cost by collecting histogram information rather than
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collecting raw data for centralized processing. The sink uses
histogram information to extract data distribution from the
network and filters out the non-outliers. Nevertheless, Zhuang

et al. [17] propose a method for cleaning sensor data in a hier-
archical topology of sensor nodes. The proposed method
maintains a weighted moving average that quickly reflects ra-

pid changes in the data distribution. The weighted moving
average is computed at the sink and provides clean data which
can be used for query answering. This algorithm does not

identify outliers and does not provide a formal definition
about what an outlier is. Moreover, Zhang et al. [18] proposed
a distance-based technique to identify n global outliers in
snapshot and continuous query processing applications of sen-

sor networks. This technique reduces communication over-
head as it adopts the structure of aggregation tree and
prevents broadcasting of each node in the network. This tech-

nique considers only one dimensional data and the aggrega-
tion tree used may not be stable due to the dynamic changes
of network topology. In 2010, Verma et al. [19] proposed a

statistical modeling technique that is based on the approxima-
tion of the sensor data distribution using kernel density func-
tion to transform the raw sensor readings into meaningful

information. However, this approach takes into consideration
only one dimensional data and does not deal with multi-
dimension data. In [20], authors introduce machine learning
technique for distributed event detection in wireless sensor net-

works and evaluate the performance and applicability for
early detection of disasters, particularly residential fires. They
present a distributed event detection approach incorporating a

novel reputation-based voting and the decision tree. On the
other hand, Al-Zoubi et al. [21] presented a fuzzy clustering
method to detect outliers. The rest of the outliers were then

determined by computing the difference between the objective
function values and when a noticeable change is noticed, the
points are considered as outliers. In 2011, Mohamed and Kav-

itha [22] presented a real time network outlier detection tech-
nique in WSNs based on the classification approach. Authors
proposed a technique to classify the sensor node data as local
outlier or cluster outlier or network outlier using Support Vec-

tor Machine (SVM) classification method. If the data is classi-
fied as network outlier then it may be due an event otherwise if
it is classified as a cluster outlier then it is an error in the clus-

ter due to some environmental factor or network otherwise is
an error in the sensor node due to some defects in that sensor.
This technique suffers from some computational complexity

because of updating the training set in real time. This ap-
proach differs from our approach that, our approach has
the advantage of spatio-temporal correlations of sensor data
to identify errors and events.

3. Preliminaries

In this section, we provide necessary background definitions

and mechanisms.

3.1. Outliers

Most of existing work in outlier detection stem from the field
of statistics [6], initially, Hawkins [23] defined the term ‘‘out-
lier’’ as:
‘‘An outlier is an observation that deviates so much from

other observations as to arouse suspicion that it was gener-
ated by a different mechanism’’.

However, Barnett and Lewis [24] defined it as:

‘‘An outlier is an observation or subset of observations that
appears to be inconsistent with the rest of the set of data’’.

From a knowledge discovery point of view, outliers are of-
ten more interesting than the normal ones since they contain

useful information underlying the abnormal behavior.
Outliers arise due to mechanical faults, changes in system

behavior, fraudulent behavior, human error, instrument error

or simply through natural deviations in populations [8].

3.2. Source of outliers

1. Error: An error refers to a noise-related measurement com-
ing from a faulty sensor. Outliers caused by errors may
occur frequently, while outliers caused by events tend to

have extremely smaller probability of occurrence [7].
2. Event: An event is defined as a particular phenomenon that

changes the real-world state, e.g., forest fire, air pollution,

etc. This kind of outliers usually lasts for a relatively long
period of time and changes historical pattern of sensor data.
3.3. Clustering-based approach

Clustering, is a popular approach in the data mining commu-

nity, used to group similar data points or objects in groups or
clusters with similar behavior [25]. Clustering is an important
tool for outlier analysis [1]. Several clustering-based outlier

detection techniques have been developed, most of which rely
on the key assumption that normal objects belong to large and
dense clusters, while outliers form very small clusters or do not

belong to any cluster [1,25]. There are several advantages of
using cluster-based approach as mentioned in [2,7,21], among
them are the following:

1. It is easily adaptable to incremental mode (i.e. after learn-
ing the clusters, new points can be inserted into the system
and tested for outliers).

2. It does not have to be supervised.
3. It is suitable for anomaly detection from temporal data.
4. The testing phase for clustering based techniques is fast

since the number of clusters against which every test
instance needs to be compared is a small constant.

3.4. Nearest neighbor-based approach

Nearest neighbor-based approach is a widely used approach to
analyze a data instance with respect to its nearest neighbors in

the data mining and machine learning community [1]. It uses
several well-defined distance notions to compute the distance
or similarity measure between two data instance, for instance,

Euclidean Distance is a popular choice for univariate and mul-
tivariate continuous attributes [26,27]. A data instance is de-
clared as an outlier if it is located far from its neighbors [2].

Advantages of nearest neighbor-based approach are:
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1. It is unsupervised in nature and does not make any assump-

tions regarding the underlying distribution for the data.
2. Adapting nearest neighbor-based techniques to a different

data type is straightforward, and primarily requires defin-

ing an appropriate distance measure for the given data.
3.5. Outlier detection mechanisms

Outlier detection in wireless sensor networks (WSNs) is mainly
processed by two mechanisms; either the centralized mecha-
nism, or the in-network/distributed mechanism [7]. In the cen-

tralized outlier detection, both the clustering algorithm and
outlier detection algorithm are performed after all data from
each sensor node is transmitted to the sink node.

On the other hand, in the in-network/distributed mecha-
nism, the clustering algorithm is moved down to the network
level where each sensor node performs the clustering algorithm
on its own data then produces the clusters and the parent

nodes combine its own clusters with the clusters from its inter-
mediate children. Finally, the outlier detection algorithm is
performed in the gateway node to detect the outlier cluster(s).

It is clear that the in-network process is preferred than the cen-
tralized mechanism as it does not require much communication
overhead between nodes which significantly saves the life time

of the network. Therefore, due to the advantages of the in-net-
work approach, our algorithms adopt the in-network paradigm

4. Proposed approach and methodology

In this section, the proposed approach is introduced in details.

Several outlier detection techniques have been developed,
however they did not take into account the interesting events.

On the other hand, many recent researches were developed

that are interested only in events and did not care about erro-
neous data. In this paper, a new clustering-based approach
combined with nearest neighbor-based approach is proposed
to classify outliers, i.e. noisy data or interesting events. Our

methodology consists of the following four steps:

� Pre-processing (clustering): First, the clustering algorithm

is applied on all the sensory data to group data into clusters.
� Outlier Detection: In the second step, for each produced
cluster, the outlier detection algorithm is applied to label

each cluster as normal cluster or outlier cluster.
� Outlier Classification: The third step is to classify the degree
of outlier value (error or event).

� Measuring Sensor Trustfulness: The last step is to compute
the trustfulness of each sensor node to increase our cer-
tainty in trusting a specific node.

In what follows, each step is introduced in more details.

4.1. Pre-processing (clustering)

First, we execute an in-network clustering algorithm on each
sensor node, using the fixed-width clustering algorithm
[28,29], to cluster the measured data into clusters. In fixed-

width clustering algorithm, each sensor reading is assigned to
the cluster whose center is within a pre-specified distance to
it. If no such cluster exists then a new cluster with the reading
as the center is created. This process produces a set of fixed ra-
dius clusters in the feature space.

4.2. Outlier detection

After applying the fixed-width clustering algorithm, we have to
label the produced clusters as normal clusters or outlier clus-

ters. Therefore, we determine which clusters are anomalies
based on their distance from other clusters (i.e. in our work,
we use the Euclidean distance as the dissimilarity measure

which is calculated as Eq. (1)). Hence, a cluster is identified
as outlier if its average inter-cluster distance is more than
one standard deviation of the inter-cluster distance from the

mean inter-cluster distance [13].

Dðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� yÞ2

q
ð1Þ
4.3. Outlier classification

In this step, we aim to know the source of the values labeled as
outlier values. Thus, we are concerned only with the outlier
clusters to be able to classify these values, and consequently ac-

quire more knowledge about their contributing sensors. Con-
sequently, there are two possible options; either this outlier
value is due to an error, which may be, for instance, because

of low battery or network damage; or this outlier value is
due to an event or phenomena in the surrounding environ-
ment. Our idea is based on the following observation:

Sensor faults are probable to be spatially unrelated while

event measurements are likely to be spatially correlated.

On the other hand, sensor data tends to be correlated in

both time and space. Hence, we employed this fact by using
data from neighboring nodes to assist measuring the spatial
correlations, and used time stamps between readings to assist

measuring the temporal correlations. In more details, the algo-
rithm detects the neighboring nodes of the ‘‘outlier’’ node. If
those nodes produce similar values or values larger than the

outlier reading, in addition those neighboring nodes readings
are within the same time range, this indicates that it is an inter-
esting event in the physical world. Otherwise, it is likely to be

an erroneous data. In our work, we assume that a sensor node
(x) is considered to be a neighbor of another node (y) if x is
within y’s communication range, and vice versa.

Our proposed procedure proceeds as follows:

Step 1: Perform fixed-width clustering algorithm to produce a set of

C clusters

Step 2: Determine outlier clusters and consider the points (data

instants) that belong to these clusters

For each outlier cluster j (determined in Step 2)

Begin

For each point i in cluster j

trace all readings of neighboring nodes of point i

If (those readings P point i and timestamp of these readings is

close)

Then classify point i as an event;

Else classify it as an error;

End



Figure 1 Number of generated clusters vs. execution time.
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4.4. Measuring sensor trustfulness:

After the outlier classification phase is finalized; we compute a
measure that measures the degree of trustfulness of the read-
ings obtained from each sensor. This measure is used to in-

crease our confidence in labeling a sensor as trustful or
outlier in terms of the produced erroneous readings.

We calculate a trustfulness measure, as shown in Eq. (2),
which indicates to what extent this sensor can be trustful based

on the number of erroneous readings of this sensor divided by
total number of the sensor readings [30]. So basically our mea-
sure is the percentage of erroneous readings obtained from

each sensor. The higher the percentage, the less we trust the
readings obtained from this sensor.

TrustðsiÞ ¼ 1� Noi

Ni

� �
� 100

� �
ð2Þ

where Trust(si) is the trustfulness measure for sensor si which
refers to the percentage of erroneous readings to the whole
readings, Noi is number of erroneous readings of sensor si,

and Ni is the total number of readings (i.e. either normal or
erroneous readings) for sensor si. In order to increase the accu-
racy of our measure, we store the readings acquired from each

sensor in the network for a period of time in a temporal data-
base or in a data warehouse. Then, we use this historical data
collection to determine some characteristics and features that

characterize each node through analyzing those readings. This
heuristic approach helps us to have more confidence in our
decisions.
Figure 2 Total amount of produced clusters and outlier clusters

vs. cluster width.
5. Experimental results

In this section, we investigate the effectiveness of our proposed

approach when applied on both the real dataset from Intel
Berkeley Research lab [31], and synthetic dataset. We compare
the accuracy of our algorithm with another event detection
method called CollECT method [32], which is based on a dis-

tributed collaboration among neighbor nodes. We evaluate the
accuracy and the scalability of the proposed method against
the CollECT method on both real dataset and synthetic

dataset.

5.1. Real-life dataset

This dataset contains information about data collected from
54 sensors deployed in the Intel Berkeley Research lab between
February 28th and April 5th, 2004. This dataset was collected

with epoch duration of about 30 s (resulting in a total of about
65,000 epochs) and it contains about 2.3 million readings [31].
The dataset schema is as shown in Table 1.

In the first set of experiments, we evaluate the proposed

algorithm, particularly the clustering phase, in terms of algo-
rithm execution time. Additionally, we evaluate our proposed
Table 1 Dataset schema.

Date Time Epoch Moteid

(yy-mm-dd) (hh:mm:ss.xxx) (int) (int)
algorithm when varying the value of k-nearest neighbor

(k-NN) parameter to be 8, 10 and 12. As shown in Fig. 1,
the execution time of the proposed algorithm is reasonable
especially when the k-NN parameter is equal to 12.

In the second experiment, we examine the number of re-

ported outlier clusters when changing the k-NN parameter
from 8, 10 and 12 as shown in Fig. 2 and vary the cluster width
(w) parameter from 0.5 to 3.0 in step = 0.5. As expected, it is

observed that when the width is low, number of produced clus-
ters (i.e. normal and outlier clusters) is greater and vice versa.
The result of this experiment matches our expectation for the

relation between the cluster width and the number of outliers.
Outlier detection algorithms are usually evaluated using the

detection rate and the false alarm rate. In order to define these
Temp Humidity Light Voltage

(real) (real) (real) (real)



Table 2 Confusion matrix.

Predicted outlier Predicted normal

Actual outlier True positive (TP) False negative (FN)

Actual normal False positive (FP) True negative (TN)

Figure 3 The synthetic dataset.

Table 5 Detection results in synthetic dataset (our approach).

Dataset size Execution

time (ms)

Detection

rate (%)

False alarm

rate (%)

1500 3 100 0.02

3000 5 100 0.06

5000 8 100 0.09
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metrics, we take the confusion matrix in [33], illustrated in
Table 2.

Therefore, detection rate and false alarm rate could be de-
fined as follows:

Detection rate ¼ TP=ðTPþ FNÞ ð3Þ

False alarm rate ¼ FP=ðFPþ TNÞ ð4Þ

In the third experiment, we evaluate the ability to find out-

liers (i.e. events) using our proposed algorithm and compare it
with CollECT. The results are shown in Table 3. Table 3 dem-
onstrates that our approach has the detection rate of 100%,

which means that it finds all outlier (i.e. either events or erro-
neous data), while CollECT just has the detect rate of 92.45%.
Moreover, the execution time of our approach is less than that

of CollECT.

5.2. Synthetic dataset

In this section, we compare our approach against CollECT

method on synthetic dataset and the results are shown in Ta-
ble 4. Additionally, we evaluate the ability to classify outliers
of the proposed algorithm. In this set of experiments, we use

a data generator to produce a 2-dimensional datasets with
5000 objects, with 53 outliers included where 3 events are in-
volved. In our datasets, there are four clusters and we fixed

the cluster width to be 2.75. The original datasets are shown
in Fig. 3.

Tables 4 and 5 show that CollECT tends to break down

with large datasets, because of the curse of scalability. Mean-
while, dealing with large scale datasets is an advantage of
our algorithm.

Our proposed algorithm was able to detect 53 outliers from

the synthetic dataset where 50 of them are noisy data and the
other 3 are interesting events.
Table 3 Detecting events on real life dataset (our approach

vs. CollECT).

Algorithm CollECT Our approach

Execution time 21 16

Detection rate% 92.45% 100%

False alarm rate% 0.08% 0.10%

Table 4 Detection results in synthetic dataset (CollECT).

Dataset size Execution

time (ms)

Detection

rate (%)

False alarm

rate (%)

1500 7 95.40 0.04

3000 11 89.76 0.76

5000 13 76.25 0.98

Figure 4 Impact of parameterization on the accuracy of the

algorithm.

Figure 5 The scalability of the algorithm (size of dataset).



Figure 6 The scalability of the algorithm (dimensionality).
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In the next set of experiments, we evaluate the efficiency of

our approach on synthetic dataset. We test the detection rate
and false alarm rate metrics, as shown above in Eqs. (3) and
(4). In Fig. 4, if cluster width (w) is reduced to a value less than

1.0, the detection rate drops significantly, whereas the false
alarm rate rises significantly if cluster width (w) is increased.

Fig. 5 shows the scalability as the size of the datasets is in-
creased from 5,000 to 50,000. As expected, the curve exhibits

likely quadratic behavior.
Fig. 6 shows the scalability as the dimensionality of the data

space is increased from 2 to 20. The datasets has 5000 in-

stances. The run time scales linearly with the dimensionality
of the datasets.
6. Conclusions and future work

In this paper, we focus on the outlier detection problem in
wireless sensor networks. Conventional outlier detection tech-

niques are not suitable for wireless sensor networks due to the
special characteristics and resource limitations of the net-
works. Rather than working on the raw sensor readings at

the base station node, an in-network clustering algorithm is
proposed to save the resource consumption. The proposed
algorithm is capable to detect outlier values and classify them
to either noisy data or interesting event in the physical environ-

ment; therefore this algorithm offers a more reliable way to
gain insight into the physical phenomena under monitoring.
Our approach takes into consideration various characteristics

and features of streaming sensor data.
We evaluated our proposed approach with a set of experi-

ments with both real life dataset obtained from Intel Berkeley

research lab and synthetic dataset. The experimental evalua-
tion shows that our approach can achieve high accuracy rate
for identifying outliers, and demonstrate the effectiveness of

the proposed approach. In addition, the experimental results
show that our approach can detect interesting events as well
as noisy data.

For future work, we plan to evaluate the algorithm perfor-

mance on larger dataset. Also, we aim to enhance the proposed
approach to deal with the phenomenon in which the event en-
larges or disappears as time elapses. Future studies can also ex-

plore the solutions to sensor node deployment, data
dissemination, and routing in WSNs.
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