High Speed Atomic Force Microscopy of Biomolecules by Image Tracking
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ABSTRACT An image-tracking procedure for atomic force microscopy is proposed and tested, which allows repeated imaging of the same area without suffering from lateral drift. The drift correction procedure is based on on-line cross-correlation of succeeding images. Using the image-tracking procedure allows zooming in on a small scan area over a long period and thus increases the frame rate inversely proportional to the scan area. Application of the procedure is demonstrated for diffusion of 5.4-kb DNA plasmids. With a scan area of 500 × 500 nm², a single plasmid can be imaged for more than 30 min at 4 s per frame, with a drift less than 10 nm. The high temporal resolution allows detailed analysis of the diffusion of DNA molecules. A diffusion coefficient of 30 nm²/s is found for most DNA molecules, though many molecules are temporally pinned to the mica surface, restricting diffusion.

INTRODUCTION

The possibility of operating an atomic force microscope (AFM) in physiological buffers allows visualization of individual biological molecules in their natural environment (Han and Lindsay, 1997; Hansma, 1995). It is this feature that makes the AFM a unique tool to study both the dynamics of single molecules and the interactions between individual molecules (Guthold et al., 1994; Van Noort et al., 1998). Visualization of molecular processes requires a time resolution at least comparable with the time constant of the process. The acquisition time of a single AFM image of soft biological material, however, is in the order of one minute, which is much slower than most biological processes. To increase the frame rate, the scan velocity can be increased, but this generally results in higher interaction forces that may cause damage to the sample. Another way to increase the frame rate is to reduce the scan area (Lal and John, 1994). If the scan velocity is kept constant, zooming in allows an increase of the frame rate inversely proportional to the scan area.

To get sufficient accuracy of the stochastic movement of individual molecules, it may be necessary to follow the molecules of interest over a long period. Thermal drift of the piezo scanner is then a major problem because it causes the scanner to move away from the original field of view. Performing such an AFM experiment therefore requires a correction of the lateral drift during data acquisition. Such a drift correction procedure should then be flexible, that is, applicable independent of the shape of the sample, reliable, and not time consuming. In this study, we present a general approach for drift compensation based on on-line cross-correlation of succeeding images. This allows an optimization of the frame rate by zooming in, while avoiding the problem that drift causes molecules to disappear out of the scanned field of view.

In this paper, we will apply the image-tracking procedure to zoom in on an individual DNA plasmid. Although, for AFM imaging, molecules are usually immobilized on a surface, lateral diffusion of biomolecules only loosely attached to the surface and the assembly of protein DNA complexes have been imaged by AFM (Guthold et al., 1999). A complicating factor in visualizing the movement of such loosely attached molecules is the interaction of the scanning tip with the molecules (Hansma and Laney, 1994). Using a high time resolution in combination with an accurate drift correction, it should be possible to analyze diffusion-related processes of individual molecules in more detail. In this analysis, it should be possible to distinguish the influences of the scanning tip from molecular movement by diffusion.

THEORY

Maximum scan velocity

Tapping mode AFM is most often used for imaging biological samples because of the absence of friction forces (Putman et al., 1994). Keeping the oscillation amplitude constant in a feedback loop controls the tip–sample interaction. The maximal scan velocity of the tip, and thus the maximal frame rate, is limited by the bandwidth of the feedback loop, schematically drawn in Fig. 1.

To achieve maximal scan rate, all components of the feedback loop need to be optimized. The first element in the setup is the force sensor, the cantilever itself. The cantilever behaves as a second-order damped harmonic oscillator and is driven at its resonance frequency. The stiffer the cantilever, the higher its resonance frequency and thus the higher the allowed scan velocity. However, stiff cantilevers put high demands on the force detection. The fundamental
lower limit to the force that is applied by an AFM cantilever is the force that is generated by the thermal movement of the cantilever itself (Gittes and Schmidt, 1998). For minimal damage to occur, the cantilever deflection measurement should be sensitive enough for thermal noise to be the dominant noise source. For this reason, silicon (Si) cantilevers, with a spring constant in the order of several tens of N/m can be discarded. Using these cantilevers, the amplitude of thermal fluctuations is smaller than the noise in the beam deflection scheme that is limited by shot noise of the laser diode. Though the amplitude is very small, the thermal fluctuations in terms of forces can be quite large, i.e., $\sim 10\ nN$, because of the high spring constant. Such high forces may cause severe damage to the sample.

In this study, we use Si$_3$N$_4$ cantilevers purchased from Park Scientific (Sunnyvale, CA), with a spring constant of 0.5 N/m. The resonance frequency drops from 110 kHz in air to 38 kHz immersed in buffer, and the quality factor $Q$ reduces to $\sim 2$. The sensitivity of the beam deflection in the setup is just sufficient to measure thermal movement of this cantilever. Thus, a compromise is found between a small spring constant and maximal resonance frequency.

For amplitude detection, a true root mean square (RMS) decoder with a bandwidth of 5 kHz is used. This means that, for a tapping frequency of 30 kHz, only 6 tip-sample contacts are used to measure the tapping amplitude. Finally, the amplified difference between the amplitude and the amplitude set point is applied to the piezo. In the setup, the bandwidth of the feedback loop is limited by the resonance frequency of the piezo, which amounts 1.6 kHz, followed by the bandwidth of the RMS decoder. Using this setup, maximum bandwidth is combined with optimal force sensitivity.

The bandwidth of the feedback loop should match the spatial frequencies that occur while scanning the tip over the surface. The apparent width $w$ of molecular features on the surface is determined by convolution of the tip with radius $R$ and the sample with radius $r$ and can be approximated by

$$w = \sqrt{R^2 + r^2}. \quad (1)$$

For a tip radius of 50 nm, a molecule with a radius of 2 nm results in an image feature of 10 nm. The spatial frequencies of the features in the image should match the bandwidth of the feedback loop $f_c$, resulting in a maximum scan velocity $v$,

$$v = 2wf_c. \quad (2)$$

For 10-nm features and a bandwidth of 1.6 kHz, the maximal scan velocity amounts 32 $\mu$m/s. Following all topographical features with the feedback loop for $N$ pixels of size $p$, the time per frame $t$ is

$$t = N^2p/wf_c. \quad (3)$$

A scan range of 2 $\mu$m and $512^2$ pixels, thus a pixel size of 4 nm, can be scanned in 65 s. Reducing the scan range to 500 nm, measuring $128^2$ pixels, results in an acquisition time of only 4 s. In conclusion, considerable decrease of the frame time can be achieved by zooming in, i.e., decreasing the number of pixels, and keeping the resolution $p$ the same.

The reduced frame time minimizes artifacts caused by drift, which is schematically shown in Fig. 2. Drift during
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\caption{(a) Schematic drawing of the artifacts arising from drift of the scanner. The arrows denote the accumulated drift during acquisition of one frame. As a result of drift, the surface that is scanned by the tip appears stretched and skewed, compared to the movement of the tip. Furthermore, in a succeeding scan, only part of the scanned area, the shaded region, coincides with the area scanned in the previous scan. (b) When the scan area is reduced while maintaining the same pixel resolution and scan velocity, the time per frame decreases proportional to the scan area, and, as a result, both the shift of the scan area and the skewed shape distortion of the scan area caused by drift are reduced.}
\end{figure}
imaging results in a skewed shape distortion and stretching of the scanned area. Also, as the image range decreases, sequential frames have a relatively larger area in common. The latter effect is counterintuitive because, generally, one uses a larger scan area to prevent features of interest from drifting out of the field of view.

Cross-correlation image tracking

Although zooming in can considerably increase the number of frames that are measured of a single molecule, in practice, the duration of an AFM experiment is still limited. During imaging, thermal drift of the scanner may accumulate to displacements greater than the scan range, and may cause the molecules to move out of the field of view of the scanner. Thomson et al. (1996) presented a way of solving this problem: by continuously determining the position of a molecule under investigation relative to the tip position and applying it to the scanner. In this way, drift is compensated for the determination of the conformation of a molecule or the relative displacement of interacting molecules.

For drift compensation, we propose a very general method based on cross-correlation of succeeding images. The cross-correlation between frames $i_1$ and $i_2$ is defined as

$$\text{Corr}(i_1, i_2) = I_1 I_2^*,$$  \hspace{1cm} \hspace{1cm} (5)

where $I_1$ and $I_2$ represent the Fast Fourier Transform (FFT) of the images $i_1$ and $i_2$ and the asterisk denotes the complex conjugate. Thus, the product of FFT($i_1$) and the complex conjugate of FFT($i_2$) is inversely transformed, resulting in the cross-correlation of the images. Drift between two frames is measured from the position at which the maximum in the cross-correlation occurs. In the succeeding scan, a negative offset that compensates for the measured drift is applied to the scanner. In this way, drift is compensated on-line. The method is limited to nonperiodic features, because, in periodic structures, multiple peaks will appear in the correlation image. If enough common features appear in succeeding frames, the image-tracking procedure provides a stable method to compensate for lateral drift of the scanner.

Surface diffusion of DNA molecules

In this paper, we use diffusion theory, commonly used for single particle tracking (Qian et al., 1991), to quantify diffusion of a single DNA molecule. A sequence of $n_f$ digitized frames is obtained showing the detailed position and conformation of DNA molecules in time. For diffusion analysis, the position of the center of mass of a single DNA plasmid is followed in time. For all $N_{DNA}$ pixels that represent one DNA molecule, the center of mass $c_m$ is calculated as

$$c_{m,x} = \frac{1}{N_{DNA}} \sum_{i} x_i, \hspace{1cm} c_{m,y} = \frac{1}{N_{DNA}} \sum_{i} y_i.$$  \hspace{1cm} \hspace{1cm} (6)

To follow the movement of the plasmid, the mean square displacement (MSD) of the center of mass is calculated. The MSD can be expressed in terms of $n$ times the acquisition time of a single frame $t$ as

$$\text{MSD}_x(nt) = \sum_{i=0}^{n_f-n} \frac{[c_{m,x}(i+n) - c_{m,x}(i)]^2}{n_f - n + 1},$$  \hspace{1cm} \hspace{1cm} (7a)

$$\text{MSD}_y(nt) = \sum_{i=0}^{n_f-n} \frac{[c_{m,y}(i+n) - c_{m,y}(i)]^2}{n_f - n + 1}.$$  \hspace{1cm} \hspace{1cm} (7b)

In the case of simple diffusion, the MSD should be proportional with time,

$$\text{MSD} = 4Dnt$$  \hspace{1cm} \hspace{1cm} (8)

using a diffusion coefficient $D$.

A plot of the MSD versus time should be linear if the movement of the molecule is characterized by diffusion only. Due to the stochastic movement of the molecule, however, the trajectory of the center of mass of a single molecule will show statistical variations around such a linear behavior. Only by averaging sufficient data points can the MSD be measured accurately. The standard deviation $\sigma_{\text{MSD}}$ of the MSD can be expressed in terms of the number of data points and the time resolution of the measurement as (Qian et al., 1991)

$$\sigma_{\text{MSD}} = \frac{2n^2 + 1}{3n_f(n_f - n + 1)} (4Dnt)^2.$$  \hspace{1cm} \hspace{1cm} (9)

Therefore, an accurate determination of the diffusion characteristics benefits from a high frame rate and a long time range over which the molecule is followed.

MATERIALS

AFM setup

For the experiments, a home-built stand-alone AFM was used, as described elsewhere (Van derWerf et al. 1993). Triangular Si$_3$N$_4$ cantilevers (Park Scientific, Sunnyvale, CA) with a spring constant of 0.5 N/m were used for tapping mode in liquid, at a frequency of 30 kHz, a free-oscillation amplitude of 10 nm, and an amplitude setpoint of 8 nm. The data acquisition and image-tracking procedure was implemented in a LABView (National Instruments, Austin, TX) programming environment using an AT-MIO-16E data acquisition board (National Instruments). For scanning, software-generated scan arrays are applied to the piezo tube. After acquisition of the second frame, the cross-correlation with the previous frame is...
calculated, and the scan arrays are adjusted to compensate for the measured drift, before automatic acquisition of the next frame. On a Pentium II 350 MHz PC, the cross-correlation algorithm typically takes less than 1% of the frame time; thus the frame-acquisition rate is not significantly reduced by the procedure.

Sample preparation

Five microliters of a solution containing 1 ng/μL 5.4 kb plasmid (pcDNA3), 5 mM MgCl₂, 10 mM Hepes pH 7, and 20 mM KCl was pipetted onto a freshly cleaved mica disk. After approximately 30 s, the AFM was mounted onto the sample, and 200 μL, 5 mM MgCl₂, 10 mM Hepes pH 7, and 20 mM KCl buffer was added to the liquid cell. In this way, dehydration of the DNA was avoided. Immediately after mounting the AFM, it was possible to start the experiment; it was not necessary to wait for thermal equilibrium of the scanner.

Data analysis

Off-line data processing and analysis was implemented in interactive data language (IDL) (Research Systems, Boulder, CO). Image processing consisted of line subtraction, by fitting a second-order polynomial to each line, and subtraction of this fit. For off-line cross-correlation, the drift was measured between two frames, and the second frame was shifted accordingly to correct for drift. For determination of the center of mass of DNA plasmids, all pixels with a height of 0.5 nm or higher were used, except obvious pollution particles, which were manually discarded.

RESULTS

Cross-correlation of AFM images

Two typical unprocessed topography images of a 5.4-kbp DNA plasmid are shown in Fig. 3, a and b. The apparent width of the DNA strand is 20 nm, allowing a frame time of approximately 4 s with a scan range of 500 nm. The DNA molecules are loosely attached to the surface and, though parts of the molecules remain at the same position, other parts have moved between acquisition of frames a and b. Despite the very weak attachment to the surface, DNA molecules are not swept away by the scanning tip. The cross-correlation image of Fig. 3, a and b is plotted in Fig. 3 c. A maximum is observed at a displacement of 30 nm in the x direction and 70 nm in the y direction. Image artifacts, like tilt of the surface or drift of the scanner perpendicular to the surface, sometimes dominate the topography image over real topographical features. An elegant way to avoid

FIGURE 3  (a and b) Two succeeding frames of topography images of a 5.4-kbp DNA plasmid. Scan area, 500 × 500 nm²; height range = 5 nm. (c) The corresponding cross-correlation image. (d and e) The simultaneously acquired error-mode images, and (f) their cross-correlation. At a displacement of 30 (x), 70 (y) nm, a maximum in the cross-correlation image occurs that corresponds to the drift between imaging the two frames.
low-frequency artifacts is by using the error-mode image for image tracking. The error-mode, which is the amplitude signal in the case of tapping mode AFM, produces differentiated topography images, especially sensitive for edges (Putman et al. 1992). The error-mode images corresponding to Fig. 3, a and b are plotted in Fig. 3, d and e. The amplitude signal can be regarded as the band-pass-filtered topography image, with a lower cutoff frequency determined by the bandwidth of the feedback loop, and an upper cutoff frequency determined by the bandwidth of the RMS amplitude detector. Thus, only features that occur with a frequency between 1.6 and 5.0 kHz contribute to the error-mode image. The edges of topographical features, like the molecules under investigation, are included in this bandwidth, but tilt and vertical drift of the scanner generally have a much lower frequency and do not contribute to the error-mode image. The cross-correlation of Fig. 3, d and e is shown in Fig. 3 f and shows a sharper, more distinct peak than that of the unprocessed topography image. Using the error-mode for cross-correlation image tracking proved to be much more reliable than using topography images.

**Drift compensation by image tracking**

The cross-correlation algorithm was implemented in the data acquisition software, and, before acquisition of the next frame, the measured drift between two previous frames is fed back to the piezo scanner to compensate for it. In this measurement, a firmly bound DNA molecule that hardly showed any motion during the measurement, was followed in time. During the acquisition of a sequence of frames, the voltage necessary for the drift compensation is recorded. In Fig. 4 a, the accumulation of drift of a typical experiment is plotted as a function of time. The scan range was 500 nm measuring 128² pixels, at a frame time of 4 s. During the measurement, the average drift amounted 0.1 nm/s in the x direction and 0.2 nm/s in the y direction. At the end of the experiment, the total drift accumulated to more than 200 and 400 nm in the x and y directions, respectively. Without image tracking, after 40 min, only 12% of the area scanned in the first frame would still be in the field of view of the last frame.

To check the accuracy and reliability of the on-line image-tracking algorithm, we measured the residual drift of the images by a similar off-line cross-correlation algorithm. However, instead of the previously acquired frame, we used the first frame of the sequence as a reference to prevent accumulation of errors in the drift measurement. This procedure was applied to the topography images that were corrected for tilt and vertical drift by line subtraction of a second-order polynomial. The resulting drift is plotted in Fig. 4 b. The error in the image-tracking procedure amounted only 6 ± 3 nm, and never exceeded 10 nm. Small errors in the drift compensation do not accumulate, because, during 40 min, the residual drift does not show a systematic increase. Thus, on-line image tracking provides a reliable and accurate way to correct for drift.

**Mobility of DNA plasmids**

Although the image-tracking procedure is very reliable for stationary features, it can also be used to compensate for drift when imaging moving features. We used the image-tracking algorithm to keep track of a 5.4 kb DNA plasmid that was only loosely bound to the surface. In Fig. 5, part of a sequence of images measured at a frame rate of 4 s per frame is shown. To be able to follow this molecule, image tracking was necessary as drift exceeded several hundreds of nanometers during the experiment. Because at least some parts of the molecule do not move between succeeding frames, cross-correlation of the images still results in an accurate drift measurement. Pollution particles that are also present in the image remain at the same location during the sequence of images, confirming accurate drift compensation.

The DNA mobility of this plasmid is not the representative for all molecules. We observed a large variation in the mobility of DNA molecules that is also expressed in the quality with which the topography image can be measured. In Fig. 6, c and e, two typical frames of other, similar DNA plasmids in the same buffer are plotted. In the case of Fig...
the mobility of the plasmid is so high that the topography image shows apparently uncorrelated features that cannot be reconstructed to the shape of the DNA plasmid. However, based on the height of these features, and the size of the area in which these features are clustered, we conclude that they represent a very fast-moving DNA plasmid. However, to get a clear image of this plasmid, an even much better time resolution would be necessary. Even when the topography signal recording the scanning a single line is compared with the topography signal that is recorded on the linescan back, which has a delay of only 15 ms, a very faint correlation is measured. The time resolution is, in this case, at least one order of magnitude too small for an accurate measurement of the conformation of the molecule. However, the cross-correlation procedure still works, which was confirmed by qualitative evaluation of the peak in the cross-correlation image. In all cross-correlation images, a distinct peak occurred (data not shown), which is necessary for reliable measurement of the drift.

### Diffusion analysis of DNA plasmids

An important issue that needs to be addressed when imaging very loosely immobilized molecules with AFM is the effect of the scanning tip on the mobility of these molecules (Van Noort et al. 1998; Guthold et al. 1999). By using the theory of diffusion analysis as discussed in the theory section, the influence of the scan direction and scan velocity can be studied quantitatively, despite the fact that only very small movements of the plasmid are measured. Although the conformation of a DNA plasmid can sometimes not be
reconstructed from the topography image, its center of mass can still be calculated fairly accurately, though it is averaged over the frame time. In Fig. 6, b, d, and f, the MSD trajectory of the molecules in Fig. 6, a, c, and e is plotted for the scan direction and perpendicular to the scan direction.

The standard deviation of the MSD measurement as calculated by Eq. 9 is plotted as error bars in Fig. 6, b, d, and f. Although the slope of the MSD plot, and thus the diffusion coefficient, should be direction independent, in Fig. 6, b and d, a significant difference is observed between the diffusion
protein was studied (Van Noort et al. 1998). In contrast to previous reports where the mobility of photolabile molecules is often attributed to the scanning tip. This is evident because, in Fig. 6, diffusion in the fast-scan direction has a higher diffusion coefficient, whereas in Fig. 6b, diffusion in the fast-scan direction has a lower diffusion coefficient. If the scanning tip was influencing the movement of the DNA, the observed diffusion coefficient should also vary with the scan velocity. Except for the diffusion observed in the slow-scan direction in Fig. 6a, all the measured diffusion coefficients have the same magnitude of approximately 30 nm²/s. Figure 6c, however, was imaged at a frame rate 4 times less than the frame rate in Fig. 6a, and e, which apparently did not influence the measured diffusion coefficient. Thus, differences in mobility of the center of mass of the DNA plasmids are not likely to originate from tip-induced distortions, in contrast to previous reports where the mobility of photolabile protein was studied (Van Noort et al. 1998).

The MSD trajectory shown in Fig. 6b is typical for a molecule that is locally pinned to the surface. In Fig. 5, some parts of the molecule that remain fixed during at least three images are denoted with a circle. However, the regions of DNA that are pinned to the surface do not remain fixed during the entire series of frames, which can be seen in Fig. 5. This temporary fixation of the plasmid does have a major influence on the dynamics of the molecule as shown in both the MSD trajectory and the topography image. In a few instances, a streak or a sudden change in conformation appears. This may well be tip-induced: by tapping on the molecule, it may come loose from the surface. By introducing a dwell time between acquisition of successive images, this effect can be studied.

The plasmid shown in Fig. 6e shows unrestricted diffusion. The MSD increases linearly in time, and the slope of the MSD is equal for both scan directions. Deviations from a linear fit fall well within the expected standard deviation of the MSD versus time plot. As a result of unrestricted diffusion, the movement of the DNA plasmid is too fast for imaging by AFM. Using the image-tracking procedure, the diffusion of the scanner did not limit the duration of the imaging experiment. The experiments were stopped when part of the molecule itself diffused out of the scanned area. Although the image-tracking procedure still works when molecules are only partly in the scan area, the center of mass cannot be determined accurately, which would affect the diffusion analysis.

**DISCUSSION AND CONCLUSION**

The scan velocity of tapping mode AFM is limited by the hardware of the setup. Custom-made cantilevers with a high resonance frequency may help to increase the scan velocity (Walters et al., 1996), but these cantilevers are not easily available and they would require additional modifications of the existing AFM hardware as well.

Zooming in allows an increase of the frame rate, without extra damaging of the sample. Thus, images of 500 × 500 nm² of a single DNA molecule can be measured at only 4 s/frame for more than 200 frames without visible damage. To prevent drift that causes the molecules to move out of the scanned area, we have described a simple and reliable method to correct for thermal drift. An image-tracking algorithm allows zooming in on a small area over a long period. Because the error-mode image contains only features with spatial frequencies that correspond to small topographical features and excludes image artifacts like tilt or drift of the scanner, for on-line applications, using the error-mode image as input for the algorithm yields a more reliable result than using the topography image. The procedure can be applied independent of the sample shape, provided that succeeding frames have enough nonperiodical features in common. Using the image-tracking algorithm, we measured in the setup a drift of typically 0.2 nm/s, comparable with values reported in literature (Thomson et al., 1996). Off-line application of the cross-correlation procedure may be used additionally to correct for residual drift. By using the image-tracking procedure, the positions of fixed pollution particles, which form convenient position markers, on mica remain stable for at least 80 min, despite a significant drift of the scanner.

The high frame rates and the large number of frames allow single-particle tracking analysis, which is commonly used in studies on single molecules. DNA plasmids on a mica surface show a linear dependence of the MSD on time. Although only relatively small movements are observed, compared to the size of the molecule, displacement of the center of mass represents intramolecular movements rather than displacement of the entire molecule. The diffusion analysis, however, is still very useful to assess the influence of a scanning tip on the mobility of the molecule. Different values are sometimes obtained for directions parallel and perpendicular to the scan direction. Although this directional dependence points at disturbance of free diffusion by the tip, the effect seems not to be related to scan velocity. Local pinning of the DNA plasmids on mica can account for the observed behavior. Temporary immobilization of parts of the plasmids restricts diffusion and will decrease the MSD at long time intervals. This explains why the deviation from a linear dependence of the MSD on time is greater than that expected from the measurement inaccuracy.

The mechanism of the interaction between DNA and mica in MgCl₂ buffer has been the subject of discussion in several papers (Hansma and Laney, 1996; Rivetti et al., 1996). Differences in the composition of mica are presumably responsible for the poor reproducibility of these experiments. Guthold et al. (1999) report free two-dimensional diffusion of DNA fragments on Mg-treated mica. In a previous study, we have shown that immobilization of DNA on mica can be located at distinct points on the mica surface.
In the present study, we observed a large variation in the mobility of DNA plasmids and, despite the reproducibility of the measured diffusion coefficient of the center of mass of the plasmid, the appearance of the DNA molecule varied a lot.

The measured diffusion coefficients of the center of mass in this paper are one order of magnitude higher than those observed in a study by Guthold et al. (1999). Different batches of mica and different buffer solutions may account for this, but the poor reproducibility of the mobility of DNA makes it hard to evaluate these effects. The high mobility of the DNA may facilitate studies of protein DNA interactions because less hindrance by the surface can be expected when DNA is only loosely bound to the surface (Keller, 1998).

A frame rate one order of magnitude higher than generally achieved with an AFM allowed visualization and detailed analysis of the diffusion of these relatively mobile molecules. Application of the image-tracking procedure will simplify future experiments, visualizing single molecules with an AFM at a high temporal resolution, and will increase the accuracy of relative displacement determination of these molecules.
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