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A B S T R A C T  

Many practical problems require i n fo rma t ion  a b o u t  a branch o f  solut ions o f  a sys tem of  nonlinear  
equat ions  dependen t  u p o n  a scalar parameter .  We discuss some techniques  for fol lowing such a 
branch through a turning point  and descr ibe  an eff icient  me thod ,  with second  order  convergence,  
for finding the turning point .  We also s h o w  that ,  i f  extra  in fo rmat ion  is available abou t  the solu- 
tion branch,  the m e t h o d  can be  successful ly  applied to  finding simple b i fu rca t ion  points.  

1. INTRODUC'TION 

In many physical problems it is necessary to solve a 
system of nonlinear equations of the form 

f(x, X) = 0, (1.1) 

f :  D c R  n × R ~  R n,where the solution vector 
x(),) is a simple, continuously differentiable arc in 
R n dependent upon the scalar parameter X. Problems 
of this kind occur in many branches of mathematics 
but most notably in the theory of elasticity (see, for 
example, [4], [10], [11], [22], and the references 
therein). It is necessary to find x(X) numerically for 
values of X sufficient to define the curve [x(X), X], 
which is called a solution branch of (1.1) in R n x R. 
This solution branch will often exhibit complex be- 
haviour, but we note that x(X) satisfies the different- 
ial equation 

dx (X) = - J (x, X) -1 d (x, X), (1.2) 
dX 
where J(x, X) = axf(X, X) and d(x, X) = ~xf(x, X). 

We assume throughout that f(x, X) is twice continu- 
ously differentiable with respect to x and X on D 
and then (1.2) follows by differentiating (1.1) with 
respect to X. Thus, if J[x(X), X] is non-singular, then 
x(X) is locally continuous. Points o n  [x(X),  X] at 
which J(x, X) is singular are called critical points 
(often bifurcation or singular points) and have re- 
ceived a large amount of attention in the literature 
(see the references cited above plus [3], [71, [8], 
[12], [13], [19], [201, [22], [231). 
It is the purpose of this paper to describe some 
efficient methdds for the accurate determination of 
certain critical points. Firstly we consider the simplest 
type, which is a point, (x*, X*), such that J[x(X), X] 
is nonsingular for ), close to X* and where 

rank [J(x*, X*)] = n-l, (1.3a) 

rank [J(x*, X*) d(x*, X*)] = n. (1.3b) 

(x*, X*) is called a limit point. If the solution branch 

[x(X), X] through (x*, ~t*) exists for all X in an open 
neighbourhood of X*, then (x*, X*) is called a point 
of inflexion otherwise it is a turning point. In structur- 
al problems, a turning point represents the boundary 
between stability and instability of the system. 
Prior to discussing methods for finding a turning point 
we consider, in section 2, the problem of following a 
solution branch through a turning point. We describe 
a method which is similar to that developed by Riks 
[22] and Menzel and Schwetlick [13] but involves 
less work per step. 
In section 3 we describe methods for the accurate 
determination of (x*, X*). Simpson [23] described an 
iterative method which required, at each iteration, the 
solution of (1.1) for some X and the estimation of 
the smallest eigenvalue of J[x(X), X]. His method 
converges linearly to (x*, ~t*) and is suitable only for 
symmetric J(x, X). Here we describe methods which 
require tess work per iteration, have quadratic conver- 
gence to (x*, X*) and do not require J(x, X) to be 
symmetric. 
A critical point, (XB, XB), which is such that J[x(X), X] 

is nonsingular for X close to X B and where 

rank [J(XB, XB) ] = n-l, (1.4a) 

rank [J(XB, XB) d(XB, XB) ] = n-1. (1.4b) 

is called a simple bifurcation point. Given an addition- 
al condition at the second derivative of f(x, X), 
Crandall and Rabinowitz [7] have shown that, in a 
neighbourhood of (x B, )tB), the totality of solutions 
of (1.1) form two continuous curves intersecting only 
at (x B, XB). In many applications it is necessary to 

follow one branch, often called the primary branch, 
and on detecting the presence of a secondary branch, 
to follow it (see Keller and Langford [12] and Rhein- 
boldt [19], [20] for methods). In the case when the 
primary branch satisfies some symmetry relations it 
is often possible to generate a method which converges 
to (x B, XB) with second order convergence and we 
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discuss this in section 4. The method also has the 
advantage of  providing an approximation to the zero 
eigenvector of  J(x B, )~B)' which is required by the 

methods in [12] and [20] for finding a point on the 
secondary branch. 
Finally, in section 5, we describe some numerical 
experience with the methods. 
We note that, in an at tempt to be brief we have 
omitted much of  the detail in the following sections, 
particularly the numerical aspects. The interested 
reader will find much of this detail in Abbott  [2]. 

2. FOLLOWING TRAJECTORIES THROUGH 
TURNING POINTS 

In this section we describe briefly the method due 
to Riks [22] and Menzel and Schwetlick [13] and 
our modification. In [13] the method was described 
as a means of  extending the region of  convergence 
of methods for the solution of  nonlinear equations. 
It appears that such a method involves an unnecessary 
amount of  work for that problem where the 
accurate determination of  the solution trajectory is 
not required (see [1], [2] for details). However the 
approach is effective when following a solution 
branch past a turning point. Earlier methods for this 
problem, e.g. [4], [23], solved (1.1) by Newton's  
method for a sequence of  values of  ~, X i, i = 1, 2 .... 
However, failure occurs when Ix(hi), hi] approaches 

a turning point. Once failure has occured the turn- 
ing point can be passed by extrapolating over (x*, ~*) 
but the accuracy and efficiency of the method is 
impaired since J(x, ~,) is nearly singular close to 
(x*,)~*). Anselone and Moore [3] suggested chang- 
ing the scalar variable to overcome these difficulties 
but considered only particular cases. Recently Riks 
[22] and Menzel and Schwetlick [13] have employed 
an idea essentially due to  Davis [8] and make a 
change of  variable which is applicable generally. 
It will be convenient to write 

y:N 
or, more conveniently, y = (x, X), and to consider 
f as a mapping from D c R  n + l  ~ R n. Then (1.1) 
becomes 

f(y) = 0. (2.17 

Define y* = (x*, X*) and H(y) by 
H(y) = [J(y) d(y)l 
then, from (1.3), rank [H(y*)] = n. In fact, it 
follows from our assumptions that, for any y satis- 
fying (2.1) in a neighbourhood of y*, 
rank [H(y)] = n. (2.2) 

The technique described by Riks, Menzel and 
Schwetlick is to add, at each iteration, an auxiliary 
equation to (2.1). They choose a function 
fl(y), fl : D c R n+ 1 _+ R, such that the solution of  

g(Y7 = If(Y)] = 0 (2.3 7 [fl(y)] 
is well defined and is a required point on the solu- 
tion branch. Let G(y) denote the Jacobian of  g(y). 
Suppose 9 is a known solution o f  (2.17 and we wish 
to find a new point on the solution branch. We can 
define the branch in R n+ 1 by y(s 7, where s represents 
the arc length, and let 9 = y(g). Now/3(y) is defamed 
simply as 

fl(y) = bT(y-~ ,) - o (2,4) 

for some b and o. Denoting the derivative of  y(s) 
with respect to s by )~ (s), Riks, Menzel and Schwet- 
lick make the choice 
b = ~(¢). 
Note that ~(¢) is a unit vector tangent to the solution 
branch at ~ and is the unique solution, o f  unit length, 
of  

This choice of  b actually maximises IDet [G(9)]l over 
all possible choices of  b of  unit length. This follows 
from the following Lemma which is similar to a result 
in [22]. We omit the proof  which is given in [2]. 

Lemma 1 

Let G(y) be the Jacobian of  g(y), defined in (2.3), 
with fl(y) def'med by (2.4). Then 

Det [G(~)]  = p bT~(~)  
where p is a non-zero constant independent of  b. 

An initial estimate, z, of  the new point is found from 
z = 9 + o~/~) 
and the system 

(y-9) T y(~)] = 

is solved using Newton's method.  That (2.5) has a 
well defined solution, for sufficiently small o, follows 
from the nonsingularity of  G(9 ) and the implicit 
function theorem. The basic idea is expressed in Fig. 
1 for the scalar case. 
The equations (2.5) constitute n + 1 equations in 
n + 1 unknowns and, whilst work can be saved by 
noting that one equation is linear, we prefer to reduce 
the number of  variables in a direct way. If 3(y) is 
chosen as 

e T ^ fl(Y) = r (Y-Y) " o, 
for some r, o, where e r is the rth unit vector, then 
(2.5) becomes 

f(y) = 0, (2.6a) 

Yr = )rr + o (2.6b) 

which, since y is known, constitute n equations in 
n unknowns ($). The index r is chosen so that the 
determinant of  G(~) is as large as possible at Y" When 
r = n+ 1 the method is one of  incrementing ~. as 
described above. Close to a turning point some other 
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element of  y will be more suitable as the increment- 
al variable. Since we have reduced the number of 
equations by one, the amount of  work saved may 
be significant if n is small or if many points on the 
solution branch are required. 
To choose the index r we note, from Lemma 1, that 

Det[G(~)] = p eTy(~) and we choose r to maximise 

leT~,(~)l, j = 1 . . . . .  n + 1. We note that the angle, 

0j, between the solution branch at ~ and the jth 

coordinate direction is given by 

cos Oj = eT~(.~). 
Thus our choice of  r gives the variable, Yr' whose 
coordinate direction makes the smallest angle with 
the solution branch. This is expressed in Fig. 2 for 
the scalar case. 
In practice the initial estimate of  the solution of 
(2.6) is taken as 
z = ~ ÷ ,z~;(~),  

a/eTr~(~), which is the linear estimate of  where a 

the solution. Then (2.6a) is solved by Newton's 
method. 
Similar processes to these were also used in [11] 
and [17] but for problems with only 2 or 3 dimens- 
io ns. 

3. ACCURATE DETERMINATION OF A TURN- 
ING POINT 

3.1. Introduction 

Several methods, based upon interpolation, have 
been suggested for the accurate determination of a 
turning point, (x*, X*), on a solution branch of (1.1). 
Notably Simpson [23] describes an iterative method 
which gives linear convergence to (x*, X*) and which 
is suitable for problems with symmetric J(x, X). In 
this section we present some methods which, for 
less work per iteration, give second order convergence 
to (x*, X*) and do not require J(x, X) to be sym- 
metric. 
We assume that a reasonable estimate, (x o, Xo), of  
(x*, X*) is known from following a solution branch 
using a method from section 2. In many problems 
the value of  zx(X) = Det [J(x(X), X)] determines 
whether or not the system is stable and, as ix(X) 
changes sign, the branch passes through a turning 
point (in or out o f  a region of  stability). When zx (X) 
can be easily e~aluated it can be monitored to specify 
when two iterates straddle a turning point. But better 
than evaluating A (X) is to note that 
A[X(s)] = a(s) X(s) 
where a(s) is a non-zero function in the region of  
the turning point, (see [2] for a proof  of  this result). 
Thus ix (X) changes sign with ~(s) which is computed 
as a component of  ~(s) and so the sign of  zx(X) can 
be monitored without extra computation. 
To find the turning point we set up a set of  equations 

which, in the region of  interest, have a unique solution 
(x*, X*). These are of  the form 

f(x, X) = 0, (3.1a) 

¢(x,  •) = 0, (3.1b) 

where ¢ : D c R n x R --, R n is chosen so that 

~(x, X) = 0 i f f J (x ,  X) is singular. (3.1c) 

In section 3.3 we give some choices of  ¢(x, X) which 
have proved successful in practice but they are 
characterised'by being expensive to calculate. For this 
reason we describe, in section 3.2, a method suitable 
for this case. 

3.2. A Newton Like Method 

In this section we describe a method which we will 
use for solving (3.1). Since it may be of  interest in 
other cases, we describe it in some generality and 
apply it to (3.1) in the next section. We consider the 
general problem of  solving the nonlinear equations 

q(z, p) = 0 (3.2a) 

and 

~k(z, p) = 0, (3.2b) 

q : D c R n x R -~ R n, ~ : D c R n x R -- R, where 

azq(Z, p) = Q(z,/a) (3.3) 

is nonsingular in the region of  a solution (z*, p*) of 
(3.2). We assume that derivatives of ~ (z,//) are not 
available and that ~ (z,/a) is expensive to evaluate. The 
method we describe is similar to those of Brown [6] 
and Brent [5] but is more suitable when Q(z,/a) is: 
available analytically and when Q(z,/a) is large and 
sparse or easy to evaluate. We note that, for small 
problems, we have used Brent's method with success. 
(See [14] for an implementation and also [5] for Brent's 
comments on the suitability of his method for problems 
where the Jacobian is sparse). 
Suppose (z i, Vi) is an approximation to (z*, p*), then 

we linearise (3.2a) about (z i, Pi) and define the sub- 

space £i to be the space where this linearisation is 

zero. That is, £i is the set of  points (z, p) such that 

q(zi'/ai) + [q(zi'  Pi) u(zi' Pi)] [ z-zi] = 0, 
L~-~ d 

where u(z,/a) = a#q(z, #). Now, omitting the arguments 

(zi' Pi) and writing q(z i, hi) = qi etc., and assuming 

Qi is nonsingular, £i is defined by 

£i = {(z, p) I z = $i+ 1-Qilui(u-#i )} 

where 

£i+ 1 = zi - Qilqi  • (3.4) 

Now we define ~i : Di c R -- R as ~, restricted to 

£i' by 

~bi(P) = ~[~i+ 1-Qi lui( / l -ui  ) '/a], (3.5) 

where D i = {/a I [~i+ 1-Qilui(P-pi ), p] ~ D). Then we 
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can attempt to find a zero of ~(/~) on £i by linear- 
ising ~i and applying a Newton step. Since we can 

not evaluate d~i  (#i)' we approximate it by 

~i(gi+6i)-~i(/zi ) d~---J-i (/a i) = = zx i, (3.6) 
d/~ 6i 
for some 6i # 0, and generate the step 

~i(/~i ) 
/~i+ 1 = /~i - - -  (3.7) 

t, i 
Then zi+ 1 is given by 

zi+ 1 = ~i+ 1 - Qilui(/~i+ 1"/~i )" (3.8) 
The following theorem gives sufficient conditions 
for the sequence {(z i,/ai))generated by (3.7) and 

(3.8), to converge, with second order convergence, 
to (z*,/~*). 

3.3. Choices for ~b (x, X) 

The equations we wish to solve are given in (3.1) 
and, to apply the method of  section 3.2, we must 
put them into a form which satisfies the conditions 
of Theorem 1. To do this we note that, from (2.2), 
rank H(x, ~) = n in the region of a turning point, 
where 

H(x, X) = [J(x, X) d(x, X)]. (3.11) 

Thus H(x, ;k) has n linearly independent columns. 
It is convenient to define the (n + 17 x n matrices 
Pj, j =  1 ,2  . . . . .  n +  1 b y  

P n + l =  [~n] , P j = P R + I  + (~ 'n+l -g j )  eT, (3-12) 

where I is the n x n unit matrix with columns 
n 

e I ..... e n and ~1 ..... ~n+l are the columns of !n+l" 

Then, if we write 
Theorem I 

Supposeq : D c R n x  
are Frechet differentiable on D and their derivatives 
satisfy a Lipschitz condition on an open neighbour- 
hood S of  the point (z*,/~*) which is a solution of 
(3.2). Suppose also that Q(z, #), defined in (3.3) has 
a bounded inverse in S and that the inverse of  

R(z,/./) = [ Q(z,//) u(z, #) 1 (3.9) 

L J 
exists and is bounded on S,where u(z, #) = apq(z,/~). 

Then there exists an e > 0 such that, if 

Zo-Z* < e, 

#0-#*1 
the sequence ((z i,/,ti) } defined by (3.4) - (3.8), where 

6 i is chosen as 

I ~(z i, /~i)[/[ 1 + IIQ(z i,/~i)-lu(zi ,/~i)[[], 

= [ i f  @(z i, #i) * 0, (3.10a) 

1 
[sufficiently small otherwise, (3.10b) 

converges to (z*,/~*) and the convergence is second 
order. 
(Note that, in practice, to ensure that 8 i ~ 0 we can 

choose ~i = r, where the stopping criterion is 

[ Zi+l - z i  I < r, if (3.10a 7 gives a value less thanr.) 
/~i+ 1 /~i 

Proof 
The proof is fairly straightforward but rather long 
and so will be omitted. See [2] for the complete 
proof. 

H = H(x, ~) = [h 1 h 2 ... h n d] = [J(x, ~,) d(x, ~,)1 
R-~ R n a n d @  : D c R  n x R ~ R w e h a v e ,  for somer ,  

HP r = [h 1 h 2 ... hr_ 1 d hr+ 1 ... hn]. 
Thus we can choose r so that HP r is nonsingular. It 

is shown in [2] that the best choice of r is actually 
the value chosen in section 2, because that choice of 
r maximises Det (HPr). Now we define (z,/.t) and 
(z*,//* by 

x 1 

x 2 

z =  X = P r  X ' ~ =  Xr;Z* pT x 
Xr. r L x*] r' 

X n 

and q(z, #7 by 
q(z, . )  = f(x, x). 
Then Q(z, g) = H(x, X) Pr' which is nonsingular in 

a neighbourhood of (z*, ~'7 as required, and u(z, #) 
= hr(x, ~). Also we define ¢(z,/1) by 

~(z,  ~) = ~ (x, X). 
If ~(x, X) satisfies (3.1c), then it follows (see [2]) 
that R(z,/.t 7 defined in (3.97 is singular at (z*,/1") if 
and only if the solution branch at (x*, X*) is tangent- 
ial to the surface on which J(x, X) is singular. This 
is not generally the case• 
We now consider specific choices for q~ (x, X). From 
(3.1c) the obvious choice is 

~i(x, X) = Det [J(x, ~)]. 
This choice proved acceptable except in two cases. 
When J(x, X) is large and sparse, the evaluation of 
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¢ 1 (x, X) may be inconvenient since it requires the 
factorisation of J(x, X) into matrices which are not 
necessarily sparse. Secondly, if Det Lt(x,X)] is very 
small compared with Ill(x,),)II, then loss of significance 
occurs in the evaluation of ~:(z,#) and therefore of 
~i in (3.6), which adversely a~fects the convergence 
rate of the method. Despite these difficulties, this 
choice proved successful for several small problems, 
but we discuss two further choices which do not 
suffer the same disadvantages. 

Define ¢2 (x, X) by 

¢2(x, ~t) = e?[H(x, ]k)Pr]'l hr(x, ~k), 

where r is the index described earlier, which 
guarantees that H(x, X)P r is nonsingular in the 

neighbourhood of  (x*,)t*) and hr(x, X) = H(x, X)~ r. 

We note that, from (3.11), and omitting the 
variables (x, X) as arguments, we have 
J = HPn+ 1 
and, from (3.12), 

~ e T J = HP r + H ( ~ -  en+l )  r '  

= HP r [I +(HPr)-I (h r - d)eT]. 

Using the identity Det(I + ab T) = 1 + bTa, we 
have 

Det J = Det(HP'r) [1 + eT(HPr )'1 (h r - d)l 

and, using (HPr)-I d = e r, we have 

eT(Hp )-1 hr . Det J = Det (HPr) r ,  r, 

This shows that ~b2(x, ),) is a suitable choice since 

¢2(x, X) = 0 i f fJ (x ,  X) is singular. 

Its evaluation requires the solution of a system of 
linear equations and so it is suitable in the case 
when H(x, X) is sparse. 
Our final choice for ¢ (x, X) is given by defining 
¢3(x, X) by the relation 

J(x, X) v(x, X) = ¢3(x, X)w, (3.13a) 
T 

s v(x, X)= 1, (3.13b) 

for some fixed s and w such that IIs II--- Ilwll = 1. 
This choice is an extension of the method of  Osborne 
and Michaelson [15], [16] for the nonlinear eigen- 
value problem in one variable. ¢ 3(x, X) is well 
defined and continuous in a neighbourhood of 
(x*, ~t*) provided that s and w have components in 
the directions u r and u~ respectively, where Ur* and 

u~ are the right and left eigenvectors of  J(x*, X*) 
corresponding to the zero eigenvalue. In practice, if 
w is a reasonable approximation to u* then the 

r '  

choice s = ek, where k is chosen to maximise ~e?wl, 
d 

j = 1 . . . . .  n, is suitable. Also it is most efficient to 
change w, and therefore s, at each iteration, always 

using the best estimate of u* for w. 
r 

J(Xo,Xo )-1 d(xo,Xo), which is the first n components 

of ~r at (Xo,)to) and so has already been calculated, is a 

good initial choice for w when suitably scaled. 
To complete our description of  the method for this 
choice of ¢ (x, X), we define the subspace £i as in 
section 3.2 and the matrix Mi(P) by 

Mi(P) = J[~i+ 1-Qilui(#-Pi )'/a] 
where, for brevity, we are considering J to be a 
function of  z and p. Then if w i is our current estimate 

of U*r and e k is our current choice of  s, then ~i(/ai) 

is given by 

Mi(/ai) vi+ 1 = ~bi(Pi)wi 

and 

e~vi+l  = 1. (3.13b') 

vi+ 1 is found by solving 

Mi(Pi)v = w i (3.14) 

and scaling the solution to satisfy (3.13b') and also 

~i(#i) = 1/e~v. 

This represents one step of  inverse iteration and so 
vi+ 1 will be richer in U*r than w i. Thus vi+ 1 is a better 

choice for wi+ 1 than w i. It is shown by Osborne 

[17] that another efficient choice of  wi+ 1 is vi" + 1' 

given by 

dM i 
vi+ 1 = ~ (#i) vi+ 1" 

We do not have the derivative of Mi(# ), but, in the 

estimation of d~ki du (p) on £i' we also calculate 

Mi(/~i+gi) and so we can improve vi+ 1 by forming 

vi'+ 1 = [Mi(Pi)-Mi(Pi+~i)]vi+ 1" (3.15) 

Then we set wi+ 1 t o  h~ vi+ 1 or vi" + 1 and scale it 

suitably. It is important to note that, as the process 
converges {Mi(Pi)} approaches J(x*, X*), however, 

in the same way as inverse iteration, no difficulties 
arise when solving (3.14) due to Mi(#i) being nearly 

singular. All that is necessary is that care be taken in 
solving (3.14) so that the solution remains within 
machine bounds. 
We conclude this section with three remarks. 

Remark 1 

For each choice of ¢, an iteration requires the solu- 
tion of four linear systems and gives second order 
convergence to the turning point. This compares 
favourably with the method described by Simpson [23]. 
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Also we note that with ¢ 2 and ¢ 3 the work in solv- 

ing these systems can be reduced as follows. If a 
direct method is to be employed for solving the 

linear equations then, when calculating Qilui and 

Qilqi in (3.4) and (3.5), it is only necessary to de- 

compose Qi into its appropriate factors once. This 
saving cannot be made if an iterative method is 
being used to solve the linear systems. In this case, 
however, the calculation of @i(Pi+Si ) and ffi(Pi) 

each require the solution of a linear system. More- 
over, the solution of the first will provide an excel- 
lent estimate of the solution of the second. The 
result is that few iterations will be required for the 
second system. 

Remark 2 

The method of  Osborne and Michaelson is just one 
of a class of methods for the nonlinear eigenvalue 
problem which could be applied to this problem. 
Some of these are discussed in [21]. 

Remark 3 

In addition to the conditions on f already assumed, 
to satisfy the conditions of Theorem 1 it is necessary 
that the second derivatives of f satisfy a Lipschitz 
condition in a neighbourhood of (x*, X*). 

4. SIMPLE BIFURCATION POINTS 

We point out, in this section, that the method of 
section 3 can sometimes be applied to finding simple 
bifurcation points. To find a point (x B, XB) defined 
in (1.4) we can solve 

f(x, X) = 0, (4.1a) 

¢(x, X) = 0, (4.1b) 

with ¢ (x, ~) given by ~b 1 or ~b 3 from section 3. In 

this case, however, the resulting Jacobian is singular 
at the solution and so the method converges only 
linearly. However, it is often the case that, on a 
primary branch, we have independent information 
about the solution curve x(X). For example, in the 
problems discussed in section 5, noting the symmetry 
gives the required information. If x, on the solution 
branch, also satisfies 
t(x, X) = 0 

t : D c R n X R ~  R m , m  < n, t h e n i t w i l l b e p o s -  
sible to replace certain components of f by compon- 
ents of t in such a way that the resulting system has 
full rank at (x B, XB). In the case when J(x, X) is 

factorised we can first apply the method to (4.1) 
and then convergence to (x B, XB) is linear. In solving 

systems of the form J(x i, ~) v = b we factorise 

J(x i, hi) into 

PJ(x i, ~)  = LU 

where P is a permutation matrix and U is upper 
triangular and L is unit lower triangular. We extend 
the decomposition to form 

?,,,1 [:1 T(xi' Xi) l [U]. 

where T(x, X) = axt(X,X).When a pivot in the de- 

composition of J, from the kth row say, becomes 
small compared with the elements of J, we replace 
that row by a row of T(x, X), the jth say, which 
maximises the pivot. We then continue with a new 
system, in which fk(x, X) in (4.1a) is replaced by 

tj(x, X). This new system satisfies the conditions of 

Theorem 1 and so we can attain rapid convergence 
to (x B, XB). 

It is particularly convenient to use ~ (x, X) = ¢3(x, X) 
from section 3.3 since, on converging to (x B, XB), the 

current value of w i gives a good approximation to 
the zero eigenvector of J(XB, XB) which is useful 

when looking for a point on the secondary branch. 
(See [12], [20]0 

5. NUMERICAL RESULTS 

We have applied the methods of sections 2, 3 and 4 
to several problems with success and we describe two 
which have appeared in the literature. The trussed 
dome problem [10], which was also considered in 
[19], is a physical example of stability loss. The dome 
of Fig. 3, if subjected to vertical forces at the nodes 
1, 2 ..... 7, deforms until it loses stability at a turning 
point. Here x(X) defines the position of the nodes. 
The force at node i was ~k8 i, i = 1 ..... 7, where 

31 = 10-4, 3j = 2 x 10-4, j = 2 ..... 7. Fig 4 shows 

the vertical displacement, ~, of the central node for 
varying X and the turning point was found to be at 
X*= 9.074147.., 

when for example, ~* = 0.7865549... With the 
choices of ¢ = ¢ 2 and ~b 3 the algorithm displayed 

second order convergence to (x*, X*). The choice of 
q~ (x, X) = Det [J(x, X)] suffered from the loss of 
significance described in section 3.3. Typical values 
of the relevant functions in the region of (x*, X*) 
where 

Ill(x, X)II = 10 5 ,  I~bl(X, X)I= 10 -37, 1~2(x, X)I = 10-1, 

k~ 3 (x, X)I = 10-4 

and so the choice of el(X, X) was less effective 
than the other choices. 
The second problem was described by Simpson [23] 
and is the solution of the boundary value problem 

a2u ~2u - X e  u, (x ,y)  e D ,  
- ax 2 ay2 

u(x, y) = 0 (x, y) ~ aD, 
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where D is the unit square. The problem was dis- 
cretised using the 9-point box form of  the Laplacian 1. 
(See Fox [9]) on a uniform mesh of  size h. The 
resulting system is of  the form (1.1) where X appears 
nonlinearly. If m = l /h ,  the problem is of  dimension 
(m-l)  2 and is sparse, so we used the iter~.tive method 
of Paige and Saunders [18] to solve the linear sys- 
tems. We used the choices qb2(x, ~.) and ~ 3  (x, ~,) 3. 

and both were successful. 
Fig. 5 shows how u(0.5, 0.5) varies with X (calculat- 
ed with h = 1/12). We calculated the turning point  
on mesh sizes h = 1/16 and h ~- 1/24 and derived 4. 
the results : 
h = 1/16 : ~.* -- 6.8080865 .... u(0.5, 0.5) =1.3916567.. .  
h = 1/24 : ~.* -- 6.80811698 .... u(0.5, 0.5) = 1.3916603... 5. 
with convergence, in each case, being attained to 
more than the figures shown. These results for ~.* 
should be more accurate than those given by  Simp- 6. 
son. 
Typically, the number of  iterations were the same 
for ~2(x ,  )k) and ~3 (x, •) with the correction (3.15). 
Without this correction, on average, using ~ 3 (x,),) 7. 
cost about one extra iteration. But in all cases the 
second order convergence to the turning point  was 
apparent. 8. 
The method o f  section 4 was applied to finding the 
simple bifurcation point  which occurs in the trussed 
dome problem. The value of  Det[J(x, )~)] was 
monitored along [x(~), )~] to bracket (x B, )~B) and 

then the method of  section 4 was applied with 
¢(x,  ~.) given by  ~b l(X, ~.) and ¢3(x ,  )~) and with 10. 

several o f  the obvious symmetry relations. The 
methods were again successful and, on choosing an 
appropriate symmetry relation, the convergence to 
(XB' ~'B) was second order. The bifurcation poin t  11. 

was found to be at 
~'B = 4.341092788...  

12. 
where, for example ~B = 0.1796179807...  Note that 
when using q5 3(x, ~.), the initial choice of  

Wo = J(Xo ' )%)-1 d(xo ' ~'o) is not  suitable since, as 

in this example, w o may have a very small component  13. 
in the direction of  the appropriate eigenvector. For  
the bifurcation point problem we have found choos- 

T (1 ,  1 ..... 1) is acceptable. ing w ° = 
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Fig. 3. Geometry of  Trussed Dome (from [10]). 
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