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Abstract

An optimality system of equations for the optimal control problem governed by Helmholtz-type equations
is derived. By the associated first-order necessary optimality condition, we obtain the conjugate gradient
method (CGM) in the continuous case. Introducing the sequence of higher-order fundamental solutions,
we propose an iterative algorithm based on the conjugate gradient-boundary element method using the
multiple reciprocity method (CGM+MRBEM) for solving the discrete control input. This algorithm has an
advantage over that of the existing literatures because the main attribute (the reduced dimensionality) of the
boundary element method is fully utilized. Finally, the local error estimates for this scheme are obtained,
and a test problem is given to illustrate the efficiency of the proposed method.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

In recent years, much attention has been paid to research of the distributed elliptic optimal
control problems. The need for accurate and efficient solution method for these problems has be-
come an important issue. There have been extensive theoretical and numerical studies for finite
element approximation and finite difference technique for these problems (see [2,3,6,7,9-11,17]),
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but much less research is available for boundary element method. In general, the boundary ele-
ment method has many advantages over the finite element and finite difference method in saving
computational work for linear elliptic boundary value problems. One of the main attributes of the
boundary element method is the reduced dimensionality due to the boundary integral formulation
(see [4]). These features, however, do not seem to be convenient for some domain integrals in in-
tegral equations because of nonhomogeneous state equation associated with the control function.
But we found that the conjugate gradient-boundary element method using the multiple reci-
procity method (CGM+MRBEM) is available for solving this kind of optimal control problem.
Some previous works about CGM and CGM+BEM are as follows. In the article by A.M. Ramos
(see [14]), the author looks for the Nash equilibria for the multi-objective control of linear dif-
ferential equations. Then, to combine finite difference methods for the time discretization and
finite element methods for the space discretization, conjugate gradient algorithms for the itera-
tive solutions of the discrete control problems are developed. In the article by L. Marin (see [12]),
the author proposes the CGM+BEM solution to the Cauchy problem for Helmholtz-type equa-
tions. This method produces a convergent and stable numerical solution. But the CGM+BEM
proposed by L. Marin is not available for distributed elliptic optimal control problem because the
Cauchy problem considered in this article is homogeneous.
In this paper, we are interested in the optimal control problem

minJ () = <1y = y2 |22 0 + Ll (1.1)
u 3 2 Z LZ(Q) 2 LZ(.Q)’ .

Ay +k*y = f+u, in2CR? (1.2)
y=0, onl, (1.3)

where A is Laplace operator, §2 C R? is a bounded domain and I is its boundary. y, € Lz(.Q),
f € L?(£2) are given functions, and y is the weight of the cost of the control function u. This
optimal control system can be used to study the vibration of a structure, the acoustic cavity
problem, the radiation wave, the scattering of a wave, and the problems of heat conduction (see
[2,6,8,12,13,17]). It is well known that the fundamental solution of Eq. (1.2) can be expressed in
terms of the zero-order Hankel function of the second kind as follows (see [8,13])

V() = —%HO‘Z)(kr), (14)

where r stands for the distance between the source and field points, and Héz) is the zero-order
Hankel function of the second kind, which leads to the consumption of a huge amount of compu-
tational time for computing the domain integration using the conventional BEM formulation. In
order to avoid this shortcoming, an alternative method is the multiple reciprocity method (MRM)
for the conversion of the domain integral to the corresponding boundary one by means of the se-
quence of higher-order fundamental solutions, in which all the integrals are expressed by the
real-valued fundamental solutions (see [8,13,15,16]).

In our work, inspired by the literatures [2,3,8,9,12-14], we propose the CGM via the associ-
ated first-order necessary optimality condition, and then introduce the sequence of higher-order
fundamental solutions of (1.2) (see [8]) to derive the CGM+MRBEM for finding the solution
of the discrete control. In our algorithm, we are simply to constitute the finite element approx-
imations for some unknown boundary functions by partitioning I". We are not to constitute the
finite element approximations for functions on the domain £2 though a finite element mesh of £2
is given. By partitioning §2, we simply obtain the numerical integration formulae for computing
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some domain integrals of known functions. The numerical solutions of functions are obtained
by the boundary integral formulations. This is an advantage over much of the existing literature
because the main attribute (the reduced dimensionality) of the boundary element method is fully
utilized in the CGM+MRBEM.

This paper is organized as follows. In Section 2, after our efforts to analyze our problem,
we constitute the necessary and sufficient optimality condition for (1.1)—(1.3). In Section 3, the
conjugate gradient algorithm of the optimality system is derived. In Section 4, we describe the
boundary integral equations and the boundary variational equations using multiple reciprocity
method (MRM) for some of boundary value problems in the CGM, and give the CGM+MRBEM
for the problem (1.1)—(1.3). Section 5 focuses on the error estimates for the CGM+MRBEM. In
Section 6, a numerical example will be given to support our method.

2. Optimality system
In this section, we describe the optimality system of the problem (1.1)—(1.3).

Theorem 2.1. Assume that §2 is convex, then there exists a unique solution (y*,u*) € (HO1 )N
H?(£2))? to the optimal control problem (1.1)—(1.3) such that

Ay +Ky=f+h  in2CR,

y=0, onl,
AL+ KL =—(y—y,), in$2 CR? 2.1)
A=0, onl,
yu=Aa, ins2.

Proof. Forany u € L?(£2), there exists the solution y € Hé (£2) N H*(£2) of the problem (1.2)—
(1.3) by the convexity of 2. Let y = y(u), where y(u) denotes the solution of (1.2)—(1.3) as
a function of u, then the mapping u — y(u) form L2(.Q) to HO1 £2)N Hz(.Q) is affine and

continuous. Let y(u,8u) be its first derivative at u € L2(§2) for y(u) in the direction du, where
Su is variation for u, then we have

{ Ay (u,8u) + k2y' (u,8u) = 8u, in 2 C R2, 2.2

v (u,8u) =0, on I

Let J(u) = J (y(u),u), then

J (u,8u) = /(y(u) —y2)y (u,8u)d2 +y / usu ds2,
2 2

- 2
J" @) Bu,8u) = ||y, 8w)]| 2, ) + / (y@) = y2)y" @) Gu, 5u) d2 + y1l8ull7s -
2

Obviously, the functional Jis uniformly convex because the second derivative of y(u) is zero.
This implies existence of a unique solution u* to (1.1)—(1.3).

Suppose that (y*,u*) is a solution of (1.1)—(1.3), then the solution is characterized by the first
order necessary optimality condition J'(u*,8u) = 0 for all Su

I (u*,8u) = (y* — Yao ¥ (U*,81)) 2 gy + ¥ (W, 8u) 20 =0, Vou € L*(£2). (2.3)
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Introduce a costate function A* as the solution to the problem

{Ak* HEA = —(F —y), In2 SR 24

A =0, onl.

Then there exists the solution A* € Hé (£2) N H?(£2) for any y* € Hé (2)NH* ().
By (2.2) and (2.4), we have

/k*Ay’(u*,Su)d.Q +k2/A*y’(u*,8u)dS2:/A*Sudﬂ,
2

2 2
/y/(u*,éu)A)»*d.Q Jrkz/y/(u*,(Su))»*d.Q = —fy/(u*,éu)(y* —y,)dS2.
2 2 2

Consequently, utilizing the Green formula and the boundary conditions of (2.2) and (2.4), we
have

/A*(Su ds2 + /(y* —v)y W*,8u)d2 =0.
2 2
By the equation above and (2.3), there holds

T (¥, 8u) = — (W, 8u) 2y + ¥ ¥, 8u) 120y =0, Vou e L*(R2). 2.5)
Obviously, the optimality system (2.1) and the result (y*,u*) € (HOl (2)NH2(£2))?hold. O

3. Conjugate gradient algorithm

In the following we propose the conjugate gradient algorithm of the optimality system (2.1).
For any u € L?(£2), let y = y(u) be the solution for (1.2)—(1.3), then the optimal control u* is
determined by the optimality condition

VJ(y(u),u) =0, 3.1

where V is gradient operator. It is obvious that VJ :u € L2(£2) - VJ(y(u),u) € L*(£2) is an
affine mapping of L2(£2). Therefore, there exist a linear continuous mapping £(u) (dependent
on u) and a function p (independent of u) such that

VJ(y(u),u) =£(u)—p. 3.2)

Let us identify the linear mapping £ (). For any u € L*(£2), by (2.5), the linear part of the
affine mapping in the relation VJ : u — VJ(y(u),u) is defined by

£(u) =yu—p, (3.3)

where p is the solution of

Ap+Kk*p=—y, ing2, 34)

p=0, onl, ’
and y is the solution of

AV + K>y =u, in$ 3.5)

y=0, on . '
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Let us identify p (independent of u). The constant part of the affine mapping is the function
p € L%(£2) defined by the solution of

~ 2 ~ _ ~ _ .
ANP +kp=—(Q—y;), inf2, (3.6)
p=0, on I,
and y is the solution of
~ 2.., _ .
éy—i—k y=f, inf2, 3.7)
y=0, on .

Theorem 3.1. The mapping £ is linear, continuous, symmetric, and strongly positive.

Proof. It is obvious that £ is a linear mapping and it is easy to prove that it is a continuous
mapping. Let us prove that .£ is symmetric and strongly positive. Let us consider u,v € L?(£2),
then we have

(.f(u),v)Lz(m:(yu—ﬁ,v)Lz(_Q):y/uvd.Q—/ﬁvd.Q.
2 Q

Let y(v), y(u) denote the solutions of (3.5) as functions of the nonhomogeneous terms v
and u, respectively. Let us focus on the integral |, o Pvd$2, using the Green formula and the
boundary conditions of (3.4)—(3.5), we have

fﬁvdﬂ:szﬁy(v)dsz+/;3Ay(v)d.(z
2 2 2
:—f(Aﬁer(u))y(v)dQ+fﬁAy(v)dQ
2 2
:—/y(u)y(v)d.Q—&-/Vy(v)-Vﬁd.Q—/y(v)g—idl“
2 r

2
_/Vp.vy(v)dﬂ—i-/ﬁag:}) ar

r

2
= —/y(u)i(v) ds2,
2

(.£(u),v)L2(Q):y/uvdﬂ—&-/j(u)y(v)dﬂ.
2 2

This proves that £ is a symmetric mapping. Furthermore, we have

Q Q
which proves that £ is strongly positive. O

Now, if we define a(-,-) : L?(£2) x L?(£2) — R by a(u,v) = (£(u),v);2, Yu,v € L*>(£2), and
L: Lz(.Q) — Rby L(v) =(p,v);2, Vv € LZ(Q), then the mapping a(-,-) is linear, continuous,
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and symmetric. Obviously, the mapping L is also linear and continuous. Thus the optimal con-
trol u* can be computed by the conjugate gradient algorithm using the character of quadratic
functional.

An arbitrary function u® may be specified as an initial guess for the control input (in a general
way, set u(®) = 0). Firstly, we solve problems

Ay© 4 k29O = £ 4 4O iy @,
” (3.8)
y© =0, onl’,
{ Ap© + 1 2p© = —(y© _ ) in 2, (3.9)
0 — |
p© =0, on I,

to get the gradient direction g@ = yu©@ — p©@ at 4@ and simultaneously let the first conjugate
direction be the gradient direction, namely s(© = g(®_ Then for i > 0, assuming that the iterative
control u® the gradient direction g), and the conjugate direction s are known, we update
u® via ut+D =4 — 5,50 where p; is the optimum iterative step at ) such that

m;gf(y(”m — psD).u® — psOY = J(y(u® — pis®),uD — pis®).
p=

Obviously, p; is characterized as (y u) — p;s®) — p; — ﬁ,s(i))Lz(Q) =0, where p; is the
solution of

Api +k2pi =—3i, ing,

pi =0, onTl,
and y; is the solution of

Ay; + k25 =uD — pis@, in 2,

yi =0, onl.

Assume that yl(i) and pY) are respectively the solutions of

Ayfi)_'_ka;i):s(i)’ in £2,

: e (3.10)
v =0, on I,

ApD 4 k2pD =y in @, 3.11
7 (3.11)
py) =0, onl,

yg) and pg) are respectively the solutions of

M 1 =0, ng,
yg) =0, onl,
Apg) + kng) = —yéi), in £2,
pé') =0, onrl,

then p; = pg) — pi pii) holds. We can see that p; is characterized as
(v @ = pis®) = py” + pip)” = 55 ?) 12, =0.

Obviously, yu® — pi” — j = ¢® holds. Let g = ys@ — p¥_ then we have
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. @D,5D),200)
T @D,5D) e

It is easy to prove that g0+ = ¢@ — 5. 5@ holds. Because the conjugate coefficient is given by

o = ”g(1+l)”i2(9)
I . b
(12

”gl ”LZ(Q)

we can update the conjugate direction via s D = g0+D 4 ;5@ Using the result

(g(i)’s(i_l))LZ(.Q) =0,

we improve the optimum iterative step p; as follows

. . . . . )12
- (6.5D) 120 ) (80,80 + a;_15"D) 12 _ 181720,
i (g'(i),s(i))LZ(_Q) (g,(i),s(i))Lz(Q) (g(i)’s(i))Lz(_Q)

From above, the conjugate gradient algorithm can be given as follows.
Algorithm 1. Conjugate gradient algorithm (CGM):

Step 1. Choose ¢ > 0, and the initial control function u© s given.

Step 2. Solve (3.8)=(3.9), set g@ = ypu @ — p@ O — O get; =0.
. . : g2

Step 3. Solve (3.10)~(3.11), set gV = ys@ — pi, o, =

L2(2)
@D 200y
Step 4. ulitD =y _ ps@) gD — () _ 4 50,

g +0y2, .
Step 5. WZ,“Q) < ¢, then take u* = u*D; else, go to Step 6.
L2(2)
g +D)2,
Step 6. a; = ” (i)”ZL )
8020

Step 7. sUtD = gU+D 4 ;50 seti =i+ 1, and go to Step 3.
4. Conjugate gradient-boundary element algorithm

In the following we derive the conjugate gradient-boundary element algorithm
(CGM+MRBEM). Firstly, we address the MRBEM formulations for (3.8)—(3.11).

4.1. MRBEM formulations

It is well known that the fundamental solution of Egs. (3.8)—(3.11) can be expressed in terms
of the zero-order Hankel function of the second kind. This complex fundamental solution leads
to some inconveniences for numerical algorithm, while these disadvantages of the conventional
BEM formulation can be removed by using the MRBEM formulation, which all the computation
can be carried out by the real-valued higher-order fundamental solutions.

We define the following sequence of the higher-order fundamental solutions for the problems
(3.8)—(3.11) (see [8,13])

. 1
Yo(r) = —Elnr, 4.1)
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N 1 r%
yj(r): Inr —

j
1

I S I 42

27 41 (j1)? 11) J 4.2)

l

satisfying the equations

Ay;’-‘H(r) = y;‘(r), Ay(r) +8(@r) =0.

We firstly consider the problem (3.8). The weighted residual formulation for the problem with
the weighting function yj(r) yields the integral equation for x € 2 U I,

d d
Cx)yQx)=— / {y“”(n)aTya*(r) — yg(r>37y<°>(n)}drn
n n
r

+ / (f&) +uE)yg(re) ds2e + k* f YO @)y (re) d 2, (4.3)
2 2

where re = |§ — x|, § € 2, r = |n — x|, n € I'. The normal vector n, always points into the
exterior of £2.

c 1, x €S2,

W=, rer,
where «(x) denotes the interior angle in x € I".

After the application of the higher-order fundamental solutions (4.2) repeatedly (the multiple

reciprocity method (MRM)), we can obtain the following integral equation

n

i d d
Cy V@) ==Y (k) / {y(o)(")aTy7(”) - y;fmgy@(n)} dr
n n

Jj=0 r
+ 30 (k) / (&) +u® @)y} 0e) d2 + Ry (x), @4
=0 Q

where R, (x) = (—1)"(k*)"*1 [, y© &)y} (r¢) dS2¢. We note that the domain integral R, (x)
approaches zero as n — 0o, if k < 0o, and £2 is the finite region. Consequently, this domain
integral becomes negligible for sufficiently large n. Let y*(r) = Z?ZO(—kz)j y;.‘ (r), then, as can
be seen in [8,13-15], y*(r) is not the fundamental solution of the problem (3.8). It is the main
part of the real part of the fundamental solution. For sufficiently large n, noting the boundary
condition of (3.8), we are allowed to describe the boundary integral equation for x € I" as

0
— f (f&) +uQ®)y*(re) ds2e = / y*(r)gy(o)(n)dl"n. (4.5)
n

2 r

Forx e 2 orx e I', let FO(x) = — [(f(&) +u®&))y*(re) d2, and for n € I, let
aOm = afl—n y@ (1), then we have the boundary integral equation

FO@u@) = / y o Qm)ar,. (4.6)
r

Similarly, forx € 2 or x € I', let
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FO () = / (O E) — 32 (8))y* (re) d 2.

2
FO(x) = — / O @E)y* (re) d 2.
2
FO(x) = / Y (E)y* (re) d 2,
2

and for n € ', 1et5 O (n) = 72 p O (), 0 V() = 72y (), 5O () = 7= p{ (1), then we can
obtain the boundary integral equations of the problems (3.9)—(3.11) as follows

FO@) = / ¥ mydr,, 4.7)
r

FO () = / Ve Pmydr,, 48)
r

FO@) = f y (e mdr,. 4.9)
r

We consider the boundary integral equation (4.6). For f € L2(£2), u® e L%(£2), an isomor-
phic mapping from A= H_% (N to FO ¢ H% (I') is defined by (4.6).
The boundary integral equation (4.6) is equivalent to the following variational problem: find
o© ¢ H_% (I'), such that
b(e©®,0') =(FO,o), Vo'e H3(I), (4.10)

where

b(o_(())’o_/)://U(O)(n)o,/(x)y*(r)drndrx,
rr

(F®.0')= / FO(@)o'(x)d.
r

It is easy to prove by means of Lax—Milgram theorem that there exists a unique solution o ®
of the variational equation (4.10) in H_% (I'") (see [2,3,10)).
For any x € £2, y9 (x) can be expressed in the following integral formulation

yO ) =—FOu) + f y* )o@ ar,. 4.11)
r

In a similar way, we can further consider the boundary integral equations (4.7)—(4.9) which
are equivalent to the following variational problems, respectively

b(E©,0") =(FO,¢"), Vo'e H (), (4.12)
b(eD,0')=(FD,0'), Vo' e H 2(I), (4.13)
b(ED,0') = (FD,6'), Vo' e H 3(I). (4.14)
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We can also prove by means of Lax—Milgram theorem the existence of a unique solution to
the variational problems (4. 12)—(4. 14), respectively.

For any x € 2, PO x), y}l) (x) and pil) (x) can be expressed in the following integral formu-
lations

Q) =—FOx) —l—/y*(r)&(o)(n)df', x € £, (4.15)
r

W =-FOw+ [y eaman, ree. (4.16)
r

PP (x) = —FO(x) + f YEOmdr,, xeg. (4.17)
r

4.2. Conjugate gradient-boundary element algorithm

We assume, for the sake of simplicity, that £2 is a polygonal domain. We will make comments
on a domain with a piecewise smooth boundary at the end of the paper. Let there be given a
finite element mesh of the boundary I", and Ne nodal points in I", I' = J I'},. Let X}, be a fi-
nite element mesh of 2 (in a general way, triangle or quadrangle partition), and N nodal points
inside of £2, 2 = 2, where §2, € Xj,, h = max{diam(£2;), meas(I},)}. It is worthwhile to
emphasize that it is not necessary to constitute the finite element approximations on the domain
£2 for functions y(o) (x), p(o) (x), yfi)(x) and pgi)(x). By partitioning £2, we can obtain the nu-
merical integration formula for computing F O (x), FOx), FO(x) and F? (x) (see Section 6
in this paper). The numerical solutions of y@ (x), p@©@ (x), yfi)(x) and pii)(x) on the domain 2
are obtained by the boundary integral formulations (4.11) and (4.15)—(4.17). For the sake of sim-
plifying our discussion, we use the same mesh size for discretization approximations of y(© (x),
FARIEN yii)(x) and pfi) (x), and the same partitioning of the boundary I" for discretization ap-
proximations of @, 60 5@ and 5@,

We consider the discretization of the variational equations (4.10), (4.12)—(4.14). Let @) =
{on € C(I'); onlr; € Pi(x), I' = (UT;} be finite-dimensional subspace of H_%(F). @y, de-
notes the set of piecewise polynomials of degree / on the mesh boundary. The approximations
of the variational problems (4.10), (4.12)—(4.14) are determined by: find O'}SO), &}fo), a}f') and

6}?) € @j,, respectively, such that

b(oy” o1) =(Fy".07).  Voi € i, (4.18)
b(5,"04) = (Fy03). Vo € @y, (4.19)
b(oy’,01) = (Fy,o1), Vo € @y, (4.20)
b(6y",07) = (Fy oh), Vo € @y, 421

FO%) = — / (£ &) +u®©)y* (re) d e,

25
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FOu) = / ) = 12 (6)y* (re) d e,

25
F(i) — @) * a0 F(i) _ @) * o)
n () S, (E)y (re) dS2p g, n () V1 E)y (re) dS2pe.
25 25

For any x € £2, y(O) (x), p(o) (x), y(l) (x) and p(’) (x) can be expressed, respectively,

W)y =-F%@) + f Yo\ () d Ty, (4.22)
r

P00 = —FPx) + f v &V dr,, (4.23)
r

y%(x) = —F,fi)(x) —i—f (r)oh”(n)dl‘ , (4.24)
r

Pi’i(x):—ﬁ;f”(XH/y "6, (i dr,. (4.25)
I

By the discrete variational problem (4.18), a system of linear equations with boundary un-

(0)

known 0, can be written as

Ac” =bO), (4.26)

where A is the stiffness matrix which solely depends on the geometry of the boundary I", and

the vector U,EO) consists of the discretized values of the boundary unknown 0(0), and the vector

b© consists of the discretized values of the known quantity which depends on F }5()).

In a similar way, by the discrete variational problems (4.19)—(4.21), the system of linear equa-

tions with boundary unknowns 6}50), 0,5’), &,El) can be, respectively, written as

460 = b, (4.27)
o) =bD, (4.28)
Aa,j” =5, (4.29)

Algorithm 2. Conjugate gradient-boundary element algorithm (CGM+MRBEM):

Step 1. & > 0is given, and the initial control vector u(o) (u(o), ) .. ,ug\(?))T is given, where
N is equal to the number of the nodal points inside of (2 In a general way, we set

u® =0,
Step 2a. Solve the system of linear equations (4.26) to determine the o, © . Compute y, )(x) =
0 (0
017087,y T by (4.22).
Step 2b. Solve the system of linear equation (4.27) to determine &, © . Compute p(o)(x) =
0 (0 0 0 0 (0
(pi ),pg),...,pN))T by (4.23). Setg( )fy ﬁl) p;l),s}(l ) fgh) Seti =0.
Step 3a. Solve the system of linear equations (4.28) to determine crhl) Compute y (x) =
172195 T by (4.24).
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Step 3b. Solve the system of linear equations (4.29) to determine 6;’.). Compute pﬁl x) =

( (lf))T (@)
PV P P by (425). Set g = sy — pi, oo = Gty
h h

i+1 1
Step 4. u(l—l— ) _ (l) — i hS;(,l), g}(lt—l- )*81(11) pi hg;(,)-
(+D\T (t+1)
Step 5. If % < ¢, then take u; = ug—H) else, go to Step 6.
(g D)7 g+
Step 6. oip = (g,(f))Tg;(')
Step 7. s,(li"H) = g,(liH) + ai,hs}(,i), seti =1+ 1, and go to Step 3a.

5. Local error estimates

Let the linear operator £}, be finite-dimensional discrete form of £, and p;, be the discrete
form of p, apparently Algorithm 2 is equivalent to solving the discretized linear system £ju; =
pr which is derived from the optimality condition (3.1) by means of the MRBEM. We need the
following lemmas to derive error estimates.

Lemma 5.1. (See [5,14].) If the conjugate gradient method (CGM) is used to solve the system of

linear equations £yuy = pyp, then the iterate point u( 2 i=1,2,..., satisfy the error bound
0) VCp—1 0)
g’ —un] g, < C(\/—H HM —un] g, 5.1)

where ||uy|| £, = (uh Lpup) 7 is the norm induced by £}, and the condition number Cy, is defined
by 1Ll - 1€

Because the linear operator £ is bounded and || £] - ||£;1|| > 1, the numerical results
obtained by the CGM+MRBEM is stable, see [12,14]. Hence, we are only to consider the local
convergence between Algorithm 1 and Algorithm 2 at every iteration.

In order to investigate the convergence of the proposed CGM+MRBEM algorithm, at every
iteration we evaluate the errors defined by energy-error estimator, L2 error estimator, and L>
error estimator, respectively,

(z+1) ” i+ _ UJFI)”H‘(.Q)’ 5.2)
(1+1) ” i+ _ (i+l)||L2(sz)’ 5.3)
(z+1> ” i+ _ Hl)”m@(g)’ 54

where (1, ug+ ) respectively come from Algorithms 1 and 2 after i 4 1 iterations.
It is well known that ||y (r)||H% o is bounded. Because the series Z?io(—kz)jy; (r) uni-

formly converges to the real part of the fundamental solution of the state equation (1.2) as long
as r and k are bounded, it is clear that for the sequence of the higher-order fundamental solutions
y;’f(r), j=1,2,...,and sufficiently large n, y*(r) = y*(In —x|) = Z'}zo(—k2)fy}k(|n —x|) such
that

ly*(n=xD| 1 <C. (5.5)

H2(I)
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For simplicity of notation, assume that uzo)

lows

=40 = 0, then we have the conclusions as fol-

Lemma 5.2. Let o © and a( O pe respectively the solutions of (4.10) and (4.18), and @ ¢
HFYMYNnH™ 5 (I'), then we have:

3
[o® — o, ”H by S CH 2 o O oy 60
[o® = 2y < CHH o @ s . (5.7
”U( - O'hO) ”LOO(F) S Cchiti ”G(O) “HH'I(F)’ (5.8)

where C is positive constant, independent of h.

o I,

Proof. We first estimate the error [|o©@ — . It is easy to prove that the bilin-

ear form b(c@,6’) on H™ Z(F) is bounded contmuous and coercive. We define the or-
thographic projection operator xj:H™ > (I') - @y, and the interpolation operator 1, from

c(rc H_%(F) — @, respectively, where C(I”) is a smooth subspace of H? (I"), then by
the projective theorem, we have (see [1,2])

% | @

inf ”a HO(O) — Xno

(0) co, H™ 2(F) H™ 2(1‘)

< ”0( — 1,0 © ” ! o 5.9

Using the boundedness, continuity and coerciveness of the bilinear form b(c®,o’) on
H™? (I") and the interpolation approximation theorem, we can conclude the following inequal-
ity:

[o©@ =0, <C inf o3|
B (D) oOca, H72(r)
We can also arrive at
3
o~ (O) ”H Sy <Clo® — e ® HH Sy <ChT2 0@ ”H"H(F)‘

Similarly, we can conclude the asserted estimates (5.7) and (5.8). O

Theorem 5.1. For any x € £2, let y(o) (x) be given by (4.11), and y(o) (x) be given by (4.22), then
we have:

[¥9@ =37 O gy < CHFE O s .10)
”y(o)(x) )(X)HU(.Q) <ch't! HG(O) H HIFL(rYy (5.11)
1y @) — 3 ) [ ey < Ch 1+3 |o© o1y (5.12)

Proof. By the assumption u,go)

as follows

=u©® =0, and by noting Lemma 5.2, we get the error estimate
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Hy(o)(x)—yf(lo)(x)||m(m<||y*(|77— )||H2(F)|| 0@ 0"

<Clo® ="

H™ Z(F)

whan S CH 3o @ sy,

Similarly, we can conclude the asserted estimates (5.11)—(5.12). O
Theorem 5.2. Let u+V be the control function after i + 1 iterations in Algorithm 1, and uSH)
be the discrete control expressed by means of (4.24) and (4.25) in Algorithm 2, assume that
@ ,g® = g(l) and s = s(l) hold at the nodal points inside of §2 after i iterations in Al-
gorithms 1 and 2, and the energy-error estimates ||u') — ”h)”Hl(.Q) 0,g® — g,(l’)||H|(Q) =0,

u® = u,
and ||s® — sh @ 1712y = 0 hold yet, then we obtain the local energy-error estimate as follows

H”(iH) - ”;Hl) ”Hl(m < ChH_%{”U(i) ” mry T ||6(i) ||Hl+1(r)}' (5.13)

Proof. By Step 2 in Algorithm 1 and Step 2b in Algorithm 2, similar to Lemma 5.2 and Theo-
rem 5.1, we can conclude the error estimates

- 3~
15 =714 gy < U0 =5 Ly 531 Ly ) 514
3~
”P(O) — Py )”m(m {Hy(o) - yi(z()) ”Hl(ﬂ) +hT ||U(0) ||Hl+l(r)}‘ (3.13)
If i >0, then
§ .
154" = 50y < U =8 Ly + 5210 o ) 19

§ ~ (i
||P(l) - P% “HI(Q) <C{ ||y(l) - y;l;), “Hl(.Q) +h'*2 ”“(l) ||Hl+1(1“)}

C{”S(l) _Sh)HH'(Q) hlﬂ(”o( )”HH'I(F) + ”U( )HHH"(F))}
(5.17)

Because the gradient operator VJ (w(u),u) is linear, continuous, symmetrical, and strongly
positive, there exists a constant C such that

”M(i+1) _ u](1i+1) ”H‘(Q) < C”g(1+1) (H—l) ||H1(.Q)' (5.18)
Because the optimum iterative steps p;, p;  are bounded, we have

I = Loy < 18 = 6y + maxton i 187 = 8Ly 619

189 =& 1oy <7 Is? =5 Loy + 1PV = PUA it oy (5:20)

We can conclude the asserted estimate (5.13) by noting the assumption conditions of this
theorem. O

Similarly, we can obtain the local L? error estimator and L error estimator as follows

D =y P |2 < Ch ([l 1y + [o® lrrcr)- (>21)

||“(i+1) - ”1(1i+1) ||L°°(.Q) < ch'*3 (||f’(i) HHIH(F) + ”‘}(i) | Hl+1(F>)' (5-22)
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6. Numerical experiment

It is well known that in practice the optimal control problem (1.1)—(1.3) can rarely be solved
analytically. But in order to present the performance of CGM+MRBEM algorithm proposed, we
designedly solve an example with analytical solution in the domain £2 = (0, 1) x (0, 1), where
k =1, y = 1. In this example we have

fx1x0) = (1=27%) Z1 (x1,22) — Za(x1,%2),
y2(x1,x2) = (1 — 87%) Zo(x1,x2) + Z1 (x1,x2),

where Zj(x1,x2) = sinmx;sinmwxy, Zr(x1,xp) = sin2wxysin2mwxy. Then there exist the ex-
act solutions y* = sinwx; sintxp and u™ = sin 2w x| sin 2w x, to the optimal control problem
(1.1)—(1.3). In Figs. 1 and 2, the exact solutions u* and w* are plotted by Matlab 6.0.

The space discretization step Ax defined by Ax = % where N is a positive integer

((N — 1)? = number of the nodal points in £2). There are 4N nodal points on I". Then, for every
mi,my € {1,2,..., N}, we take the quadrilateral £2, with nodal points X,,, = (m1Ax,myAx),
mi,my=1,2,...,N.

For simplicity we assume that the finite element approximations for the unknown boundary
functions 6@, 6@, 6@ 50 are made up of the piecewise constant functions. We com-

Fig. 2. The exact solution y*.
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pute some domain integrals of known functions using the numerical integration formula ac-
cording to the discrete L%—scalar product. For example, let us compute the domain integral
I}}Ei)(x) = fﬂh yil;l (&)y*(re) dS2p, ¢, where yfl]i (&) is known vector after i iterations (see Step 3a
of Algorithm 2), then we have

N—-1
FP (x) = f MAEY re)d2ne = D) Y ¥ @) (18 = Xy )
ol mi,my=1

From above, we can derive the system of linear equations (4.26)—(4.29). Let N = 10, Algo-
rithm 2 is carried out by Matlab 6.0 (here we set ¢ = 104, and set 20 terms in the expansion
series of y*(r) = Z';:O(—k2)j y}‘.‘ (r)). We can obtain the numerical solution for the control func-
tion u. In Table 1, we present the comparison of the numerical solution by Algorithm 2 with the
analytical solution for u* on the part of the domain £2 (namely (0,0.5] x (0,1)) due to the sym-
metry of the control function in §2 (the numerical results obtained in our algorithm are also
symmetrical). For terseness of depiction, in Table 1 the error u* — uj is denoted by e; and the
nodal point (0.1m1,0.1m2) is denoted by x,,,,, (for instance, the nodal point (0.2,0.3) is de-
noted by x3).

We visualize the graph of the numerical solutions of the control function u}; and the graph of
the errors u* — uj, at the nodal points on the domain £2 in Fig. 3 and Fig. 4, respectively. It is
observed that the maximum errors are distributed along the boundary I", especially nearby the
four vertices.

Let N =20, Algorithm 2 is also carried out. We obtain the numerical solution for u. We can
also visualize the graph of the numerical solutions of the control function u} and the graph of

Table 1

Analytical solution, numerical solution and error for u, with N = 10
X11 X12 X13 X14 X15 X16 X17 X18 X19

u* 0.3454 0.5590 0.5590 0.3454 0 —0.3454 —0.5590 —0.5590 —0.3454

”Z 0.4555 0.6379 0.6005 0.3501 0 —0.3501 —0.6005 —0.6379 —0.4566

e;lk —0.1101 —0.0789 —0.0415 —0.0047 0 0.0047 0.0415 0.0789 0.1112
X21 X22 X23 X24 X25 X26 X27 X28 X29

u* 0.5590 0.9045 0.9045 0.5590 0 —0.5590 —0.9045 —0.9045 —0.5590

”Z 0.6489 0.9505 0.9200 0.5580 0 —0.5580 —0.9210 —0.9511 —0.6493

eZ —0.0899 —0.0460 —0.0155 0.0010 0 —0.0010 0.0165 0.0466 0.0903
X31 X32 X33 X34 X35 X36 X37 X38 X39

u* 0.5590 0.9045 0.9045 0.5590 0 —0.5590 —0.9045 —0.9045 —0.5590

u}i 0.6159 0.9370 0.9231 0.5590 0 —0.5591 —0.9234 —0.9381 —0.6163

eZ —0.0569 —0.0325 —0.0186 0 0 0.0001 0.0189 0.0336 0.0573
X41 X42 X43 X44 X45 X46 X47 X438 X49

u* 0.3454 0.5590 0.5590 0.3454 0 —0.3454 —0.5590 —0.5590 —0.3454

“Z 0.3600 0.5610 0.5599 0.3455 0 —0.3457 —0.5600 —0.5627 —0.3616

eZ —0.0146 —0.0020 —0.0009 —0.0001 0 0.0003 0.001 0.0037 0.0162
X51 X52 X53 X54 X55 X56 X57 X58 X59

u* 0 0 0 0 0 0 0 0 0

”Z 0 0 0 0 0 0 0 0 0

eZ 0 0 0 0 0 0 0 0 0
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Fig. 5. The numerical solutions u;‘;, with N = 20.

the errors u* — u} in Figs. 5 and 6, respectively. We also found that the maximum errors are
distributed along the boundary I", especially nearby the four vertices.

If we set N = 40, then the numerical solution fully approaches the exact solution, and the
error [u* — uj| is less than 10~*. From Figs. 4 and 6 it can be seen that the errors |u* — uy| at
nodal points keep decreasing gradually and the proposed CGM+MRBEM algorithm produces
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Fig. 6. The error u™ — ”Z’ with N = 20.

an accurate and convergent numerical solution with the increase in the number of boundary
elements.

Furthermore, as shown in Figs. 4 and 6, we can find that the rate of convergence for the
numerical solutions at the nodal points away from the boundary I" is superior to that of the
nodal points nearby the boundary I, especially superior to that of the four vertices of the square.
This is due to the boundary integral equation with singular integral kernel from the higher-order
fundamental solution y; and the discontinuity of the normal derivative of the state function at
the four vertices. In order to overcome this drawback, we can employ the h—p version of the
boundary element method to improve our algorithm by simultaneously reducing the mesh size
nearby the boundary I" (especially that of the four vertices of the square) and by increasing the
polynomial degrees of the finite element toward the vertices. Here we do not discuss this method
in detail because it is not our main motive in this paper.

In the previous sections we assume that £2 is a polygonal domain. If £2 is a domain with a
piecewise smooth boundary, we have to approximate the geometry shape of the boundary I” using
boundary element (for instance, linear element or quadratic element). Meanwhile, the errors due
to approximating boundary have to be considered to add to the error estimates (5.13), (5.21)
and (5.22). However, the proposed CGM-+MRBEM algorithm remains valid.

7. Conclusions

In this paper, we have proposed the CGM+MRBEM algorithm for the optimal control
(1.1)—(1.3). The system of optimality equations consisting of state and costate function is derived,
which constitutes the necessary and sufficient optimality condition for (1.1)—(1.3). Introducing
the sequence of the higher-order fundamental solutions, we have formulated the boundary in-
tegral equations and the boundary variational equations for relevant boundary value problems,
and derived the integral representations of the solution for them in §£2. The CGM+MRBEM
algorithm for solving the system of optimality equations is developed. The numerical results ob-
tained in the numerical example are consistent with what we can expect from CGM+MRBEM
algorithm, more precisely:

(1) The CGM+MRBEM algorithm requires the constitution of the finite element approxi-
mations for boundary functions only, which actualizes the reduced dimensionality due to the
boundary integral formulation.
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(2) The same stiffness matrix A in the linear equations (4.26)—(4.29) solely depends on the
geometry of the boundary I” in iterative process, which is of some convenience to ours algorithm
and can save substantial computational work. Moreover, in iterative process, the other matrixes
associated with our algorithm for computing the numerical solution (4.22)—(4.25) make no dif-
ference, because they solely depend on the geometry of the domain £2. Hence these matrixes are
simply computed once in iterative process.
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