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1. Introduction

Radiative transfer [1–3] plays a central role in atmospheric science (e.g., remote sensing, meteorology, and climatology) and related branches of astronomy and astrophysics, and a large variety of codes have been developed differing in (level of) sophistication, spectral domain, and resolution. Thanks to increases in computational power, high resolution infrared (IR) and microwave (MW) radiative transfer calculations by means of “line-by-line” (lbl) models — once a challenge even for big machines — has become widely available.

Although lbl models are still computationally demanding, they are indispensable for the analysis of high resolution spectra delivered by a growing fleet of space-borne IR/MW sensors and some dozens of ground-based spectrometers (e.g., in the framework of NDACC, the Network for the Detection of Atmospheric Composition
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Change, http://www.ndacc.org) and several airborne or balloon-borne instruments (e.g., [4–8]). Furthermore, lbl models are mandatory to generate and verify fast parameterized radiative transfer models based on band model [9], k-distribution/correlated-k [10], exponential sum fitting [11] or emissivity-growth approximations [12] utilized for numerical weather forecasting and climate models. Finally, lbl models are required in the rapidly growing field of extrasolar planet remote sensing. Although band models etc., have been developed for other planets as well (e.g., [13–15]) and exoplanet spectra will likely be available only with limited resolution and considerable noise levels in the near future, the use of fast parameterized radiative transfer models typically developed for a limited range of atmospheric conditions (mostly Earth-like) can be dangerous and the greater flexibility of lbl models is advantageous to cope with these largely unknown atmospheric conditions.

Despite significant progress, lbl-modeling is still challenging in view of the rapidly growing number of Earth (and (exo-)planet) observation systems producing more and more data with increasing resolution and decreasing noise levels. For example, during its 10 years lifetime (2002–2012) MIPAS (Michelson Interferometer for Passive Atmospheric Sounding) observed about 80 million spectra [16], whereas the infrared limb imager of PREMIER (Process Exploration through Measurements of Infrared and millimetre-wave Emitted Radiation [17]), a candidate for ESA’s Earth Explorer 7 mission, would have delivered 12,000 limb images comprising 15 million radiance spectra per day. Furthermore, the amount and quality of spectroscopic line parameters is continuously increasing, from about 0.1 million in the first release (1972, then known as the AFGL tape) to about 7.5 million lines in the current 2012 edition of the HITRAN database [18], and many millions of lines in dedicated databases such as HITEMP [19] or ExoMol [20].

The lbl calculation of molecular absorption cross sections is generally the most time consuming part of a high resolution radiative transfer computation. The approach to tackle this challenge is probably the most distinct feature of the various codes developed, starting with the early works of, e.g., FASCODE and 4A [21,22]. Some widely used lbl codes developed later include GENLN2 [23],LBLRTM (based on FASCODE [24]), or ARTS [25,26].

When our code development started in the mid-90s, the number of publicly available lbl codes was quite limited, especially with retrieval applications in mind. Neither FASCODE nor GENLN2 provides analytical derivatives important for nonlinear optimization schemes, where the radiative transfer code serves as forward model. The option to evaluate analytical Jacobians has been implemented in 2004 in LBLRTM (v9.2). ARTS [25] evaluates molecular concentration derivatives analytically and uses a semi-analytic approach for some other variables. Job specification for FASCODE is cumbersome and error prone as dozens of variables have to be given in a strictly formatted input file (the so-called “TAPE5”). Furthermore, computation of a series of viewing geometries, e.g., for finite field-of-view and/or limb sequences, has to be performed manually with a series of jobs, so invariant quantities (e.g., molecular cross sections) have to be recalculated again and again. Finally note that FASCODE is closely linked to the HITRAN spectroscopic database [19], hence inclusion of molecules not covered by HITRAN is almost impossible.

In view of these shortcomings, development of a new code was started in the mid-90s (early versions of the code are described in conference proceedings [27,28]). Use of modern, efficient and accurate numerical algorithms has been an important design principle from the beginning, and verification and validation have been an integral and essential aspect of the code development that has been addressed in several ways. Apart from frequent comparisons with FASCODE, the new code has been participating in two extensive intercomparison studies assessing the performance of thermal infrared [29] and microwave [30] radiative transfer models.

This paper is organized in five sections: In the next section, we briefly review the physical basis of infrared and microwave radiative transfer with high spectral resolution, i.e. line-by-line modeling (for brevity “microwave” is not always mentioned in the following). In section 3, we present GARLIC (Generic Atmospheric Radiation Line-by-line Infrared Code) providing an extensive discussion of numerical and computational approximations and implementation aspects. The performance is evaluated in Section 4, and a summary and outlook is given in Section 5.

2. Atmospheric radiative transfer and molecular absorption

2.1. Infrared and microwave radiative transfer

In a gaseous cloud and aerosol free atmosphere, scattering usually does not significantly contribute to IR extinction, and radiative transfer is described by the Schwarzschild equation [1–3]. For an arbitrary slant path, the intensity (radiance) I at wavenumber ν and position s=0 is given by the integral along the line-of-sight:

\[ I(\nu) = I_0(\nu) \exp \left( -\int_0^s \alpha(\nu, s) \, ds \right) \]

\[ + \int_0^s \int_0^s J(\nu, s') \exp \left( -\int_0^{s'} \alpha(\nu, s'') \, ds'' \right) \, ds' \]  

\[ I(\nu) = I_0(\nu) \exp \left( -\int_0^s \alpha(\nu, s) \, ds \right) \]

\[ + \int_0^s \int_0^s J(\nu, s') \exp \left( -\int_0^{s'} \alpha(\nu, s'') \, ds'' \right) \, ds' \]  

\[ I(\nu) = I_0(\nu) T_b(\nu) + \int_0^1 J(\nu, T) \, dT \]

where the first term describes an attenuated background contribution \( I_0 \) at position \( s_0 \). In case of a nadir viewing geometry, the background is the emission and reflection from the Earth’s (or planet’s) surface, whereas in case of an uplooking or limb-viewing geometry the integral practically terminates at the “top-of-atmosphere” (ToA). Furthermore, assuming local thermodynamical equilibrium, the source function \( J \) depends on temperature \( T \).
only and is given by the Planck function:

\[ B(\nu, T) = \frac{2hc^2\nu^3}{\exp(hc/\nu k_B T) - 1} \]  

with \( c \), \( h \), and \( k_B \) denoting speed of light, Planck constant, and Boltzmann constant, respectively.

The optical depth \( \tau \), measured relative to the observer (at \( s = t = 0 \)), and the monochromatic transmission \( T \) are given according to Beer’s law by

\[ T(\nu, s) = e^{-\tau(\nu, s)} = \exp\left(- \int_0^s a(\nu, s') \, ds'\right) = \exp\left(- \int_0^s ds' \sum_m k_m(\nu, p(s'), T(s'))n_m(s') \right) \]  

where \( p \) is the atmospheric pressure and \( a \) is the absorption coefficient, that is essentially determined by the sum of the absorption cross sections \( k_m \) scaled by the molecular number densities \( n_m \).

Instrumental effects are modeled by convolution of the monochromatic intensity (1) or transmission (3) with appropriate spectral response functions (SRF, or instrument line shape, ILS) and field-of-view (FoV) functions.

### 2.2. Molecular absorption

In high resolution line-by-line models, the absorption cross section of molecule \( m \) (for brevity the subscript is omitted henceforth) is given by the superposition of many lines \( l \) with line center positions \( \nu_l \), each described by the product of a temperature-dependent line strength \( S_l \) and a normalized line shape function \( g \) describing the broadening mechanism (s):

\[ k(\nu, p, T) = \sum_l S_l(T) g(\nu; \nu_l, \gamma_l(p, T)). \]  

For the infrared and microwave spectral regime, the combined effect of pressure broadening (with a half width essentially proportional to pressure, \( \gamma_1 \propto p \)) corresponding to a Lorentzian line shape:

\[ g_L(\nu - \nu_l, \gamma_L) = \frac{\gamma_L/\pi}{(\nu - \nu_l)^2 + \gamma_L^2}, \]  

and Doppler broadening, corresponding to a Gaussian line shape:

\[ g_G(\nu - \nu_l, \gamma_G) = \sqrt{\frac{2}{\pi \gamma_G}} \exp\left[-\ln 2 \left(\frac{\nu - \nu_l}{\gamma_G}\right)^2\right] \]  

with \( \gamma_G \propto \sqrt{T} \) can be represented by a Voigt line profile [31]:

\[ g_V(\nu - \nu_l, \gamma_V) = g_L \otimes g_G = \int_{-\infty}^{\infty} \, d\nu' g_L(\nu - \nu', \gamma_L) \times g_G(\nu' - \nu_l, \gamma_G) \]  

In the microwave regime, a correction of the Lorentz profile is provided by the van Vleck–Weisskopf (or van Vleck–Huber) profile [1,23,25]:

\[ g_{VVW}(\nu, \nu_l) = \left(\frac{\nu}{\nu_l}\right)^2 \left(\frac{\gamma_l/\pi}{(\nu - \nu_l)^2 + \gamma_L^2} + \frac{\gamma_l/\pi}{(\nu + \nu_l)^2 + \gamma_L^2}\right). \]  

Pressure induced line shifts lead to \( \nu \longrightarrow \nu + \delta \nu \) in Eqs. (5) and (7), where \( \delta \) is the shift parameter as given by HITRAN [18] or GEISA [32,33].

The line-by-line cross sections according to Eqs. (4)–(8) do not completely describe molecular absorption. Due to the improved quality of many atmospheric spectroscopy instruments, the use of more sophisticated line shapes beyond Voigt, etc., might be necessary to model observed spectra correctly (see outlook in Section 5). Continuum corrections can have a significant impact on the spectrum, nb. for water [34,35]. Furthermore, collision-induced absorption (CIA [36]) can be important, especially in planetary atmospheres.

### 3. Implementation – GARLIC

GARLIC has been developed for high resolution atmospheric radiative transfer modeling with emphasis on efficiency, reliability, and flexibility. GARLIC is the modern Fortran (90/2008) re-implementation and extension of the MIRART (Modular InfraRed Atmospheric Radiative Transfer) Fortran 77 code [27,28] and is applicable for arbitrary observation geometry and instrumental SRF and FoV. In the transition phase (2007) every effort has been made to ensure that GARLIC and MIRART spectra (including intermediate quantities, e.g., cross sections) are (numerically) identical.

GARLIC serves a twofold purpose: the garlic.f90 main program along with numerous subroutines is a pure simulation code, i.e. given the state of the atmosphere and an observation geometry the garlic executable computes atmospheric transmission and radiance, optionally convolved with appropriate instrument functions (SRF and FoV). Likewise in the Fortran 77 package MIRART, the pure simulation code was also known as SQuIRRL – Schwartzchild Quadrature InfraRed Radiation Line-by-line. On the other hand, the subroutines of garlic.f90 comprise the core of forward models used in atmospheric inversion codes based on nonlinear least squares fitting. In this context, an additional challenge is the computation of derivatives of the spectrum with respect to the parameters to be fitted (the GARLIC approach will be further discussed in Section 3.6).

#### 3.1. Voigt function computation

The convolution integral (7) defining the Voigt profile is conveniently expressed in terms of the Voigt function [31]:

\[ g_V(\nu - \nu_l, \gamma_V) = \sqrt{\frac{2}{\pi \gamma_V}} K(x, y) \]  

\[ K(x, y) = \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{(x-t)^2+y^2} \, dt \]  

Here the dimensionless variables \( x, y \) are defined in terms of the distance from the line center \( \nu \) and the Lorentzian and Doppler half widths:

\[ x = \sqrt{\ln 2} (\nu - \nu_l)/\gamma_V \]  

and

\[ y = \sqrt{\ln 2} \gamma_l/\gamma_G. \]
The half widths of the Voigt profile and the Voigt function are approximately given by [37]

\[ \gamma_V(\gamma_L, \gamma_G) = \frac{1}{2} \left( \gamma_L + \sqrt{\gamma_L^2 + 4\gamma_G^2} \right) \]  

(12)

\[ x_{1/2} = \frac{1}{2} \left( y + \sqrt{y^2 + 4 \ln 2} \right). \]  

(13)

The Voigt function comprises the real part of the complex error function [38,39]:

\[ w(z) = K(x,y) + i L(x,y) = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-t^2} \frac{e^{-it}}{z-t} \, dt \]  

(14)

with \( z = x + iy \). Unfortunately, neither the Voigt nor the complex error function can be evaluated in closed form and numerous algorithms have been developed with varying degree of accuracy and efficiency (cf. the review of Armstrong [31] or the comparisons [40–44]). Most modern algorithms rely on approximations for the complex error function, actually this approach has further advantages: because of the differential equation satisfied by the complex error function,

\[ w(z) = -2z \cdot w(z) + \frac{2i}{\sqrt{\pi}} \]  

(15)

it simultaneously provides derivatives of these functions required for, e.g., Hermite interpolation (see Section 3.2), sensitivity analysis, or optimization. Furthermore, the complex error function can be used if more sophisticated line profiles, e.g., the convolution of the van Vleck–Weisskopf (8) and Gaussian profile (6), the Rautian for collisional narrowing [45], speed-dependent line shapes [46], or line mixing effects, have to be computed (the latter are not yet implemented in the current version of GARLIC).

Rational approximations, i.e. the quotient of two polynomials

\[ w(z) = \frac{P(\hat{z})}{Q(\hat{z})} = \sum_{m=0}^{M} a_m \hat{z}^m \]  

(16)

where \( \hat{z} = y - ix \), are known to enable accurate and efficient algorithms for a large class of functions, and have also been used to approximate the complex error function, e.g., Hui et al. [47], Humlíček [48,49], Kochanov [50], and Weideman [51]. Because of the asymptotic behaviour of the complex error function \( w \sim 1/z \), the degree of the denominator is constrained to exceed the degree of the numerator by one. It should be noted that for atmospheric spectroscopy applications the Lorentz-to-Gauss width ratio varies over many orders of magnitude, i.e. \( 10^{-7} < y < 10^4 \), see Fig. 1a.

The Hui et al. [47], Kochanov [50] and Weideman [51] rational approximations appear to be quite tempting as they provide a single approximation applicable to the entire \( x,y \) plane. Unfortunately, however, \( K(x,y) \) and \( w(z) \) are especially difficult to evaluate for small \( y \). In particular, the Hui et al. (with \( M = 6 \)) and Kochanov algorithms have significant accuracy problems for \( y < 1 \) and medium \( x \), and the Weideman approximations require a large number of terms to achieve sufficient accuracy for small \( y \), making it computationally less efficient (for a discussion of accuracy requirements, see, e.g., [52, Section 3.2]). Thus, in most algorithms the \( x,y \) plane (or the first quadrant \( x,y \geq 0 \) because of the symmetry relations) is divided into several regions and appropriate methods are utilized, e.g., a series approximation for small \( x,y \) and an asymptotic approximation for large \( x,y \). The Humlíček [49] code (or variations thereof, e.g., [53,54]) has been selected by several lbl codes (e.g., ARTS [25], GENLIN2 [23], KOPRA [55], MOLIERE [56]), but its performance depends on the compiler’s efficiency to handle nested conditional branches. (Actually, codes such as Humlíček’s can be processed in Fortran quite efficiently, but performance can be a serious issue for, e.g., Numeric Python.)

In order to avoid complicated \( i,f \) constructs for the calculation of the complex error function, GARLIC uses an optimized combination [52] of the Humlíček [49] asymptotic approximation and the Weideman [51] expansion:

\[ w(z) = \begin{cases} 
\frac{iz/\sqrt{\pi}}{z^2 - \frac{1}{2}} & |x| + y > 15 \\
\frac{n^{-1/2}}{L - iz} + \frac{2}{(L - iz)^2} \sum_{n=0}^{N-1} a_n + 1 z^n & \text{otherwise}
\end{cases} \]  

(17)
where $Z = (L + iz)/(L - iz)$ and $L = 2^{-1/4}N^{1/2}$. The coefficients $a_n$ of the Weideman expansion are characterized by a recurrence relation and can easily be obtained from an integral representation using a single Fast Fourier Transform. GARLIC uses $N=24$ which provides an accuracy better than $10^{-4}$ everywhere except for very small $y < 10^{-5}$ and $4 < x < 15$ (hardly relevant in practice); for $N=32$ the relative error $|\Delta K|/K$ is less than $8 \times 10^{-5}$ for all $x,y$ of interest (see also [52, Fig. 8]).

3.2. "Multigrid" algorithm

Line widths depend on pressure and temperature (Fig. 1b), and generally lines become thinner with increasing altitude (until Doppler broadening starts to dominate). Thus, in GARLIC the uniform wavenumber grid is chosen individually for each altitude level and molecule, where the grid point spacing is determined by the half-width:

$$\delta \nu = \gamma / \eta \quad \text{with} \quad \eta = 4.0 \text{ default.} \quad (18)$$

For the Lorentz line width, the mean (default) or the minimum width of all contributing lines is considered, and the Doppler width is estimated assuming a line positioned at the lower end of the spectral interval. For the Voigt profile width, the approximation (12) is used.

Even with a highly optimized Voigt function algorithm the (possibly) large number of function evaluations required for high resolution radiative transfer modeling (compare Fig. 1b) calls for further optimizations (for a discussion of requirements, see, e.g., Kohlert and Schreier [57]). Since the early days of lbl modeling a variety of techniques have been developed to reduce the number of Voigt function evaluations, cf. e.g., Clough and Kneizys [58], Edwards [23], West et al. [59], Gordley et al. [60], Fomin [61], Sparks [62], Titov and Haus [63], Kunz and Höpfner [64], Kruglanski and De Mazière [65].

Most optimization schemes exploit the fact that the line shape varies rapidly only near the line center, whereas in the wings function values decrease slowly with increasing distance from the center. The Clough and Kneizys [58] approach was originally developed for the Lorentz profile and extended to the Voigt profile in FASCODE; in contrast, the Sparks [62] scheme is independent of the actual profile, but the series of grids with resolution doubled for each “tier” implies some computational overhead for the nested loops. In Schreier [66] an optimized algorithm using a sequence of three wavenumber grids with increasing resolution has been developed that does not make any assumptions regarding further properties of the line shape, nb. symmetry. Essentially, the line shape is decomposed in fast, medium, and slowly varying contributions to be evaluated on appropriate grids. After computation of the contributions from all relevant lines, Lagrange interpolation is used to “merge” the coarse and medium resolution superpositions back to the ultimate fine grid. Speed-ups of two-orders of magnitude with relative errors less than $10^{-3}$ have been realized.

Unfortunately, however, the use of Lagrange interpolation turned out to be problematic. Experience has shown that in rare cases four- or three-point Lagrange interpolation can introduce larger errors (or even negative cross sections). On the other hand, two-point interpolation is quite robust (and slightly faster), however the interpolation in the line wings always leads to an overestimate of the true function values (line profiles are convex in the wings; for typical error patterns of linear or quadratic interpolation see Fig. 3 in Schreier [66]).

To overcome these problems, a new approach utilizing cubic Hermite interpolation (e.g., [67,68]) has been implemented in GARLIC. The four coefficients of a polynomial of degree 3 are determined by the function values and the values of the first derivative at both ends of the interval to be approximated (see Appendix A). Because the Voigt function is computed as the real part of the complex error function, the derivative $\partial g / \partial \nu \propto \partial K / \partial x \propto xK - yL$ is easily available because of Eq. (15), thus this approach does not imply a higher computational burden compared to cubic Lagrange interpolation. Furthermore, this scheme can be readily adapted to other line shapes computed from the complex error function (e.g., [45,46]).

Apart from the line shape, the error of Hermite interpolation depends on the fine grid spacing $\delta \nu$ (see Eq. (18)), the coarse grid spacing $\Delta x$ (an integer multiple of $\delta \nu$), and the transition point $x_t$ from the dense to the coarse grid.

---

**Fig. 2.** Error of cubic Hermite interpolation for the Voigt function. Left: relative error for a coarse-fine grid point spacing ratio 8. The numbers in the legend box indicate $y$ and $x_{1/2}$. Right: relative error at the center $x_t + \Delta x/2$ of the first interval evaluated on a coarse grid for $y=1$. 
The relative error $\epsilon = (K_{\text{approx}}(x,y) - K_{\text{exact}}(x,y))/K_{\text{exact}}(x,y)$ for the Voigt function is shown in Fig. 2a for various $y$ and a grid size ratio $\Delta x/\Delta y = 8$ (where $\Delta x$ and $\Delta y$ correspond to $\dot{\omega}$ and $\Delta \nu$, respectively, see (11)). Apparently, this error is almost independent of $y$ what can be easily understood by employing the asymptotic expansion of the Voigt function (i.e. assuming $K(x,y) \approx (y/\sqrt{\pi})/(x^2 + y^2)$ and neglecting $y^2$ in the denominator for $x \gg x_{1/2}$). The largest interpolation error is expected at the center of the interval evaluated on a coarse grid, and in Fig. 2b the relative error is shown as a function of the transition point (in units of the half width, (13)) and the grid size ratio: for $\Delta x/\Delta y = 32$ a coarse grid starting at about $|x| > 55x_{1/2}$ would ensure errors less than $10^{-4}$. GARLIC uses grid ratios of 8, 16, and 32 for $y > 1$, $0.01 \leq y \leq 1$, and $y < 0.01$, respectively, in the line wings beyond $|\nu - \nu_0| > 25\gamma$. Because the coarse grid is only used in the far wings, the large interpolation errors (essentially due to the use of the asymptotic approximation for the entire coarse grid) near the line center (Fig. 2a) are not a concern.

3.3. Parallelization/OpenMP

The previous two subsections discussed algorithmic approaches to speed up the time consuming computation of molecular cross sections. Exploiting hardware offers further possibilities to accelerate the code. Novel computing architectures [69] have gained attraction in recent years, and the potential of GPU’s (graphics processing unit) and FPGA’s (field programmable gate array) for lbl modeling has been studied by Collange et al. [70] and Kohlert and Schreier [57], respectively. However, the multi-core architecture of current CPUs allows parallelization without extra hardware accelerators, and OpenMP (see http://openmp.org/) has been chosen because of its ease-of-use and support for a variety of compilers.

Fig. 3 illustrates the implementation of the molecular cross section computation in GARLIC. Naively, one could choose to execute the loop over molecules in parallel, as these computations are largely independent. However, the number of spectral lines varies significantly from molecule to molecule. For example, in the 1000–1070 cm$^{-1}$ interval (extended by $\pm 25$ cm$^{-1}$) used for ozone retrievals from IASI (Infrared Atmospheric Sounding Interferometer [71]) observations there are 592 H$_2$O, 6856 CO$_2$, and 47 189 O$_3$ lines listed in the HITRAN 2012 database and the “water thread” would be idle for most of the time. Thus, the loop over levels has been selected as the “parallel region” to be executed by multiple threads and enclosed by the 15 OMP PARALLEL compiler directive. Note that the number of spectral points ($N_{\text{freqs}}$) is level depending and strongly increasing with altitude in the lower atmosphere (see Eq. (18) and Fig. 1b or [52, Fig. 2c]). Furthermore, the number of levels is not necessarily a multiple of the number of threads. Hence, before the next molecule can be processed, some threads will be idle until all levels have been done. Speed-ups of about a factor of five were achieved on a quadcore CPU with hyperthreading. Parallelization of further code segments, e.g., the radiative transfer for different wavenumbers or the limb sequence and FoV for different pencil beams, is planned.

3.4. Line strengths temperature dependence

The conversion of line strengths from temperature $T_0$, i.e. the reference temperature of the spectroscopic line parameter database, to the actual temperature $T$ is calculated according to the scheme used in the ATMS software [72]:

\[
S(T) = \frac{Q(T_0) \exp(-E_i/kT) - 1 - \exp(-hc\nu_i/kT)}{Q(T_0) \exp(-E_i/kT_0) - 1 - \exp(-hc\nu_i/kT_0)}.
\]

Here, $E_i$ is the lower state energy of the transition at $\nu_i$, and $Q(T)$ is the product of rotational and vibrational partition functions, $Q = Q_{\text{rot}} \cdot Q_{\text{vib}}$ with

\[
Q_{\text{rot}}(T) = Q_{\text{rot}}(T_0) \left( \frac{T}{T_0} \right)^{\beta},
\]

\[
Q_{\text{vib}}(T) = \prod_{i=1}^{N} \left[ 1 - \exp(-hc\nu_i/kT) \right]^{-d_i},
\]

where $\beta$ is the temperature coefficient of the rotational partition function, and $N$ is the number of vibrational modes with wavenumbers $\nu_i$ and degeneracies $d_i$. Data can be found in [72–74]. It should be noted that in the intercomparisons (Section 4.2) the use of different schemes to convert line strengths was discussed as one of the reasons for discrepancies between the codes.

3.5. Numerical solution of the Beer and Schwarzschild integrals

To compute the spectral radiance and transmission (or equivalently, the optical depth), the integrals in Eqs. (1) and (3) have to be discretized, because in general the atmospheric pressure, temperature, and concentration profiles are given only as a finite set of data points (with a typical altitude range up to about 100 km, e.g., Anderson et al. [75]). Furthermore, even if all profiles would be given analytically, a closed analytical solution of the integrals is unlikely to exist and hence would require a numerical approach.

A common approach is to subdivide the atmosphere in a series of homogeneous layers, each described by appropriate layer mean values for pressure, temperature, and concentrations. Using this “Curtis–Godson
approach” the total transmission $T$ is the product of all layer transmissions, and the radiance is calculated recursively [23,76].

Obviously the integrals in Eqs. (1) and (3) can also be evaluated easily by application of standard quadrature schemes [67]; for example, using an $n$-point quadrature rule the optical depth in (3) is given generally by

$$\tau = \int_{s_1}^{s_n} a(s) \, ds = \sum_{j=1}^{n} w_j a(s_j),$$  \hspace{1cm} \text{(22)}$$

where $s_j$ and $w_j$ are the nodes and weights, respectively. GARLIC (or MIRART) has implemented a trapezoid quadrature scheme, the method of overlapping parabolas (implemented in the SLATEC routine \textsc{D}AVINT, [77, see Appendix B]), or a quadrature using the piecewise cubic Hermite interpolant of the integrand (based on the PCHIP package as part of SLATEC [67]). Note that these quadrature rules work for arbitrarily spaced (i.e. not necessarily equidistant) abscissas $s$. For a close to vertical path with zenith angle $\theta$ in a flat plane-parallel atmosphere the altitude grid points $z_i$ and the path grid points $s_j$ are essentially equivalent except for a $\cos(\theta)$ factor. For limb path geometries a mapping of the altitude dependent atmospheric profiles to the distance $s$ along the line of sight is performed, e.g., $T(s) = T(z(s))$.

As indicated in Eqs. (1), the Schwarzschild equation can be written in three mathematically equivalent variants, i.e. the integrals can be performed using the path distance $s$, optical depth $\tau$, or transmission $T$ as integration variable. GARLIC uses optical depth $\tau$ as integration variable, cf. Eq. (1b). To improve the numerical performance of the trapezoid quadrature scheme, a variant called “trapezoid-Laguerre quadrature” has been implemented, i.e. the Planck function is approximated by a linear function in $\tau$ and the resulting integrand $(b_0 + b_1 \tau) e^{-\tau}$ is evaluated exactly, see Appendix C. In addition to this “B linear in optical depth” scheme (default), GARLIC also offers a “B exponential in optical depth” approach, where the Planck function within a layer $\tau_{i} \leq \tau < \tau_{i+1}$ is approximated by $B(T(\tau)) = B(T(\tau_i)) e^{(\tau - \tau_i)}$, see Appendix D and [78]. (Alternatively, this approach can be seen as a linear interpolation of the logarithm of $B(T(\tau))$.)

In view of the (approximately) exponential decrease of pressure with altitude, it would be tempting to use the trapezoid-Laguerre quadrature also for evaluation of the optical depth integral (22). However, for a single absorber the integrand is the product $n \rho g k$ of air density $\rho$ (proportional to pressure), volume mixing ratio $\rho$, and cross section $k$. For molecules with constant mixing ratio (e.g., CO$_2$ on Earth, Mars and Venus) trapezoid-Laguerre quadrature might be useful, but for other molecules mixing ratios can be strongly increasing or decreasing with altitude, so that the integrand is not proportional to an exponential. Furthermore, the cross section is also strongly altitude dependent, and this dependency varies with wavenumber: assuming a single Lorentzian line, the cross section is proportional to pressure in the line wings, and proportional to the reciprocal pressure in the line center. For these reasons, GARLIC uses a standard trapezoid scheme.

3.6. Jacobians by automatic differentiation

Jacobians, i.e. derivatives with respect to temperature, molecular concentrations or other variables relevant for atmospheric remote sensing, are important for sensitivity studies and mandatory for the solution of inverse problems formulated as nonlinear least squares typically solved by Newtonian iteration based on linearization.

In many cases the differentiation to compute the Jacobian is performed by finite difference numerical derivatives, and thus frequently constitutes the most time consuming part of the retrieval. More seriously, the appropriate amount of perturbation is difficult to predict (truncation and/or cancellation errors, see [79]). Even worse, in case of molecular concentration derivatives, the proper change is dependent on wavenumber: in spectral regions with strong absorption due to the molecule under consideration a small change might be sufficient, whereas in regions of weak absorption a large change will be necessary to see a noticeable change in the radiance or transmission. Likewise, a different temperature sensitivity of different spectral regions demands for a careful selection of the temperature perturbation.

Analytical means of derivative calculations are therefore advantageous, both for computational efficiency and accuracy, and accordingly several codes developed with (operational) retrieval applications in mind implement analytically derived Jacobians, e.g., ARTS, FORLI, KOPRA,LBLRTM, MOLIERE, σ-IASI [24-26,55,80-82]. However, calculating derivatives manually and implementing these in a moderately large code are tedious and error prone. Furthermore, any updates in the pure forward code are not automatically “propagated” to the derivative code.

Automatic (or algorithmic) differentiation (AD) provides a pleasant alternative to quickly generate derivative-enhanced versions of computer codes which is rarely used in atmospheric remote sensing. Automatic differentiation techniques [83,84] are based on the fact that every model implemented as a computer program is essentially formulated in a sequence of elementary operations (sums, products, powers) and elementary functions. In contrast to integration, differentiation is based on a few simple recipes such as the chain rule, and these can be performed automatically by some kind of precompiler, taking a computer code as input and delivering a code that additionally produces derivatives with respect to some chosen variables. A number of automatic differentiation tools are available for Fortran, C, etc. (cf. the compilation given at http://www.autodiff.org/). It should be noted that AD generates “exact” derivatives, i.e. there are no approximations introduced during code generation.

In the Fortran 77 MIRART package [27] derivatives had been implemented utilizing the source-code transformation ADIFOR [85]. The retrieval codes built on GARLIC, e.g., BIRRA and PLS [86,87], utilize the source-to-source AD tool TAPENADE (version 3.4) [88] to generate derivatives in forward (tangent) mode. For a discussion of the pros and cons of the various AD techniques, see, e.g., Bischof and Bucker [89].

Fig. 4 clearly indicates the problem of choosing the right perturbation for finite difference approximations.
This set of routines will comprise code for the evaluation of \( \text{cular concentration retrievals from thermal emission spectra,} \) and all subroutines called by this routine. In case of mole-

observer at 35 km.

The observed right of the local oscillator frequency \( f_{\text{IF}} \) is the difference between absolute frequency \( f = c_v \) and the local oscillator frequency. The 0.1% pertur-

bation finite difference shows significant oscillations, whereas the 50% perturbation finite difference has a clear offset compared to the exact derivative. The total computation time for all spectra comprising an entire limb sequence of 10 tangent altitudes plus Jacobsen for 23 altitude levels is increased by just a factor of 2 in contrast to the pure forward calculation. Note that for a level-based scheme as used by GARLIC, differentiation corresponds to a triangular disturbance centered at the target altitude level, cf. Hase et al. [91].

In order to generate derivative code with tools like ADIFOR or TAPENADE it is necessary to select an appropriate subroutine (the “top-level subroutine” in ADIFOR’s notation) and all subroutines called by this routine. In case of mole-

cular concentration retrievals from thermal emission spectra, this set of routines will comprise code for the evaluation of the Schwarzschild integral along with routines to model instrument effects (SRF and FoV), the input for the top-level routine, say \texttt{schatzschild\_instrument}, will consist of atmospheric data (pressure, temperature, concentration) along with geometric and instrumental parameters, and the output will be the radiance array. ADIFOR and TAPENADE allow the user to request derivative code genera-

tion for several of the top-level subroutine’s input arguments (e.g., the molecular concentration and some “auxiliary” parameters to be fitted simultaneously). However, in case of the retrieval codes based on GARLIC, all fit variables are packed in a single array \( X \) before calling the top-level subroutine, and unpacked to the “physical” variables inside this routine. This approach has been chosen because a single state vector array \( X \) is also required as an argument to typical least squares solvers; furthermore a single input argument slightly simplifies the generation of the derivative code with TAPENADE. It should be noted that the elements of the input vector for which derivatives are to be computed can be selected at run-time using the so-called “seed matrix”.

### 3.7. Viewing geometry

All observation geometries relevant for atmospheric remote sensing are supported by GARLIC. For up and limb viewing geometries, refraction of the line-of-sight is modeled optionally following the approach used in MOLIERE [81]. For nadir viewing, reflection of downwelling radiation at the surface can be taken into account (e.g., [80]) where the solar (or exoplanet’s host star) irradiance is taken as a simple Planck blackbody source or from data such as Chance and Kurucz [92]. FoV spectra are evaluated as a sequence of pencil beam spectra and subsequent convolution with an appropriate FoV function.

As discussed in Section 3.5, GARLIC evaluates the path integral equations (1) and (3) using numerical quadrature schemes where the quadrature nodes correspond to the altitude levels of the discrete atmospheric data. In case of limb sounding the tangent point could be located between two altitude levels; in order to improve the integral evaluation an additional path grid point at the tangent is
added with temperature and absorption coefficient values obtained by linear interpolation. For up- or downloading geometries, observer or path end points at altitudes not coinciding with altitude grid points are treated in a similar fashion.

### 3.8. Input files and job execution

One of the fundamental design principles of GArLIC (and MIRART) has been a strict separation between code and data. Accordingly, only a few mathematical and physical constants are specified in the code, e.g., \( \pi, \sqrt{\ln 2}, \) speed of light \( c, \) Boltzmann’s constant \( k, \) and Planck’s constant \( h. \) Any further data, nb. molecular parameters such as mass and HITRAN, GEISA, etc. identification codes, atmospheric state parameters (pressure, temperature, composition), and molecular spectroscopic data (line parameters) are read from external files. (Unfortunately, it was not possible to adhere to this principle for the continuum implementation because of several “fudge factors”, etc.) This clear separation of code and data greatly facilitated the application of MIRART/GARLIC to other planets’ atmosphere.

Molecular cross sections are calculated with spectroscopic data from HITRAN \[18\], HITEMP \[19\], GEISA and GEISA/IASI \[32,33\], or JPL \[93\] dataset(s) (with units as used in HITRAN/GEISA, e.g., cm\(^{-1}\) for line positions and energies, and cm\(^{-1}\)/(molecule cm\(^{-2}\)) for line strength). Alternatively, precalculated cross sections can be read from external files. In addition to the line contributions, continua are implemented for water, carbon dioxide, oxygen, and nitrogen \[34,94\], where a “Voigt-CKD” line shape is used in conjunction with the CKD continuum with a cut-off wavenumber of 25 cm\(^{-1}\) and subtraction of the line wing value. Furthermore, collision-induced absorption \[95,96\] for a variety of collision pairs can be considered, too.

In its present version, GArLIC considers only one-dimensional atmospheres with profiles given as a function of altitude, e.g., the AFGL dataset \[75\]. Data from several sources and with different discretization and different physical units (internally GArLIC uses cgs units consistently) can be mixed, and the altitude grid of the first profile read defines the final grid used for the computation. This approach is especially convenient for retrieval applications: because of the ill-posed nature of the inverse problem, a coarse resolution of the profile to be fitted is frequently justified (thus limiting the size of the state vector; a finer grid would be compensated by stronger regularization, e.g., smoothing, anyway), whereas a fine altitude resolution is required for the radiative transfer (forward) modeling. Accordingly, the retrieval codes based on GArLIC typically read all known profiles first on a fine grid before reading the (current estimate of the) profile(s) to be fitted on a coarse grid. For example, in case of molecular concentration profile retrievals pressure, temperature and concentration of interfering gases are read first on a dense grid (e.g. the AFGL profiles), before the profile of the molecule of interest is read and interpolated from the coarse retrieval grid to the fine forward model grid.

GArLIC proceeds essentially in two steps: first cross sections of all molecules considered are computed for all atmospheric levels and then summed up to the absorption coefficients (optionally with continuum corrections). In a second step the radiative transfer (essentially Beer’s and Schwarzschild’s equation) is evaluated for one (or several) path(es) with temperature and absorption coefficients as input along with geometry. This separation of computing the extinction properties and the radiative transfer is possible because of the level-based approach combined with numerical quadratures and avoids time-consuming recalculation of cross sections for each line-of-sight.

### 4. Evaluation, verification and validation

One of the most important, yet difficult steps in program development is an extensive code testing, i.e. careful check of the program performance. Unfortunately, a closed analytic solution of the radiative transfer equations is not available for realistic conditions, and hence a comparison of numerical results with reference values is not feasible. Clearly, testing code against analytical results is mandatory for intermediate quantities, e.g., cross sections composed of a small number of lines for a particular pressure, temperature, and molecule, but this obviously does not prove the correctness and consistency of the whole code. Comparing computed spectra with experimental measurements is difficult due to the incomplete knowledge of the atmosphere (i.e. pressure, temperature, and composition of a generally inhomogeneous medium), inaccuracy of spectroscopic data, and possible distortions by instrumental artifacts. Thus this approach is essentially limited to laboratory measurements for a homogeneous gas cell, i.e. it does not test the correctness of the numerical solution of the path integrals in Eqs. (1) and (3). Historically, the lbl routines used in GArLIC/MIRART are largely based on routines used in the FitMAS (Fit Molecular Absorption Spectra) code for nonlinear least squares fitting of spectroscopic line parameters to high resolution molecular spectra. FitMAS has been cross-checked with similar codes \[97,98\] and is used extensively for analysis of our institute’s (DLR) Fourier transform spectra (e.g., \[99\]). Likewise, proper implementation of the spectral response can be validated by means of laboratory spectroscopy.

Verification and validation are established as mandatory in computational science \[100\]. According to Post and Votta \[101\], verification determines that the code solves the chosen model correctly, whereas validation tries to confirm that the model captures the physics correctly. In a detailed analysis, Boisvert et al. \[102\] discussed the road from the real world via the mathematical model and computational model to the computer implementation and accordingly distinguish between code verification and solution verification in addition to validation. In the context of atmospheric radiative transfer modeling, the Schwarzschild and Beer equations, (1) and (3), can be viewed as the mathematical model; the need for discretization of the continuous variables leads to the computational model approximating the integrals by finite sums, e.g., Eq. (22) according to an appropriate quadrature.
scheme, that is finally implemented in a Fortran (or any other language, C/C++, Python, etc.) code.

Verification of computer codes is frequently performed by careful intercomparisons of similar codes, and for radiative transfer models in particular such tests have been the focus of a growing number of workshops and reports, e.g., Fischer et al. [103], Ellingson and Fouquart [104], Soden et al. [105], Garand et al. [106], von Clarmann et al. [29], Tjemkes et al. [107], Kratz et al. [108], Meisheimer et al. [30]. Attempts to validate lbl codes by comparison of model vs. observed spectra accompanied by careful characterization of the state of the atmosphere (closure experiments) are presented in, e.g., Strou et al. [109], Masiello et al. [110], Newman et al. [111] or Buehler et al. [112].

In the next subsection, we discuss the performance of the various quadrature schemes presented in Section 3.5 as an approach to code verification. Solution verification by intercomparison with independently developed codes is the topic of Section 4.2, and Section 4.3 shows validation results by comparing synthetic spectra with observed spectra.

4.1. Comparison of quadrature schemes

From a numerical point of view, the evaluation of the integrals in Eqs. (1) and (3) is probably the most delicate step of infrared radiative transfer modeling. Having selected an appropriate line shape and given an accurate algorithm, the lbl computation is essentially an efficiency problem. Likewise, computing the absorption coefficient is basically a series of array operations (SAXPY, i.e. scalar multiplication and vector addition). However, the transmission \( T \) and absorption coefficient \( \alpha \) factors can vary over many orders of magnitude. Note that for uplooking geometry both factors are essentially exponentials decreasing with increasing altitude, whereas for downlooking geometry \( T \) decreases with decreasing altitude (see the sketch in [3, Fig. 11.9]). Accordingly, the product of two factors, the weighting function \( \alpha T / dz \) (originally introduced in the context of spaceborne temperature sounding for meteorology and planetary science) varies over many orders of magnitude, see Fig. 5. Similarly, the optical depth in Eq. (1b) can vary significantly in magnitude, and the same is true for the transmission \( T \) in Eq. (1c). In contrast, in the thermal infrared the Planck function \( B(\nu, T) \) increases by less than a factor four for temperatures rising from 200 to 300 K (in the microwave regime the Planck function is proportional to temperature according to the Rayleigh–Jeans law).

As discussed in Section 3.5 GARLIC generally uses optical depth as integration variable, i.e. Eq. (1b). For the comparisons shown here, a trapezoid quadrature for Eq. (1a) has been implemented additionally. The top row in Fig. 6 shows the upwelling radiation in the spectral region around 9.6 \( \mu \)m typically used for ozone remote sensing by nadir sounders such as AIRS (Atmospheric Infrared Sounder [113]), CrIS (Cross-track Infrared Sounder [114]), IASI [71], or TES (Tropospheric Emission Sounder [115]). The spectrum has been calculated with the trapezoid-Laguerre scheme using an atmosphere specified at 121 columns, respectively.

The second row shows the relative difference \( (I - I_{121})/I_{121} \) of the exponential-in-opticalDepth, cubic Hermite, and trapezoid path-distance quadrature (the SLATEC overlapping parabola routine DAVINT fails for some spectral points and is not shown here). The quadratures based on the Planck-linear-in-opticalDepth and Planck-exponential-in-opticalDepth perform equally well (deviations less than 0.04%), whereas deviations for

\[
\partial T / \partial z, \quad \text{Left: uplooking geometry, ozone 9.6 \( \mu \)m band; Right: downlooking geometry, carbon dioxide 4.3 \( \mu \)m band.}
\]
Hermite or trapezoid path-distance quadratures are a magnitude larger.

Obviously, a dense discretization with 121 equidistant levels is computationally demanding and the appropriate choice of a coarser vertical discretization has been discussed by, e.g., Hase et al. [91] or Wiacek and Strong [116]. The third and fourth rows give relative differences to TL121 for quadratures using 50 (equivalent to the "AFGL grid" [75]) or 24 levels. Note that linear interpolation errors for the 50 level temperature profile are about 0.1 K except for two peaks with $\Delta T \approx -0.46$ and 0.2 K at 48 and 32 km, whereas errors are as large as 3.2 K for the 24 level temperature. However, weighting functions (e.g., [117]) indicate that the radiation is originating predominantly from the troposphere or lower stratosphere. Clearly, trapezoid path-distance or overlapping parabola quadrature has the largest deviations, for high and low resolution spectra and for all altitude discretizations. The overlapping parabola quadrature, as implemented in SLATEC’s DAVINT routine, fails in some cases and is also not recommended for practical usage. For the 24 level atmosphere, the trapezoid-Laguerre and exponential-in-opticalDepth spectra have deviations less than 2% from the TL121 reference spectrum (less than 0.2% for the 50 level atmosphere). This might be considered as acceptable in view of the computational savings, however, investigation of the corresponding equivalent brightness temperature differences (Fig. 7) indicates deviations of about half a Kelvin what is about the noise level of the IASI instrument aboard MetOp.

Concerning computational speed, DAVINT and PCHIP are significantly slower than the other quadrature schemes (the overlapping parabola quadrature can be easily optimized, but this does not improve its robustness). In case of the exponential-in-opticalDepth scheme care has to be taken for layers with identical lower and upper temperatures or optical depth. In view of these

Fig. 6. Radiance in the ozone band for a nadir view from space. Left: monochromatic high resolution spectra; Right: spectra convolved with an ILS for a Fourier transform spectrometer with MOPD = 2 cm. The top row shows radiance computed with trapezoid-Laguerre quadrature for the 121 level atmosphere (TL121). The lower rows show relative differences with respect to TL121 for 121, 50, and 24 levels.

Fig. 7. Top: Equivalent brightness temperature in the ozone band for a nadir viewing geometry (Spectra convolved with an ILS for a Fourier transform spectrometer with MOPD = 2 cm). Bottom: brightness temperature differences $T - T_{TL121}$ for 24 level atmosphere versus 121 level trapezoid-Laguerre.
considerations, GARLIC uses the trapezoid-Laguerre rule for optical depth as integration variable as default method.

4.2. Verification — code intercomparison

A standard approach to solution verification of lbl codes relies on cross-checking against similar codes. In the last decade MIRART has participated in two extensive inter-comparisons, and currently an intercomparison of GARLIC with ARTS (Atmospheric Radiative Transfer Simulator [25,26]) and KOPRA (Karlsruhe Optimized & Precise Radiative transfer Algorithm, [55]) is being performed (see [118], for preliminary results). Some of the tests of the MIRART–KOPRA and MIRART–ARTS intercomparisons have been repeated with GARLIC and the results are presented in the following subsections. In both studies, some of the deviations of MIRART from the reference code were attributed to the different line strength conversion schemes and different CKD continuum versions. Both studies concluded that in general the "overall interconsistency" of the spectra provided by the various models is good. However, considerable discrepancies were found when models used different settings or assumptions with respect to numerical accuracy, algorithms, or input data.

4.2.1. AMIL2DA

In order to assess the consistency of geophysical data (level 2) generated from measurements (level 1) by the MIPAS Fourier transform limb emission spectrometer onboard the ENVISAT satellite [90], the AMIL2DA (Advanced MIPAS Level 2 Data Analysis) project aimed at careful comparison and characterization of algorithms and data analysis strategies used by five different European groups. An essential step of this project was a cross comparison of the radiative transfer to be used as forward models in the group’s MIPAS data processing [29]. The intercomparison was organized as a series of exercises, starting from simple settings proving basic functionalities and proceeding to more complex and realistic scenarios. Accordingly, the first exercises considered the cell transmission (i.e. a homogeneous atmosphere) of a single N₂O line for different pressures and temperatures, hence testing line shape computation, line strength conversion, and spectral response convolution.

In a second set of exercises, radiance spectra for a limb viewing geometry with instrumental effects (FoV, ILS) have been intercompared. Exercise 20 has been set-up to test the integration of the radiative transfer equations and the FoV convolution for a high tangent point where refraction is not an issue. Fig. 8 shows a comparison of KOPRA and GARLIC limb emission spectra, revealing deviations well below 1%. Trapezoid path-distance quadrature deviations are about a factor two larger than the differences for Planck linear or exponential in optical depth. Furthermore, it can be noted that the change in the spectroscopic database (from HITRAN 98 to HITRAN 2012) leads to significantly larger differences.

4.2.2. IRTMW01

A major objective of the Third International Radiative Transfer Modeling Workshop 2001 — IRTMW01 was the intercomparison of eight radiative transfer codes in the microwave spectral domain [30]. Similar to the AMIL2DA intercomparison, it was organized in a series of progressively more sophisticated "cases", starting with an assessment of Voigt line shape and molecular absorption coefficient calculations. As for the corresponding AMIL2DA exercises, MIRART exhibited slight deviations for spectra at temperatures different from the database reference temperature, which have been attributed to the use of different line strengths conversion approaches. (ARTS uses the TIPS — Total Internal Partition Sum [119] scheme for "HITRAN molecules").

The purpose of case 3 was to check the correct implementation of the radiative transfer algorithm, nb. the solution of the integrals in Eqs. (1) and (3) (i.e. code verification). In order to allow to discriminate different sources of possible deviations between the models, absorption coefficients \(\alpha(\nu, z)\) were precalculated with ARTS by the University of Bremen group and used as common input. Two sets of data have been provided by Bremen on a coarse grid with 45 levels and a fine grid with 264 levels used as benchmark. Case 4 tested the entire computational chain of the codes including lbl calculation, continuum corrections, and path quadrature. Geometries and instrument settings were identical to case 3, thus changes from case 3 spectra to case 4 spectra have to come from differences in the input data or from differences in the cross section and absorption coefficient calculations. The intercomparison was performed for all geometries (including limb, not shown here), and for ideal monochromatic spectra as well as ILS and FoV convolved spectra. Cases 3 and 4 downlooking essentially mimicked a microwave temperature sounder like AMSU-B (Advanced Microwave Sounding Unit) with three absorbers (O₂, H₂O, O₃, N₂O, and CH₄; HITRAN 98 (an update of HITRAN 96 developed for MIPAS data analysis), CKD-continuum [34]. Bottom: Radiances KOPRA vs. GARLIC; Top: Radiance differences \(\Delta = I_\text{KOPRA} - I_\text{GARLIC}\).
and N₂), whereas cases 3 and 4 uplooking corresponds to an airborne trace gas sounder (with two active species, O₃ and O₂).

Figs. 9 and 10 show monochromatic spectra for the downlooking and the uplooking geometry, respectively. For the new GARLIC simulations shown here, only the coarse grid data was considered since for this atmosphere the integrals are more sensitive to the quadrature method. For the uplooking case, differences to ARTS (version 1-0-64) are in the sub-Kelvin range except for overlapping parabola quadrature and trapezoid path-distance quadrature. Except for the trapezoid path-distance scheme this is also true for the downlooking case. The comparisons essentially confirm the conclusions of Section 4.1, i.e. the choice of the trapezoid-Laguerre quadrature scheme as the default method because of its accuracy and speed.

4.3. Validation

4.3.1. Far infrared limb sounding — TELIS

For the analysis of limb observations, the program PILS — Profile Inversion for Limb Sounding — has been developed combining a forward model built from GARLIC’s subroutines with a nonlinear least squares solver based on the PORT library [120,121]. To cope with the ill-posed inverse problem, PILS uses a variety of Tikhonov-type regularization methods. Currently, PILS is mainly used for the retrieval of stratospheric trace gas profiles from TELIS.
(Terahertz and submillimeter Limb Sounder), a balloon-borne cryogenic heterodyne spectrometer with two far infrared and sub-millimeter channels (1.8 THz and 480–650 GHz developed by DLR and SRON, respectively), but it can be used for other instruments such as SMILES or MIPAS (for a comparison of PILS’ Fortran 77 predecessor based on MIRART with other codes in the context of the AMIL2DA project, Section 4.2, see von Clarmann et al. [122]). PILS allows to retrieve the discretized profiles of one or several trace gases from single or multiple micro-window limb sequences. In this context, fitting of an altitude dependent “grey-body” profile (i.e. a frequency independent additive correction of the absorption coefficient) turned out to be important in order to compensate for imperfect knowledge of continua (water, clouds, etc.) as well as pointing (e.g., [6]). The comparison of the model spectra with and without this additional grey-body and the observed spectra in Fig. 11 clearly demonstrates the impact of this approach, removing the high bias over the ozone lines for the lower tangent altitudes and ultimately leading to significantly reduced residuals.

4.3.2. Thermal infrared nadir sounding: AIRS

Biomass burning (wildfires, etc.) and volcanic eruptions are of major concern both on a global (climate change) and regional (air pollution) scale. Accordingly, observation and monitoring of these high temperature events by space-borne instruments is highly desirable. Currently, there is no dedicated mission or sensor in orbit, but airborne sensors have been used successfully to demonstrate the feasibility [123].

Although current operational thermal IR nadir sounders are not optimized for biomass fire remote sensing, we have analysed AIRS observations over Portugal, August 2003, where large wildfires contributed significantly to the
upwelling thermal radiation. The retrieval program PyReS (Prototype Retrieval System) that performed these inversions uses MIRART modules as the forward model for nadir IR radiative transfer and PORT library routines [120,121] for minimizing the residuals. The atmosphere was modeled with midlatitude summer profiles of temperature, CO, H2O, CH4, CO2 (with 370 ppm) and N2O. Retrieval parameters were scaling factors for the temperature, CO and H2O profiles and the surface temperature. All parameters were retrieved simultaneously in the spectral microwindow 2180–2210 cm\(^{-1}\). The example result in Fig. 12 shows an AIRS spectrum with a pixel containing a forest fire region covering about 2.5% of the pixel area. The retrieved CO concentration was almost doubled compared to nearby undisturbed marine pixels. Analysis of the Jacobians showed that the top-of-atmosphere radiance is mainly affected by the CO concentration at 5 km altitude. The modeled spectrum (Fig. 12) shows very good agreement with the AIRS concentration at 5 km altitude. The retrieved CO concentration was mainly affected by the small percentage of the fire area. The average pixel surface temperature retrieved was 327 K, where the relatively low value is explained by the small percentage of the fire area. The modeled spectrum (Fig. 12) shows very good agreement with the AIRS measurement in most spectral points. The largest relative deviation is 5.2% at 2209 cm\(^{-1}\).

### 4.3.3. Beyond schwarzschild: MIPAS cloud spectra

While scattering is often neglected in infrared and microwave radiative transfer, it can be relevant in these spectral regions in the Earth atmosphere, e.g., in the occurrence of clouds [125,126]. Microwave and infrared limb sounders have been applied for measurements of upper tropospheric ice clouds [127–130], and sub-millimetre instruments have been successfully proposed for improved measurements of cloud ice mass [131], where all of these techniques are based on the scattering effects of clouds.

Scattering by ice clouds modifies the broadband continuum signal in the region of atmospheric windows. Interacting with line absorption, it furthermore causes broad absorption line structures in cloudy spectra that occur in place of narrow emission lines in clear-sky spectra. While the continuum signal might be approximated by grey-body extinction, the latter features can only be reproduced when scattering is explicitly modeled. This can help to improve the retrieval of temperature and trace gas profiles (e.g., [132]), but also allows for retrievals of cloud properties.

For handling cloudy spectra, the scattering model SARTre (Spherical Atmospheric Radiative Transfer) was developed as an extension of MIRART [133] replacing the Schwarzschild equation by a more complete formulation. The optical depth \(\tau\) in Eq. (1b) is generalized to

\[
\tau(\nu, s) = \int_0^\pi (\alpha(\nu, s') + \alpha_c(\nu, s') + \alpha_s(\nu, s')) ds'
\]

comprising absorption by gaseous components (\(\alpha\)) as well as absorption and scattering by clouds (\(\alpha_c\) and \(\alpha_s\), respectively). Furthermore, the source term \(J\) in Eq. (1b) is given by

\[
J(\nu, \tau, \Omega) = J_\text{th}(\nu, \tau) + J_{\text{MS}}(\nu, \tau, \Omega)
\]

\[
= (1 - \omega_\nu(\nu, \tau)) B(\nu, T(\tau))
\]

\[
+ \omega_\nu(\nu, \tau) \int_0^{4\pi} P(\nu, \tau, \Omega') I(\nu, \tau, \Omega') d\Omega',
\]

where \(J_\text{th}\) describes thermal emission and \(J_{\text{MS}}\) the (multiple) scattering source term with \(\omega_\nu = \beta_c/(\alpha + \alpha_c + \beta_s)\) being the

---

**Fig. 13.** Comparison of MIPAS observations (orbit 7203, July 17, 2003, limb sequence over the Arabian peninsula), and SARTRE simulations. Note that certain line features seen in the observations are absent in the simulations (an OCS line around 829 cm\(^{-1}\) and an SF\(_6\) line around 948 cm\(^{-1}\)) as minor absorption species have been neglected in the simulations.
single scattering albedo and $P(\nu, \tau, \Omega', \Omega)$ the phase function characterizing the probability of scattering of radiation from direction $\Omega'$ into the line-of-sight direction $\Omega$. Using a pseudo-spherical approach, the incident intensity $I(\nu, \tau, \Omega')$ is computed by DISORT [134] assuming a (locally) plane-parallel atmosphere at the intersections of the line-of-sight with the atmospheric levels.

Reproducing observed spectra of cloudy scenes requires proper modeling of both the gas as well as the cloud contributions. In Fig. 13, we compare modeled IR limb spectra to MIPAS [90] data classified as cloudy in order to validate (a) the implementation of the scattering module SARTre and its integration with the MIRART/GARLIC code in conjunction with (b) the modeling of molecular absorption. For the comparison, three microwindows between 8 and 12 $\mu$m were chosen each covering at least one $\text{H}_2\text{O}$ line. Cloud properties were estimated comparing the continuum signals of observed and modeled limb spectra at two subsequent tangent altitudes. The best fit (see Fig. 13) was found for a cirrus with cloud top around 15.5 km, an ice water path of IWP = 0.1 g/m$^2$ and an effective particle size of $D_\text{e} = 10 \mu$m. For these cloud properties, simulated and observed broadband signals are in close agreement in all three microwindows. Furthermore, finer structures observed in the MIPAS spectra like $\text{H}_2\text{O}$ absorption signatures caused by scattering of radiation into the line-of-sight are reproduced well. Deviations between measurement and simulation (particularly in the right panel of Fig. 13) can largely be explained by deviations in the atmospheric profiles (e.g., water vapor and temperature) assumed in the simulations and by cloud inhomogeneities. Further details on the fitting procedure and a discussion of results are given in Mendrok [133] and Mendrok et al. [135].

4.3.4. Venus: transit spectroscopy and SCIAMACHY

Originally, MIRART was developed for radiative transfer modeling of Earth’s atmosphere. In recent years, however, MIRART and GARLIC have been successfully used for radiative transfer analysis of planetary atmospheres. Currently MIRART/GARLIC is used for studies of the infrared signature of extra-solar planets, in particular for assessments of the feasibility to detect biosignatures (spectral features of molecules related to life) in emission or transmission spectra of Earth-like exoplanets (e.g., [117,136–139]).

During the transit of Venus in June 2004, transmission spectra of its upper atmosphere were observed in the near infrared with an echelle spectrograph of the Vacuum Tower Telescope (VTT) in Tenerife. Despite the suboptimal measurement conditions it was clearly possible to identify numerous CO$_2$ absorption lines (transmission values above one are mostly due to noise, the large feature at about 6258.25 cm$^{-1}$ is related to the solar spectrum). Comparison of the observed spectra with synthetic spectra generated with MIRART allowed estimation of the relative abundance of the three most abundant CO$_2$ isotopologues [140], essentially confirming the literature values within the error margin. Fig. 14 shows a comparison of the “best-fit” model spectrum with the observed spectrum.

The original idea of targeting SCIAMACHY (Scanning Imaging Absorption Spectrometer for Atmospheric CHartographY [141]) to Venus has been to observe our neighbour planet as a perfect point source in order to improve the instrument’s field-of-view characterization. However, the radiometric and spectral quality of the data was surprisingly good; in particular this offered the opportunity to validate the implementation of the single-scattering solver in GARLIC. This approach was used to model the radiative transfer in the thin upper haze layer above the dense, opaque main cloud deck approximated as a perfectly reflecting surface. In analogy to Eq. (24), a source function $J = J_0 + J_{SS}$ is used with the single scattering source term described by

$$J_{SS}(\nu, \tau, \Omega) = \omega_0(\nu, \tau) P(\nu, \tau, \Omega_0 \cdot \Omega) I_0(\nu, \Omega_0) e^{-\tau_0(\nu)}$$  \(25\)

where $I_0$ is the solar radiation at top-of-atmosphere with incident direction $\Omega_0$ and the transmission $e^{-\tau_0(\nu)}$ describes the attenuation of the solar beam along the path through the atmosphere to the scattering point. The haze particles were assumed to have a unimodal log-normal particle size distribution with mode diameter 0.3 $\mu$m and standard deviation 1.56 $\mu$m. Fig. 15 shows a comparison of measured SCIAMACHY channel 6 spectra with simulations, where a nadir or
limb viewing geometry has been assumed for the March and June 2009 observations, respectively.

5. Conclusions

We have presented a new lbl code G ARLIC providing a detailed discussion of algorithmic and computational aspects considered as novel and/or unique. A combination of two rational approximations for the complex error function and a multigrid algorithm constitute the core of the code. Subroutines of G ARLIC serve as forward models for several retrieval codes, where the Jacobians are implemented using automatic differentiation thus providing exact derivatives in short time.

For the evaluation of the integrals along the line-of-sight in the Schwarzschild and Beer equations G ARLIC utilizes various quadrature schemes. The performance of these schemes has been tested by comparison of top-of-atmosphere radiances in the 9.61 μm band of ozone, by intercomparisons of thermal emission limb spectra of G ARLIC vs. KOPRA, and by intercomparisons of G ARLIC with ARTS for down- and up-looking geometries in the microwave; the results indicate the superiority of the trapezoid-Laguerre quadrature scheme using optical depth as integration variable. Note that because the trapezoid quadrature is a local approximation (i.e. only a single interval or layer is evaluated), this approach is advantageous compared to quadratures based on overlapping parabola for situations featuring discontinuities of the optical properties, e.g., at cloud top or bottom.

Concerning applications to planetary science, both ground-based VTT and spaceborne SCIAMACHY observations of Venus were successfully modeled with G ARLIC and demonstrate the capability to model atmospheric absorption and radiative transfer in atmospheres significantly different from Earth.

Outlook: So far the development of G ARLIC was largely driven by applications. An upgrade of the water continuum with a recent version of the MT-CKD continuum [35] and implementation of the TIPS (Total Internal Partition Sum [119]) scheme modeling the temperature dependence of the line strengths is planned for the near future and might help to resolve some of the discrepancies found in code intercomparisons. New features to be implemented might include more sophisticated line shapes (e.g., Rautian and Galatry profiles for collisional narrowing [45], speed-dependent profiles [46,142], sub/super-Lorentzian line shapes) or line mixing to account for the improved quality of current and future sensors (e.g., [143–145]). A two-dimensional or three-dimensional description of the atmosphere would allow investigations of horizontal inhomogeneity effects in limb observations or tomographic retrieval approaches required for future space missions. And finally, data amount and data quality of future sensors will increase further, so exploration of algorithms and implementations esp. for the lbl modeling of cross sections will likely continue forever.
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Appendix A. Cubic Hermite interpolation

The coefficients of the cubic polynomial:

\[ p(x + \delta) = a_0 + a_1 \delta + a_2 \delta^2 + a_3 \delta^3 \]

for \( 0 \leq \delta \leq x_t - x_i \equiv \Delta \) (A.1)

interpolating \( y(x) \) in the interval \( x_i \leq x \leq x_t \) are determined by the continuity conditions for function values and first derivatives at the left and right interval bounds:

\[ p(x_i) = y(x_i) \equiv y_i, \quad p(x_t) = y(x_t) \equiv y_t \] (A.2)

\[ p'(x_i) = y'(x_i) \equiv d_i, \quad p'(x_t) = y'(x_t) \equiv d_t \] (A.3)

and are given by

\[ a_0 = y_i \] (A.4)

\[ a_1 = d_i \] (A.5)

\[ a_2 = \frac{3(y_t - y_i) - (d_t + 2d_i)\Delta}{\Delta^2} \] (A.6)

\[ a_3 = \frac{2(y_1 - y_i) + (d_t + d_i)\Delta}{\Delta^3} \] (A.7)

For the midpoint one finds

\[ p(x + \Delta/2) = p(x_i + d_i/2) = \frac{1}{2}(y_1 + y_i) + \frac{\Delta}{8}(d_i - d_t). \] (A.8)

Appendix B. Overlapping parabola quadrature

Although conceptually quite simple, the quadrature based on overlapping parabola is rarely treated in textbooks on numerical analysis [146]. Let \( p_i(x) \equiv a_i x^2 + b_i x + c_i \) denote the quadratic polynomial that interpolates \( y \) at the triple of points \( (x_i - 1, y_{i-1}), (x_i, y_i), \) and \( (x_{i+1}, y_{i+1}) \) for \( 1 \leq i \leq n - 1 \). To evaluate the integral of a function \( y(x) \) given a finite set of data pairs \( (x_0, y_0), (x_1, y_1), \ldots, (x_n, y_n) \), the integrand in each subinterval \([x_{i-1}, x_i]\) is approximated by the mean of the interpolating quadratic polynomials \( p_i \) and \( p_{i+1} \):

\[
\int_a^b f(x) \, dx = \int_a^{x_0} p_i(x) \, dx + \int_{x_{n-1}}^b p_{n-1}(x) \, dx + \sum_{i=1}^{n-2} \frac{x_i - x_{i-1}}{2} \left( p_i(x_i) + p_{i+1}(x_{i+1}) \right) \, dx
\] (B.1)

for \( x_0 \leq a < x_1 \) and \( x_{n-1} < b \leq x_n \). A Fortran 77 implementation of the overlapping parabola rule is provided by the SLATEC [147] subroutine (D) AV1NT.

The relative simplicity of the overlapping parabola quadrature made an optimization straightforward, resulting in an accelerated algorithm only slightly slower than trapezoid quadrature. Some reorganization of the code
already resulted in considerable speed-up: moving IF statements outside a DO loop, avoiding unnecessary divisions, and skipping repeated checks of input parameters. Furthermore, calculation of the radiance (1) also requires knowledge of the transmission \( T(\nu, s') \) as a function of distance to the observer \( s' \), i.e. for all path grid points \( s_j \) between observer and end-of-path. In this case the weights \( w_j \) can be calculated once and the stepwise quadrature from a fixed starting point to a sequence of end points \( s_j \) can be formulated as a matrix–vector product.

**Appendix C. Trapezoid-Laguerre quadrature**

The trapezoidal rule is the most basic and important Newton–Cotes formula for numerical evaluation of an integral of a function \( y(x) \):

\[
\int_{x_0}^{x_n} y(x) \, dx = \frac{1}{2} \sum_{i=1}^{n} (y_i + y_{i-1})(x_i - x_{i-1}).
\]

Clearly the assumption behind the trapezoid rule, i.e. a linear polynomial interpolating the function \( y \) in the subintervals \([x_{i-1}, x_i]\), is hardly justified in the presence of the exponential factor in Eq. (1b). A generalization in analogy to Gauss quadrature rules with weight functions yields the Trapezoid-Laguerre quadrature for

\[
\int_{x_0}^{x_n} y(x)e^{-x} \, dx
\]

Assuming linear interpolation of \( y(x) \approx a_i x + b_i \) with \( b_i = y_{i-1} - a_i x_{i-1} \) in each subinterval, using \( \int x e^{-x} \, dx = -e^{-x}(1+x) \), and rearranging terms to avoid cancellation errors finally gives

\[
\int_{x_0}^{x_n} y(x)e^{-x} \, dx = \sum_{i=1}^{n} (y_{i-1} - y_i)e^{-x_i} + \sum_{i=1}^{n} (y_i - y_{i-1})e^{-x_{i-1}} - x_{i-1}.
\]

where \( \mathcal{E}(\Delta x) \equiv (1 - e^{-\Delta x})/\Delta x \) denotes the relative exponential function. Because the quadrature nodes are monotone increasing, \( x_j > x_{j-1} \), the relative error function can be computed in a robust way even for small arguments by exploiting the Taylor expansion \( \mathcal{E}(-t) \approx \sum_{i=0}^{\infty}(-t)^i/(i+1)! \).

**Appendix D. B exponential in optical depth approximation**

To simplify the notation use \( B(\tau) \equiv B(T(\tau)) \). The Planck function within a layer \( \tau_{j-1} \leq \tau < \tau_j \) is approximated by

\[
B(\tau) = B(\tau_{j-1})e^{-\beta(\tau - \tau_{j-1})} \quad \text{with} \quad \beta_j = \frac{\ln(B(\tau_{j-1})/B(\tau_j))}{\tau_j - \tau_{j-1}}.
\]

Using this approximation in the Schwarzschild integral \( (1b) \) (with \( \tau_0 = 0, \tau_i \equiv \tau_j \) and the background term ignored) gives

\[
I(\nu) = \int_0^{\tau_f} B(e^{-\tau})e^{-\tau} \, d\tau = \sum_{l=1}^{\infty} \int_{\tau_{l-1}}^{\tau_l} B(\tau)e^{-\tau} \, d\tau = \sum_{l=1}^{\infty} \frac{B(\tau_{l-1})}{\beta_{l-1}+1} \left( e^{-\beta_{l-1}(\tau_{j-1})} - e^{-\beta_{l-1}(\tau_{j-1})} \right)
\]

and finally

\[
I(\nu) = \frac{B(\tau_{l-1})}{\beta_{l-1}+1} \left( e^{-\beta_{l-1}(\tau_{j-1})} - e^{-\beta_{l-1}(\tau_{j-1})} \right)
\]

Note that in case of identical optical depths at the layer boundaries, i.e. \( \tau_{j-1} = \tau_{j} \), the current layer is combined with the next layer.
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