=

View metadata, citation and similar papers at core.ac.uk brought to you by i CORE

provided by Elsevier - Publisher Connector

Available online at www.sciencedirect.com -
JOURNAL OF

SciVerse ScienceDirect Functional
Analysis

www.elsevier.com/locate/jfa

38

ELSEVIER Journal of Functional Analysis 262 (2012) 3548-3555

Low-distortion embeddings of graphs with large girth

Mikhail I. Ostrovskii !

Department of Mathematics and Computer Science, St. John’s University, 8000 Utopia Parkway,
Queens, NY 11439, USA

Received 17 August 2011; accepted 21 January 2012
Available online 31 January 2012

Communicated by G. Schechtman

Abstract

The main purpose of the paper is to construct a sequence of graphs of constant degree with indefinitely
growing girths admitting embeddings into £ with uniformly bounded distortions. This result solves the
problem posed by N. Linial, A. Magen, and A. Naor (2002).
© 2012 Elsevier Inc. All rights reserved.

Keywords: Distortion of embedding of a metric space into a Banach space; Girth of a graph; Graph lifts

Definition 1. Let C < 0co. A map f : (X,dx) — (Y,dy) between two metric spaces is called
C-Lipschitz if

Vu,veX dy(f), f(v) < Cdx(u,v).

A map f is called Lipschitz if it is C-Lipschitz for some C < co. For a Lipschitz map f we
define its Lipschitz constant by

. dy (f(u), f(v))
L = _—
v/ dy,nz0  dx(u,v)
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Amap f: X — Y is called a C-bilipschitz embedding if there exists r > 0 such that
Vuve X rdy(u.v) <dy(f(). f(v)) <rCdy(u,v). )

A bilipschitz embedding is an embedding which is C-bilipschitz for some C < oco. The smallest
constant C for which there exists » > 0 such that (1) is satisfied is called the distortion of f. (It
is easy to see that such smallest constant exists.)

The infimum of distortions of all embeddings of a finite metric space X into the Banach space
£ is called the £ distortion of X and is denoted ¢ (X).

The £; distortion of finite metric spaces plays an important role in the theory of approximation
algorithms, see [10,11,16,17,19].

Our main purpose is to solve the following problem suggested in [12, p. 393] and repeated
in [10, Open Problem 7] and [18, Problem 2.3]: does there exist a sequence of simple k-regular
graphs, k > 3, with indefinitely growing girths and uniformly bounded ¢; distortions? (All graphs
mentioned in this paper are endowed with their shortest path distance.) We are going to show that
such sequences exist.

The construction of this paper is inspired by the paper [2]. Recall that the girth g(G) of a
graph G is the length of a shortest cycle in G. We start with a sequence of k-regular connected
simple graphs {G,} with indefinitely increasing girths g(G,), such that

8(Gyp) = adiam(G,) 2

for some absolute constant o > 0. Existence of such sequences of graphs is known for long
time, see [6] and [3, Chapter III]. In the 1980s the constants involved in the construction were
significantly improved, see [14,9,13,15]. For each graph G in the sequence {G,} we consider its
lift G in the sense of the papers [1] and [5]. (We would like to warn the reader that somewhat
different terminology (graph covers, voltage graphs) is used in other publications on the topic,
such as in [2,7,8].) The particular version of the lift which we use is close to the lift used in [2],
but it is applied to a different sequence of graphs. We changed the lift to make the argument
simpler, also we need somewhat stronger estimates than those which were sufficient for [2].
Another difference of our presentation from the presentation in [2] is that we try to keep the
presentation as elementary as possible, without assuming any topological and group-theoretical
background of the reader. We use only some basic notions of graph theory and the definition of
the space £1. We hope that our graph-theoretical terminology is standard, readers can find all
unexplained terminology in [4].

Deﬁnition 2. Let L be a finite set. A lift~5 of a graph G = (V(G), E(G)) is a graph with vertex
set V(G) = V(G) x L. The edge set G is the union of matchings corresponding to edges of
E(G). The matching corresponding to an edge uv matches all vertices of {u} x L with vertices
of {v} x L.

Definition 2 immediately implies that there are well-defined projections E (5) — E(G) and
V(é) — V/(G): edges of the matching corresponding to uv are projected onto uv and vertices
of {u} x L are projected onto u. We denote both of the projections by 7. It is clear from the
definition that the degrees of all vertices in G whose projection in G is u are the same as the
degree of u. In particular, any lift of a k-regular graph is k-regular.
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Remark 3. It is easy to see that for each walk {e; }" | in G and each vertex ue V(G) of the form
= (u,l)with £ € L and u belng the initial vertex of the walk {e;};"_, ; there is a uniquely deter-
mined lifted walk {e; }" 1 in G for which 7(¢;) = e; and u is the initial vertex. It is important that
if G is connected, this remark remains true if instead of G we consider a connected component
of it.

Remark 4. It is clear that if a walk in G has an edge e which is backtracked (that is, the walk
contains two consecutive edges ¢), then the corresponding edge in the lifted walk is also back-
tracked.

Remark 4 implies that the projection of a cycle in G to G cannot be such that its edges induce
in G a subgraph having vertices of degree 1. In particular, the graph induced by edges of the
projection of a cycle in G contains cycles in G. This immediately implies g(é) > g(G).

We apply the lift construction to the graphs {G,} mentioned above. The fact that we get
k-regular graphs with indefinitely increasing girths follows immediately from the observations
which we just made. It remains to specify lifts for which there are suitable estimates for £,
distortions of connected components of the obtained graphs. The bounds for the distortions which
we get are in terms of the constant « in (2).

For each G € {G,}72, we do the following. Let L be the set {0, 1}£©) | 50 each element of
L can be regarded as a {0, 1}-valued function on E(G). For each uv € E(G) we need to specify
a perfect matching of {u#} x L and {v} x L. To specify the perfect matching it suffices, for each
edge in E, to pick a bijection of the set L. We do this as follows. The bijection corresponding
to e € E(G) maps each function f on E(G) to the function &, which has the same values as f
everywhere except the edge e, and on the edge e its value is the other one (recall that we consider
{0, 1}-valued functions).

We denote the graphs obtained from {G,} using such lifts by {6,1} Observe that the graphs
{G } are disconnected. To see this consider two vertices: (v, f1) and (v f2), where v € V(G,,),
f1. f>€{0, 1}E©D £ £ £ 1f (v, f1) and (v, f>) are connected in Gn by a path P, it is clear
that the projection m(P) of this path is a closed walk in G which contains each of the edges
corresponding to different values of f; and f> an odd number of times. Each of the other edges
contained in 7 (P) is contained there an even number of times. This implies that degrees of all
vertices in the subgraph of G, spanned by edges at which f; and f, have different values are
even (we give a detailed proof of a more general statement in Lemma 8 below). Therefore (v, f1)
and (v, f2) are not connected in 6,1 if the condition of the last sentence does not hold.

For this reason (£ distortions are well-defined for connected graphs only) we pick in each of
G, a connected component which we denote Gy Itis easy to see that a connected component of
a k-regular graph with girth g is a k-regular graph with girth > g. The following theorem is the
main result of this paper.

Theorem 5. ¢ (G,) = O(1).
The main steps in our proof are presented as lemmas, where G is one of the {G,}.

Lemma 6. Iz)r each edge e € E(G) the set of all edges ¢ € E(a) for which 7 (¢) = e forms an
edge cut in G.
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Proof. Recall that G is assumed to be connected. Combining this with Remark 3 we get that for
each e € E(G) and each v € V(G) the sets { € E(G) : n(Z) =e}and (T e V(G): n(¥) = v}
are nonempty.

Now let ¢ € E(G). We can just describe the sets separated by the set of edges {¢ €
E((N?) : (¢) = e}: they are the sets (V(G) x Aq0) N V(CN}) and (V(G) x A.1) N V(CN}) where
A, and A, are the sets of functions in {0, 1}£(@ whose values on e are equal to 0 and 1,
respectively.

The only thing which is not obvious is that the sets (V(G) x A,0) N V(é) and (V(G) x

A1) N V(é) are nonempty. Let e = uv and let 7 € V(é) be such that (V) =v. Then ¥ is in
one of the sets (V(G) x A, 0) N V(G) or (V(G) x Ae,1)N V(G) We lift the one-edge-walk e to
G starting at v. The other end of this walk is in the other set of the pair (V(G) x A, 0) N V(G)
and (V(G) x A¢,1) N V(G). O

Let £;(E(G)) be the space of real-valued functions on E(G) with its £;-norm. By the ¢;-
norm of a function H : E(G) — R we mean the norm ||H|| = ZEGE(G) |H (e)|. It is easy to
see that the space €1 (E(G)) is isometric to a subspace of £ and therefore to prove Theorem 5 it
suffices to find an embedding F of V(G) into £1(E(G)) with distortion bounded from above by
a universal constant.

For each edge cut R(e) defined by the set of edges ¢ in G satisfying 7 (€) = e, we call one
of tbe sides of the cut R(e) the 0-side, and the other side the 1-side, and define a function F :
V(G) — Li(E(G)) by

1 if x is in the 1-side of R(e),

(F))(e) = { 0 if x is in the O-side of R(e).

The Lipschitz constant of this embedding is 1. In fact, the cuts R(e) are disjoint and each edge
of G is in exactly one of the cuts. Therefore || F(x) — F(y)[l1 =1 if x and y are adjacent vertices
of G.

To estimate the Lipschitz constant of F ~! we consider x, y € V(é), denote by dg (x, y) their
distance in G, and observe the following:

Observation 7. If P is an xy-walk in G, then dg(x,y) <length(P) and || F(x) — F(y)|l1 is the
number of edges in the walk 7 (P) which are repeated in the walk an odd number of times.

Let us denote by D(P) the number of edges repeated in 7 (P) an odd number of times.
Observation 7 shows that to complete the proof of Theorem 5 it suffices, for each x, y € V(G),
to find an xy-walk P in G for which

length(P) < BD(P) (3)

for some absolute constant . This is our next goal. _

Letx = (u, f) and y = (v, g) be two vertices of G, where u, v € V(G) and f, g € {0, I}E(G).
Let S C E(G) be the subset on which the functions f and g differ (recall that we consider f and
g as {0, 1}-valued functions on E(G)). Denote by H the subgraph of G induced by edges of S.

Lemma 8. If u # v, degrees of all vertices of H, except u and v, are even. If u = v degrees of all
vertices of H are even.
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Proof. We use the assumption that G is connected, so there is an x y-walk Q in G. We claim that
7 (Q) has to contain each of the edges of S an odd number of times and each of the other edges
an even number of times (possibly 0).

To see this we recall our construction of the lift of G and our definition of a lifted walk
(see Remark 3). It is obvious that Q is a lifted walk of 7 (Q). Our definitions are such that the
change in the L-coordinate in each step (when we walk along the lifted walk) is made in exactly
one value of the corresponding {0, 1}-valued function on E(G), the choice of this coordinate
depends only on the m-projection of the edge which we are passing, and not on the direction in
which we pass it, or on the L-coordinate of the vertex we are at (this is a very important property
of the graph lift which we consider). Also, we need an obvious observation that if we change
some value of a {0, 1}-valued function twice, it returns to its original value.

We denote the subgraph of G induced by edges of 7w (Q) by 1(Q) (7w (Q) and I (Q) are slightly
different objects: 7 (Q) is a sequence of edges in which some edges can be repeated, I (Q) is the
subgraph of G induced by edges which are listed in 7 (Q) at least once). Now we introduce a
non-simple graph N (Q) having I (Q) as its underlying simple graph and having as many parallel
edges for each edge of 1(Q), as many times the edge is repeated in 7 (Q).

It is clear that the graph N (Q) contains an Euler trail which is a uv-walk (we just follow the
walk 7 (Q), each time using a different parallel edge for edges repeated in 77 (Q)). Therefore, if
u # v degrees of all vertices of N(Q), except u and v are even. If u = v degrees of all vertices
of N(Q) are even. It is clear that if we delete from N (Q) an even number of parallel edges, this
property continues to hold. In particular, it continues to hold if we delete all edges parallel to
edges repeated in 7w (Q) an even number of times, and leave one copy of each edge repeated in
7 (Q) an odd number of times. It is clear that what we get after this deletion is the graph H. O

Proof of Theorem 5. Our goal is to construct an xy-walk P satisfying (3). We use the graph
H introduced above. Lemma 8 implies that all components of H, except possibly the one that
contains # and v, contain cycles. Therefore each of them has at least g(G) edges. It is also clear
that the component containing u and v (if exists) has an Euler trail whose initial vertex is u
and whose terminal vertex is v; and all other components have Euler tours (that is, closed Euler
trails).

Let Hi, ..., H; be the components of H. We assume that H; contains # and v. Observe that
in the case where # = v such component does not have to exist. In this case we introduce Hj as
a trivial component containing one vertex u = v. Observe that we may assume that this trivial
component contains an Euler trail joining u and v, it is just a trail with no edges.

Observe that any two components of H can be joined by a path in G of length < diam(G).
Let My, ..., M;_ be paths of length < diam(G) each, such that

1. M; joins H; and H;4.
2. The terminal vertex of M; coincides with the initial vertex of M;.

Now we form the following uv-walk M in G:

It starts at u and follows an Euler trail of H; to the initial vertex of M.
It follows M, to H».

It follows the Euler tour of H,.

It follows M» to Hj.

It continues in an obvious way to H;.
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It follows the Euler tour of H;.

It follows M;_ back to H;_1.

It follows M;_» back to H,_».

It continues in an obvious way till it reaches Hj.

It follows the final part of the Euler trail of H; (the initial part of that Euler trail was followed
in the first step) and completes it at v.

We lift the walk M taking x = (u, f) as the initial vertex of the lifted walk. Denote the
obtained walk by P. It is clear that all edges of S are used in M an odd number of times and
that all other edges are used in M an even number of times. Therefore the lifted walk P has
y = (v, g) as its terminal vertex (to see this we use observations made in the proof of Lemma 8).
So P is an xy-walk. Also it is clear that D(P) = |S].

Counting the number of edges in P, we get that its length does not exceed

2(t — 1) diam(G) + |E(H)| + |E(H2)| + - + |E(Hy)| =2(t — 1) diam(G) +1S].  (4)

In the case where ¢ = 1, we use the right-hand side of (4) and get
length(P) < D(P),
s0 (3) holds with 8 = 1. In the case where ¢ > 1 we use the left-hand side of (4) to get
'
length(P) < |E(H))| + Y (| E(H)| + 2 diam(G)).
i=2

After that we combine the fact that | E (H;)| > g(G) for i > 2 with the assumption that g(G) >

a diam(G), and get

d 2
length(P) < |[E(HD| + ) 1E<H,->|(1 + a)

i=2

2
ST+ = )IS]

o

2
=|1+=)D(P).

o

Thus (3) holds with g = (% + 1). This completes the proof of Theorem 5. O

Remark 9 (Remark on coarse embeddings). The main purpose of [2] is to construct metric
spaces with bounded geometry which are coarsely embeddable into a Hilbert space, but do not
have property A introduced by Yu in [23].

Definition 10. A discrete metric space X has property A if for every ¢ > 0 and every R > 0 there
is a family {A,}xex of finite subsets of X x N and a number S > 0 such that
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|[AxAAy|
® TAAA < & whenever d(x, y) < R,

e Ay C B(x, S) x Nforevery x € X, where B(x, §) is the ball of radius S centered at x.

Definition 11. A metric space X is said to have a bounded geometry if for each r > 0 there exists
a positive integer M (r) such that each ball in X of radius r contains at most M (r) elements.

First we would like to mention that Theorem 5 also provides examples of metric spaces with
bounded geometry, which are coarsely embeddable into a Hilbert space, but do not have prop-
erty A. In fact, since £; admits a coarse embedding into a Hilbert space (see [19, Corollary 3.1]),
Theorem 5 implies that the graphs G, admit uniformly coarse embeddings into a Hilbert space.
Therefore, combining our Theorem 5 with a recent result of Willett [22], we get more examples
of metric spaces with bounded geometry but without property A, admitting coarse embeddings
into a Hilbert space. (It is worth mentioning that without the bounded geometry condition such
examples were known earlier [20].)

Also, it is worth mentioning that in [21] it was proved that locally finite metric spaces which
do not admit coarse embeddings into a Hilbert space contain substructures which are “locally
expanding” (see [21] for details). Our example, as well as the example in [2], show that the con-
verse is false, since families of simple graphs with constant degree > 3 and indefinitely growing
girth are “locally expanding” in the sense of [21].
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