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ABSTRACT

In this paper we consider higher-order Wright-convex functions and prove that they are representable as the sum of a continuous higher-order convex function and a polynomial function.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

Throughout this paper \( \mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \) and \( I \) will denote the sets of all positive integers, integers, rational numbers, real numbers, and a non-void open subinterval of \( \mathbb{R} \), respectively. By the standard definition (cf. [13,18]), a real-valued function \( f : I \to \mathbb{R} \) is called convex if

\[
f(tx + (1-t)y) \leq tf(x) + (1-t)f(y) \quad (x, y \in I, \ t \in [0,1]).
\]  

(1)

If the above inequality holds for all \( x, y \in I \) with \( t = 1/2 \), then \( f \) is usually said to be Jensen-convex. In 1954, E.M. Wright [20] introduced a new convexity property for real functions: A function \( f : I \to \mathbb{R} \) is called Wright-convex (cf. [18]) if

\[
f(tx + (1-t)y) + f((1-t)x + ty) \leq f(x) + f(y) \quad (x, y \in I, \ t \in [0,1]).
\]  

(2)

One can easily see that convex functions are Wright-convex. On the other hand, if \( f : \mathbb{R} \to \mathbb{R} \) is additive, that is,

\[
f(x + y) = f(x) + f(y) \quad (x, y \in \mathbb{R}),
\]

then \( f \) is also Wright-convex. The following result of Ng [10] is the much more surprising statement that any Wright-convex function can be decomposed as the sum of such functions.

Ng’s Theorem. (See [10, Corollary 5].) Let \( f : I \to \mathbb{R} \) be a function. Then \( f \) is Wright-convex if and only if there exist a convex function \( C : I \to \mathbb{R} \) and an additive function \( A : \mathbb{R} \to \mathbb{R} \) such that

\[
f(x) = C(x) + A(x) \quad (x \in I).
\]

In the theory of convex functions, decomposition theorems play an important role. For instance, in the context of approximately convex functions and midconvex functions, various forms of decomposition theorems have been established, cf.
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To define higher-order convexity concepts, we need to recall the notions of the translation and difference operators. For a fixed real number $h$, these operators $\tau_h$ and $\Delta_h$, acting on a real function $f: I \to \mathbb{R}$, are defined by

$$
\tau_h f(x) := f(x + h) \quad (x \in I - h) \quad \text{and} \quad \Delta_h f(x) := f(x + h) - f(x) \quad (x \in I \cap (I - h)),
$$

respectively. Obviously, if $|h|$ is small enough, then $I \cap (I - h)$ is a non-void open interval again and the product of these operators can also be defined in the usual way (see e.g. Kuczma [8, p. 365]).

Taking $x, y \in I$, $x < y$, with the notation $h := (y - x)/2$, the Jensen-convexity of a function $f$ can be rephrased as

$$
\Delta^n_h f(x) \geq 0 \quad (h > 0, \ x \in I \cap (I - 2h)).
$$

Similarly, with the notations $h_1 := t(y - x)$, $h_2 := (1 - t)(y - x)$, the Wright-convexity inequality (2) can be written as

$$
\Delta_{h_1} \Delta_{h_2} f(x) \geq 0 \quad (h_1, h_2 > 0, \ x \in I \cap (I - (h_1 + h_2))).
$$

Observe that this also yields the increasingness of the function $\Delta_h f$ on $I \cap (I - h)$ for each $0 < h$.

The aim of this paper is to give a generalization of the above concepts and results to the setting of higher-order convexity. As it is extensively discussed in [8], for $n \in \mathbb{N}$, a function $f: I \to \mathbb{R}$ is called Jensen-convex of order $n$ if

$$
\Delta^n_h f(x) \geq 0 \quad (h > 0, \ x \in I \cap (I - (n + 1)h)).
$$

The notion of $n$th-order convexity was defined in terms of divided differences by Popoviciu [17] (cf. also [18]). However, under the assumption of continuity, Jensen-convexity of order $n$ and $n$th-order convexity are equivalent properties. It seems to be natural to introduce the notion of the Wright-convexity of order $n$, as well. In the paper [4] the following definition has been given: For $n \in \mathbb{N}$, a function $f: I \to \mathbb{R}$ is called Wright-convex of order $n$ (or shortly $n$-Wright-convex) if

$$
\Delta_{h_1} \cdots \Delta_{h_{n+1}} f(x) \geq 0 \quad (h_1, \ldots, h_{n+1} > 0, \ x \in I \cap (I - (h_1 + \cdots + h_{n+1}))).
$$

In the investigation of inequalities (3) and (4), those functions that satisfy these inequalities with equality play a crucial role. For $n \in \mathbb{N}$, a function $P: \mathbb{R} \to \mathbb{R}$ is called a polynomial function of degree at most $n$ if it satisfies the Fréchet functional equation, i.e., if

$$
\Delta^n_h P(x) = 0 \quad (h, x \in \mathbb{R}).
$$

It is well known (see [8,19]) that $P: \mathbb{R} \to \mathbb{R}$ is a polynomial function of degree at most $n$ if, and only if, it has the representation

$$
P(x) = a_0 + a_1 x + \cdots + a_n x^n \quad (x \in \mathbb{R}),
$$

where $a_0 \in \mathbb{R}$ and $a_k$ is the diagonalization of some $k$-additive and symmetric function $A_k: \mathbb{R}^k \to \mathbb{R}$, that is, $a_k(x) = A_k(x, \ldots, x) \ (x \in \mathbb{R}, \ k = 1, \ldots, n)$. Polynomials are exactly the continuous polynomial functions, however, in terms of Hamel bases, one can construct non-continuous polynomial functions [8].

In this note we give a generalization of Ng’s Theorem by proving that any Wright-convex function of order $n$ can be represented as the sum of a continuous $n$-convex function and a polynomial function of degree at most $n$.

### 2. The main result

It is well known that convex functions defined on an open interval are continuous. Thus Ng’s Theorem implies that, if the second difference functions (with positive increments) of a function defined on an open interval are non-negative then their first difference functions (with positive increments) are continuous. Applying this observation to the $(n - 1)$st-order differences of $f$, we get the following easy consequence of Ng’s Theorem.

**Lemma 1.** Let $f: I \to \mathbb{R}$ and $n \in \mathbb{N}$. If $f$ is $n$-Wright-convex then, for all $h_1, \ldots, h_n \in \mathbb{R}$, the function $\Delta_{h_1} \cdots \Delta_{h_n} f$ is continuous on $I \cap (I - (h_1 + \cdots + h_n))$.

The next statement establishes the equivalence of convexity and Wright-convexity under a weak regularity assumption (cf. [8]).

**Lemma 2.** Let $f: I \to \mathbb{R}$ be bounded on a subinterval $I$ of positive length and $n \in \mathbb{N}$. Then $f$ is $n$-Wright-convex if and only if it is convex of order $n$. Furthermore, in this case, $f$ is continuous (moreover, it is $(n - 1)$-times continuously differentiable) on $I$.

The following definition will be useful in formulating some technical details.

**Definition.** Let $f: I \to \mathbb{R}$, $n \in \mathbb{N}$ be fixed and $I_0 \subset I$ be a subinterval of positive length. We say that $f$ is decomposable on $I_0$ if there exist a locally Riemann integrable function $f_0: I_0 \to \mathbb{R}$ and a polynomial function $P_0$ of degree at most $n$ such that $P_0([0]) = [0]$ and $f = f_0 + P_0$ on $I_0$. 
The next result of Gajda [2, Corollary 1] derives a decomposability of 1-periodic functions from the local Riemann integrability of their nth-order differences.

**Lemma 3.** Let \( n \in \mathbb{N} \) and \( f : \mathbb{R} \to \mathbb{R} \) be a 1-periodic function such that \( \Delta_h^n f \) is locally Riemann integrable on \( \mathbb{R} \) for each \( h \in \mathbb{R} \). Then there exist a locally Riemann integrable \( f_0 : \mathbb{R} \to \mathbb{R} \) and a polynomial function \( P_0 : \mathbb{R} \to \mathbb{R} \) of degree at most \( n \) such that \( f = f_0 + P_0 \).

**Remark.** In fact, Corollary 1 of paper [2] asserts a decomposition also with continuity instead of local Riemann integrability. However, in the proof of our main result, we could not utilize this type of decomposition.

To prove our main result we need the following

**Lemma 4.** Let \( f : I \to \mathbb{R} \) and \( n \in \mathbb{N} \).

(a) If \( f \) is decomposable on the subintervals \( I_1, I_2 \) of \( I \) and the interval \( I_1 \cap I_2 \) has positive length then \( f \) is also decomposable on \( I_1 \cup I_2 \).

(b) If \( (I_k) \) is an increasing sequence of subintervals of positive length of \( I \) on which \( f \) is decomposable then \( f \) is also decomposable on \( \bigcup_{k=1}^{\infty} I_k \).

(c) If, for all \( a, b \in I, a < b \), \( f \) is decomposable on \( [a, \frac{a+b}{2}] \) then \( f \) is also decomposable on \( I \).

**Proof.**

(a) Since \( f = f_1 + P_1 \) on \( I_1 \) with locally Riemann integrable \( f_1 : I_1 \to \mathbb{R} \) and polynomial functions \( P_1 \) (\( i = 1, 2 \)), we have that \( P_1 - P_2 \) is locally Riemann integrable on \( I_1 \cup I_2 \) and vanishes at its rational points. Therefore \( P_1 = P_2 \) on \( \mathbb{R} \) and \( f_1 = f_2 \) on \( I_1 \cup I_2 \). Thus the function \( f_0 = f_1 \cup f_2 \) is well defined, it is locally Riemann integrable and \( f = f_0 + P_1 \) on \( I_1 \cup I_2 \), that is, \( f \) is decomposable on \( I_1 \cup I_2 \).

(b) Since, for all \( k \in \mathbb{N} \), \( f = f_k + P_k \) on \( I_k \) with locally Riemann integrable \( f_k : I_k \to \mathbb{R} \) and polynomial functions \( P_k \) of degree at most \( n \) with \( P_k(\mathbb{Q}) = 0 \), we have that \( P_k - P_{k+1} \) is locally Riemann integrable on \( I_k \) and vanishes on \( I_k \cap \mathbb{Q} \). Therefore \( P_k = P_{k+1} \) on \( \mathbb{R} \) for all \( k \in \mathbb{R} \). Thus the function \( f_0 = \bigcup_{k=1}^{\infty} f_k \) is well defined, it is locally Riemann integrable and \( f = f_0 + P_1 \) on \( \bigcup_{k=1}^{\infty} I_k \), that is, \( f \) is decomposable on \( \bigcup_{k=1}^{\infty} I_k \).

(c) Let \( b_k = 2^{-k}(a + (2^k - 1)b) \) (\( k \in \mathbb{N} \)). Then the sequence \( b_k \) is strictly increasing and \( b_k \to b \) as \( k \to \infty \). Therefore the sequence \((a, b_k)\) is increasing and \( \bigcup_{k=1}^{\infty} [a, b_k] = [a, b] \). By induction on \( k \), we prove that \( f \) is decomposable on each \([a, b_k]\). Obviously, this is true for \( k = 1 \). Suppose that \( f \) is decomposable on \([a, b_k]\) and let the real number \( \varepsilon > 0 \) be so that \( b + \varepsilon \in I \) and \( \varepsilon < b_k - a \). Since \( f \) is decomposable on \([b_k - \varepsilon, b_k + \varepsilon]\) and also on \([a, b_k]\), by the part (a), we obtain that \( f \) is decomposable on \([a, b_{k+1}]\). Thus it follows from the part (b) that \( f \) is decomposable on \([a, b]\). Let now the positive real number \( \delta \) be so that \( b + \delta \in I \) and \( \delta < b - a \). Since \( f \) is decomposable on \([b - \delta, b + \delta]\), the part (a) implies that \( f \) is decomposable on \([a, b]\). Finally, let \((I_k)\) be an increasing sequence of compact subintervals of \( I \) such that \( I = \bigcup_{k=1}^{\infty} I_k \). Since \( f \) is decomposable on any \( I_k \), the part (b) implies the part (c). \( \square \)

Our main result is the following

**Theorem.** Let \( n \in \mathbb{N} \) and \( f : I \to \mathbb{R} \). Then \( f \) is an \( n\)-Wright-convex function if and only if \( f \) is of the form

\[
    f(x) = C(x) + P(x) \quad (x \in I),
\]

where \( C : I \to \mathbb{R} \) is continuous \( n\)-convex function and \( P : \mathbb{R} \to \mathbb{R} \) is a polynomial function of degree at most \( n \) with \( P(Q) = 0 \). Furthermore, under the assumption \( P(Q) = 0 \), the decomposition (5) is unique.

**Proof.** Lemma 1 implies that \( \Delta_h^n f \) is continuous, consequently locally Riemann integrable for all \( 0 < h, 0 < s \) on \( I \cap (I - (n-1)h - s) \). Therefore, by Lemma 4, it is enough to prove that, for all \( a, b \in I, a < b \), \( f \) is decomposable on the interval \([a, \frac{a+b}{2}]\). Indeed, in this case we shall have (5) with a locally Riemann integrable \( C : I \to \mathbb{R} \) and a polynomial function \( P \) of degree at most \( n \). On the other hand, Eq. (5) implies, for all \( h > 0 \), that \( \Delta_h^{n+1} f = \Delta_h^{n+1} C \) on \( I \cap (I - (n+1)h - s) \), which shows that \( C \) is an \( n\)-Jensen-convex locally Riemann integrable function. Thus, by [8, p. 383], \( C \) is continuous.

Let \([a, b] \subset I \) be a compact subinterval of positive length

\[
    \varphi(x) := \frac{1}{2}(b - a)x + a \quad (x \in \mathbb{R}),
\]

and

\[
    f_1(x) = f(\varphi(x)) - x f\left(\frac{a + b}{2}\right) - f(a) \quad (x \in J).
\]

Then \([0, 2] \subset J \), \( f_1(0) = f_1(1) \) and, for all \( 0 < h, 0 < s \), \( x \in J \cap (J - (n - 1)h - s) \), by (7) and (6) and a well-known identity (see e.g. [8, p. 368]), for \( 1 < n \in \mathbb{N} \), we get that
\[
\Delta_n^{n-1} \Delta_s f_1(x) = \sum_{k=0}^{n-1} (-1)^{n-1-k} \binom{n-1}{k} \Delta_s f_1(x + k h)
\]

\[
= \sum_{k=0}^{n-1} (-1)^{n-1-k} \binom{n-1}{k} (f_1(x + k h + s) - f_1(x + k h))
\]

\[
= \sum_{k=0}^{n-1} (-1)^{n-1-k} \binom{n-1}{k} \left( f(\varphi(x + k h + s)) - f(\varphi(x + k h)) \right)
\]

\[
= \sum_{k=0}^{n-1} (-1)^{n-1-k} \binom{n-1}{k} \left( f(\varphi(x) + k \frac{1}{2}(b - a) h + \frac{1}{2}(b - a) s) - f(\varphi(x) + k \frac{1}{2}(b - a) h) \right)
\]

\[
= \sum_{k=0}^{n-1} (-1)^{n-1-k} \binom{n-1}{k} \Delta^{\frac{1}{2}(b-a) s} f(x) -\Delta^{\frac{1}{2}(b-a) h} f(\varphi(x))
\]

For the case \( n = 1 \), one can obtain that

\[
\Delta_n^{n-1} \Delta_s f_1(x) = \Delta_s f_1(x) = \Delta^{\frac{1}{2}(b-a) s} f(\varphi(x)) - \left[ f \left( \frac{a+b}{2} \right) - f(a) \right] s
\]

\[
= (\Delta_n^{n-1} \Delta_{mf} f_1)(x)
\]

These identities show that \( \Delta_n^{n-1} \Delta_s f_1 \) is continuous on \( J \cap (J - (n - 1) h - s) \) for all \( 0 < h, 0 < s \).

Define the function \( g \) on \( \mathbb{R} \) as the 1-periodic extension of the restriction of \( f_1 \) to the interval \([0,1]\) and the function \( f_2 \) on \( J \) by

\[
f_2(x) := f_1(x) - g(x).
\]

We prove that, for each \( h > 0 \), \( \Delta_n^{n-1} f_2 \) is locally Riemann integrable on \([0, +\infty[ \cap J \cap (J - (n - 1) h) \). Since

\[
f_2(x) = f_1(x) - g(x) = f_1([x] + [x]) - g([x] + [x])
\]

\[
= f_1([x] + [x]) - g([x]) = f_1([x]) - f_1([x]) = \Delta_{mf} f_1([x])
\]

for all \( x \in J \), therefore

\[
\Delta_n^{n-1} f_2(x) = (\Delta_n^{n-1} \Delta_{mf} f_1)(x)
\]

for all \( x \in J \cap (J - (n - 1) h) \). (Here and in the sequel, \([x]\) and \([x]\) denote the fractional and integer parts of \( x \), respectively.)

Thus, for each \( h > 0 \), \( \Delta_n^{n-1} f_2 \) is right-continuous on \([0, +\infty[ \cap J \cap (J - (n - 1) h) \), left-continuous on \(((0, +\infty[ \setminus \mathbb{Z}) \cap J \cap (J - (n - 1) h) \) and its left-sided finite limit exists at the positive integer points of \([0, +\infty[ \cap J \cap (J - (n - 1) h) \). Therefore, for each \( h > 0 \), \( \Delta_n^{n-1} f_2 \) is locally Riemann integrable on \([0, +\infty[ \cap J \cap (J - (n - 1) h) \). Since, for each \( 0 < h \leq \frac{1}{n} \), Eq. (8) implies that

\[
\Delta_n^{n-1} f_2(x) = \Delta_n^{n-1} f_1(x) - \Delta_n^{n-1} g(x) \quad (x \in [0,1]).
\]

hence we have that \( \Delta_n^{n} g \) is locally Riemann integrable on \( \mathbb{R} \) for each \( 0 < h \leq \frac{1}{n} \). On the other hand, since the difference and the translation operators are linear and they commute, we get that

\[
\Delta_n^{n} g = (\tau_{n-a} - \tau_{a}) g = (\tau_{n-1}^N - \tau_0^N) g = \sum_{j=0}^{N-1} t_\frac{j}{n} (\tau^N_{n^j} - \tau_{a}) g = \sum_{j=0}^{N-1} t_\frac{j}{n} \Delta^N_{n^j} g
\]

hence

\[
\Delta_n^{n} g = \sum_{j_1=0}^{N-1} \sum_{j_2=0}^{N-1} t_\frac{j_1}{n} t_\frac{j_2}{n} \Delta^N_{n^{j_1+j_2}} g
\]

holds for all \( 1 \leq N \in \mathbb{N} \). Therefore \( \Delta_n^{n} g \) is locally Riemann integrable on \( \mathbb{R} \) for all \( 0 < h \). Finally the identity \( \Delta_n^{n} g = (-1)^n t_\frac{a+b}{2} \Delta_{n^j} g \) shows that \( \Delta_n^{n} g \) is locally Riemann integrable on \( \mathbb{R} \) for all \( h \in \mathbb{R} \). Applying Lemma 3, we get that \( g \) is the sum of a locally Riemann integrable function and a polynomial function of degree at most \( n \) on \( \mathbb{R} \). Therefore, by (7) and (6), \( f \) also has this property on the interval \([a, \frac{a+b}{2}]\), that is,

\[
f(x) = f_0(x) + P_0(x) \quad \left( x \in \left[ a, \frac{a+b}{2} \right) \right).
\]
where \( f_0 : [a, \frac{a+b}{2}] \to \mathbb{R} \) is locally Riemann integrable and \( P_0 : \mathbb{R} \to \mathbb{R} \) is a polynomial function of degree at most \( n \). As we have mentioned, \( P_0 \) has the representation

\[
P_0(x) = a_0 + a_1(x) + \cdots + a_n(x) \quad (x \in \mathbb{R})
\]

with some \( a_0 \in \mathbb{R} \) and the diagonalization \( a_k \) of some \( k \)-additive symmetric function \((k = 1, \ldots, n)\). Thus, with the definitions

\[
C(x) := f_0(x) + a_0 + \sum_{k=1}^{n} a_k(1)x^k \quad (x \in [a, \frac{a+b}{2}])
\]

and

\[
P(x) := P_0(x) - a_0 - \sum_{k=1}^{n} a_k(1)x^k \quad (x \in \mathbb{R}),
\]

we have that \( P(Q) = \{0\} \) and Eq. (9) implies that \( f = C + P \) on \([a, \frac{a+b}{2}]\), that is, \( f \) is decomposable on the interval \([a, \frac{a+b}{2}]\).

The uniqueness of the representation (5) on \( I \) is obvious because of the property \( P(Q) = \{0\} \). Indeed, if \( f = C_1 + P_1 = C_2 + P_2 \) on \( I \) and \( P_1(Q) = P_2(Q) = \{0\} \), then \( P_2 - P_1 = C_2 - C_1 \) is a continuous polynomial function which vanishes at rational points of \( I \). Hence \( P_2 - P_1 = 0 \) on \( \mathbb{R} \).
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