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a way to measure  gestal ts .  This  e lementa ry  ach ievement  has produced beau t i fu l ly  
simple re la t ions such as the  N e w m a n - G e r s t m a n  law in which in te r symbol  influ- 
ences in  p r in ted  Engl ish  tex t  are found to change inversely  wi th  the  square  of the  
number  of i n t e rven ing  symbols.  Work in a s imilar  vein by  Miller  and  Selfridge 
on the  memory  span for var ious orders of approx imat ion  to English,  and  by  At t -  
neave himself  on s ta t i s t ica l  approximat ions  to visual  figures shows something  of 
the  range of successful appl ica t ions  of in format ion  measures to s tudies of organi-  
za t ion  and  pa t t e rn ing .  

Final ly ,  A t tneave  reviews the  largely successful efforts of psychologis ts  to  
fe r re t  out  the  s ta t i s t ica l  proper t ies  of in fo rmat ion  measures.  Small samples are a 
pers i s ten t  hazard  to exper imenta t ion  in psychology,  and  research workers are 
con t inua l ly  forced to s tudy  p robab i l i t y  d i s t r ibu t ions  of the i r  measurements .  
Thus  i t  was t h a t  psychologists  were among the  first to  poin t  out  the  re la t ion be- 
tween the  p logs p formula  and the  l ikelihood ratio,  and  to connect  in format ion  
s ta t i s t ics  wi th  the  large and  i m p o r t a n t  body of theory  on chi-square.  These efforts 
were rewarded by  the  discovery of an arsenal  of new analy t ica l  devices in infor-  
ma t ion  theory.  Similar ana ly t ica l  schemes have been developed slowly and  pain-  
fully in the  classical theory  of chi-square,  bu t  t hey  s imply popped r ight  out  of 
the  in fo rmat ion  measures.  

A t tneave ' s  summary  is shor t  because much  of the  s tory  is still  to be wr i t ten .  
Never theless ,  th is  l i t t le  book leaves a convincing impression t h a t  te r res t r ia l  in- 
format ion-psychology can be as t hough t  provoking  as the  as t ra l  var ie ty ,  and  a 
lot  more pa la tab le .  

WILLIAM J. McGILL 
Psychology Department 

Columbia University, New York 

F i n i t e  M a r k o v  C h a i n s .  By JOHN G. KEMENY AND J. LAURIE SNELL. van  Nos- 
t rand ,  New York, 1960. vii i  + 210 pp., $5.00. 

Ever  since Shannon  has shown the  centra l  role of Markov  schemes in communi-  
cat ion,  and  Mostel ler  and  Bush the i r  role in learning theory,  the  workers in this  
general  area have  been awai t ing  the  appearance  of a workmanl ike  and  no-nonsense 
tex tbook  devoted  exclusively to this  topic,  which could be consul ted wi thou t  hav-  
ing to refer to other  chapters  of a broader  book (which are l ikely to be mos t ly  de- 
vo ted  to different topics).  The  book by  Kemeny  and Snell will be found, by  a l ready 
prepared  readers,  to be of ve ry  great  use. B u t  i t  is un fo r tuna t e ly  not  l ikely to be 
the  final answer or a durable  one. In  par t icular ,  i t  does not  supersede the  corre- 
sponding chapters  of Fel ler ' s  classic " I n t r o d u c t i o n  to P r o b a b i l i t y "  and  i t  cannot  
be at  all recommended wi thou t  serious reserva t ions  concerning Kemeny ' s  philos- 
ophy which underl ies  Chap te r  1 and  Section 2.1 (prerequisi tes and  basic concepts) .  

Let  us first review briefly the  contents  of the  remainder  of the  book. Chapter 1[: 
Matr ix  Theory ;  Classification of Sta tes  and  Chains.  Chapter I[I: Absorbing 
Chains.  Chapter IV: Regular  Markov  Chains  ( including the  law of large numbers  
and  first passage t imes).  Chapter V: Ergodie Chains  (including cyclic chains and  
reverse Markov  chains) .  Chapter VI: Miscellaneous F u r t h e r  Results .  Chapter 
VII: Some Appl icat ions  ( including sports  bu t  not  including the  finite s ta te  model 
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of in format ion  theory) .  ( I t  m ay  be noted  t h a t  Kemeny ' s  " r e g u l a r "  chain  is wha t  
is usual ly  called by  the  more i l lus t ra t ive  "acyc l i c"  or "aper iod ic"  chains;  a 
"Markov  process"  differs from a " M a r k o v  cha in"  in t h a t  i t  need not  be s ta t ionary ,  
bu t  only as long as the  nons t a t i ona r i t y  depends on the  t ime elapsed since the  proc- 
ess s tar ted . )  A feature  of the  t r e a t m e n t  is t h a t  i t  involves no use of the  me thod  of 
character is t ic  roots of a s tochast ic  matr ix .  

For  a book in tended  as a "reference for workers outside of m a t h e m a t i c s , "  one 
is very  surprised by  the  del ibera te  choice to include no index and  not  even the  
sketchies t  b ib l iography:  for example, in  the  sections devoted  to learning and  in-  
p u t - o u t p u t  models, the  only papers  quoted are those of Kemeny  and  Snell;  for 
background  mater ia l ,  the  reader  is exclusively referred to other  books of the  au- 
thors  or of the i r  collaborators.  I t  is also surpris ing t h a t  such an  unusua l  terminol-  
ogy was chosen for a reference work. 

This  reviewer is qui te  impressed by  Kemeny ' s  en thus iasm,  in his efforts to re- 
form much  of the  e lementa ry  ma themat i ca l  curr iculum by enr iching i t  wi th  topics 
which used to be considered as advanced.  This  is the  th i rd  successive version of 
his t ex tbook  formula,  in which the  ingredients  remain  the  same and  only the  
propor t ions  vary.  However,  we happen  not  to like pa r t i cu la r ly  Kemeny ' s  delib- 
e ra te ly  chosen t r e a t m e n t  of the  p robab i l i ty  ingredient  (perhaps nobody can like 
a revolut ion  which would make one's good skills entirely ununders tandab le ) .  Let  
us therefore  r e tu rn  to Chap te r  1 and to Section 2.1. We find i t  mar red  by  a logi- 
c ian 's  pa r t i s an  a t t i t ude  abou t  the  na ture  of probabi l i ty ,  which can only confuse 
issues in this  context .  For  example, l i t t le  help can be expected here f rom i l lus t ra-  
t ions f rom horse races. Fu r the r ,  in the  sections where Kemeny  speaks of p roba-  
b i l i ty  in connect ion  wi th  Markov  chains,  he speaks of the  "p robab i l i t y  of a s t a t e , "  
as is usual ;  however,  when the  concept  of p robab i l i ty  was in t roduced,  i t  was de- 
fined as applying to " s t a t em en t s  about  even t s . "  Similarly,  the  sample space has  
here become the  "poss ib i l i ty  space"  and  a random var iable  is here called a " func-  
t ion  on the  possibi l i ty  space ."  We can of course fully sympath ize  wi th  every effort 
to minimize the  confusions l inked wi th  the  t r ad i t iona l  use of the  word " v a r i a b l e "  
in the  t e rm " r a n d o m  v a r i a b l e " ;  bu t  the  whole l i t e ra tu re  uses this  term.  Fur the r ,  
since one has  given a correct definition of a " r a n d o m  v a r i a b l e "  as a funct ion,  one 
might  have  followed up by  giving a definition of a " r a n d o m  func t i on"  as a func- 
t ion  on the  product  of the  sample space and the  t ime  axis. Actual ly,  the  book is 
con ten t  to "br ief ly  descr ibe"  what  a s tochast ic  process is, referr ing for a be t t e r  
descr ipt ion to a few pages of the  "F i n i t e  Mathemat i ca l  S t ruc tu re s "  of the  authors .  

On the  other  hand,  one should stress t h a t  the  leisurely pace and  the  great  num-  
ber  of fully computed  examples are great  assets for the  book and  they  undoub ted ly  
will make  i t  ext remely  useful for the  already prepared  and  forewarned teacher .  

Our appet i te  was whe t t ed  by  a s t a t emen t  in the  preface t h a t  the  au thors  " h a v e  
developed a pair  of programs for the  IBM 704 which will find a number  of in te res t -  
ing quant i t i es  for a given process direct ly  f rom the  t r ans i t ion  m a t r i x , "  and  
which "were  inva luab le  in the  checking of conjectures  for t heo rems . "  Bu t  perhaps  
books of th is  level are not  the  proper  vehicles for new results  not  otherwise pub-  
lished. 
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