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Abstract

In this paper, simultaneous size and topology optimization of planar and space trusses subjected to static and dynamic constraints are
investigated. All the benchmark trusses consider discrete cross-sectional areas to consider the practical aspect of manufacturing. Moreover,
Trusses are considered with multiple loading conditions and subjected to constraints for natural frequencies, element stresses, nodal
displacements, Euler buckling criteria, and kinematic stability conditions. Truss topology optimization (TTO) can be accomplished by the
removal of superfluous elements and nodes from the highly hyper static truss also known as the ground structure and results in the saving of the
mass of the truss. In this method, the difficulties arise due to the singular solution and unnecessary analysis; therefore, FEA model is reformed to
resolve these difficulties.

The static and dynamic responses to the TTO problems are challenging due to its search space, which is implicit, non-convex, non-linear, and
often leading to divergence. Modified meta-heuristics are effective optimization methods to handle such problems in actual fact. In this paper,
modified versions of Teaching—Learning-Based Optimization (TLBO), Heat Transfer Search (HTS), Water Wave Optimization (WWO), and
Passing Vehicle Search (PVS) are proposed by integrating the random mutation-based search technique with them. This paper compares the
performance of four modified and four basic meta-heuristics to solve discrete TTO problems.
© 2016 Society of CAD/CAM Engineers. Publishing Servies by Elsevier. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

The majority of the Truss Topology Optimization (TTO)
problems reported in the literature have been considered with
only stress and displacement constraints. Yet, few studies have
been covered by considering frequencies and buckling con-
straints along with stress and displacement constraints [1-5].
The natural frequencies of an engineering structure are an
essential parameter when such structure is subjected to the
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dynamic excitations [1,6,7]. Many engineering structures are
subjected to dynamic excitation due to the working condition
and certain unpredicted circumstances that may lead to
unwanted vibrations [8]. Such a state becomes dangerous if
the dynamic responses produce resonance; therefore, some
convinced restrictions should be enforced on natural frequen-
cies to protect an engineering structure [2,9]. Moreover,
frequency constraints increase the complexity of the TTO
problems [10]. Buckling can also have consequence effect and
it includes additional complexity, which makes the TTO
problems more challenging [11-17]. Moreover, simultaneous
consideration of natural frequencies and buckling constraints
adds more limitations to the TTO problems [1]. On the
contrary, these constraints cannot be ignored in order to assure
practicability of a structure. Kinematic instable and invalid
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structures are key obstacles in the path of the TTO, therefore
such structures need to identify and handle efficiently to avoid
a large number of unwanted analyses.

Referable to the presence of multiple loading along with
stress, displacement, buckling, frequency, kinematic stability
constraints, and mixed variables the TTO problems become
more challenging for optimization methods. Therefore, the
search becomes implicit, nonlinear, and non-convex. Also, the
TTO problem may not provide gradient-based information,
hence gradient based methods may not converge to the global
solution. Thus, effective optimization methods are needed to
resolve such problems and researchers are constantly investi-
gating in this arena. On the other hand, meta-heuristics do not
require gradient-based information, thus non-differentiable
problems can be solved. In addition, meta-heuristics can work
effectively with large, highly nonlinear, and non-convex search
space can handle problems with multiple variables, and can
achieve the global solution. However, the meta-heuristics are
subjected to low convergence and consume high computa-
tional time. Furthermore, investigation of various meta-
heuristics and its improvement is a growing area of interest
and many satisfactory optimization results have been reported
in the literature ([18-23,6,7]). The performance of a meta-
heuristic can be enhanced either by modifying its features or
through exert the merits of different original methods. Mod-
ification of a meta-heuristic set a good balance between
exploration and exploitation so as to maintain diversity in
the population, improve robustness, and convergence rate of
the algorithm. Modified meta-heuristics have been proven for
its outstanding reliability and efficiency to solve engineering
problems, and became a striking alternative of basic algo-
rithms. This characteristic is a strong motivation for the
implementation of modified meta-heuristics in this study.

The progression of the Teaching—Learning-Based Opti-
mization (TLBO) [24,25], Heat Transfer Search (HTS)
[26], Water Wave Optimization (WWO) [27], and Passing
Vehicle Search (PVS) [28] algorithms depend on charac-
teristics of the initial as well as current population/solu-
tions. The population may change to a small extent when
the mean of the solutions is near to the best solution of the
population and same is true if the current solution is close
to the other randomly selected solution during the course of
optimization. This state results in a premature convergence
to a local optimal solution as solutions remains almost
close to each other. The state in which the population does
not improve further may be considered as a trapped local
optimum. In such instance, the solution should be changed
to search a better solution and to avoid local optima traps.
Therefore, a random mutation-based search technique is
introduced to answer the stated issue. Random changes
to design variables of the solution are called mutation and
it has been used effectively in many studies [29-50]. In a
proposed random mutation-based search, mutation vector
is generated by a fusion of host design variables and
randomly generated variables; therefore it improves the
exploration of the search space. The highly heuristic nature
of the random mutation-based search phase permits search

to jump into non-visited regions (exploration). In this way,
this phase has an additional characteristic to avoid local
optima trap of the parent meta-heuristic. Moreover, the
HTS, WWO, and PVS algorithms are recently developed
algorithms and it is required to explore such methods for
the challenging problems of structural optimization,
whereas the TLBO algorithm is an effective technique
and has an effective impact for different engineering
optimization problems. Moreover, the considered meta-
heuristics have distinct search mechanisms and it is
virtually impossible to forecast the influence of the
modification for each of the applications and meta-
heuristics. Thus, the TLBO, HTS, WWO, and PVS algo-
rithms are modified with the random mutation-based search
technique to propose a Modified TLBO (MTLBO), Mod-
ified HTS (MHTS), Modified WWO (MWWO), and Mod-
ified PVS (MPVS) in this paper.

In this paper, three distinct trusses are investigated by using
four basic meta-heuristics (viz., TLBO, HTS, WWO, and PVS)
and four modified meta-heuristics (viz., MTLBO, MHTS,
MWWO, and MPVS) by considering the overall weight as
an objective function and stress, displacement, buckling,
frequency, and kinematic stability as constraints. In addition,
discrete cross-sectional areas are considered as design vari-
ables to ensure practicability of the structure.

2. Structural optimization

Structural optimization can be classified into three groups:
size optimization, shape optimization, and topology optimiza-
tion [51]. Size optimization deals to find the elemental cross-
sectional areas that contribute to the minimization of the
optimization function like weight, cost, etc. Topology optimi-
zation requires more computational efforts because it deals
with all the generated different topologies rather than a
particular topology and results in a great saving of weight by
searching finest topology [31,22,23]. Many researchers con-
tinuously put their efforts to investigate various optimization
methods to tackle structural optimization problems.

A ground structure is set of all probable connections among
nodes and these networks can be controlled by restricting
element length. In the ground structure method, the operation
for element removal and addition is performed such that it
leads to topology optimization [52,53]. Due to removal or
addition of elements, the topology may result in a singular
topology solution, which is a challenging issue of the TTO.
One way to avoid singularity is to assign tiny values of the
removed elements [54] but it adds unnecessary analysis due to
the removed element being there in a form of microelement
(element with the negligible area). To overcome the above
limitations this study considers restructuring of Finite Element
Analysis (FEA) model. In this method, the FEA model is
restructured by removing the connectivity to the node if
deleted. This method avoids unnecessary analysis of removed
elements and nodes; also, it avoids the singularity. Most of the
study neglects the mass at the node; however, it is necessary to
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consider node weight because it has an effect on the overall
weight of a structure [29].

Many studies are reported for the size optimization with
various constraints such as stress, displacement, buckling,
frequency, and kinematic stability. Likewise, size, shape,
and/or topology optimization with only stress and displace-
ment constraints is reported by many researchers
[33,3,31,29,55,48]. Size and shape optimization with only
frequency constraints is investigated by several researchers
([3,56,57,6,7]). Many studies are reported for the size and
shape optimization with frequency constraints, but on the other
hand, structural optimization with simultaneous static and
dynamic constraints has been covered by a few researchers
[1,58,2,3,4,54,59,5].

Two different approaches are practiced for the TTO,
depending on the different steps followed for the optimiza-
tion problems such as two-stage approach and single stage
(simultaneous) approach. In two-stage approach, a set of
feasible topologies is investigated by considering constant
cross-sectional areas during the first stage and topologies
recognized during the first stage are optimized for size in the
second stage [1,2,60]. Two-stage optimization approach
may fail to reach the global optimum solution if feasible
topologies identified in the first stage are not having an
optimal topology. Single stage optimization approach
requires more computational efforts because it deals with
simultaneous size and topology optimization [31]. In this
paper, Single stage optimization approach with ground
structure method and restructuring of FEA model are used
for the size and topology optimization.

3. Optimization algorithms

This comparative study comprises four basic optimization
algorithms, and four modified algorithms to investigate the
TTO problems. All the considered optimization algorithms are
population-based meta-heuristics. These algorithms set off
with a randomly generated population also known as set of
solutions. The population is then updated by using a succes-
sion of different mathematical formulas, which are primarily
inspired by some natural law. In addition, the proposed
algorithms use greedy selection to select whether to retain
the current or modified solution. It should be noted that this
study does not include the removal of duplicate solutions in the
TLBO, HTS, WWO, and PVS algorithms, as it requires
additional function evaluations (FE). The structure of all
modified algorithms are briefly summarized in the subsequent
sections:

3.1. The random mutation-based search

Mutation operators comprise a random alteration of design
variables during the course of optimization. The role of
mutation on various meta-heuristics has been reviewed com-
prehensively by [32]. They also explored the effectiveness and
importance of new mutation operators. [29] used a binary
mutation operator in GA, whereas [30] proposed genetic

adaptive search by using polynomial mutation operator. [33]
used m-point-mutation of the binary structure vector to build-
up topological optimal structure, whereas [31] studied a
parameter-based mutation operator in real-coded GA for the
TTO. Multi-objective optimization of space truss using a
random design variable type mutation on GA is investigated
by [34]. [35] experimentally demonstrated that mutation-
oriented multi-objective evolutionary algorithms are a better
performer than their crossover-oriented versions for topology
optimization of a continuous structure. [36] used global and
local neighborhood-based mutation operators in Differential
Evolutions (DE), however, original DE is based on a single
point mutation strategy. [38] offered the particle-position-
resetting approach, inspired by a mutation in GA, to accelerate
convergence and to avoid a local optimum. ‘Raining process’
phase of water cycle algorithm acts similar to mutation
operator in GA [37]. Moreover, the parasitism phase of the
symbiotic organisms search [9] is an effective usage of random
mutation search. Biogeography-based optimization algorithm
also works on mutation operator phase [40,61]. [41] used a
modified mutation operation in order to eliminate the duplicate
solutions in the TLBO algorithms. [42] used a Gaussian
mutation in the gravitational search algorithm. [43] investi-
gated the effectiveness of DE-mutation-strategies on tri-
population approach as hybrid DE and practical swarm
optimization. [44] proposed a directional mutation operator
for differential evolution. [45] applied a hybrid mutation
operator on DE. [46] balanced ensemble of three mutation
strategies for multi-population DE with on large-scale global
optimization problems. [47] used mutation scaling factor,
which automatically adjusts the values of controlling para-
meters to propose a sinusoidal DE. [48] proposed two new
mutation rules based on the ‘rand’ and ‘best’ individuals of the
population to propose a modified cuckoo search algorithm.
[49] introduced a species mutation technique, which is a
combination of a neighbor mutation and uniform mutation in
order to improve the accuracy of solutions for TTO. This
strategy has the advantage of global and local search. More-
over, four mutation operators are tested by [50] in order to
enhance the performance of adaptive DE algorithm with
optional external archive algorithm.

A mutation operator can help the algorithm to lead the
population toward the global optimum instead of becoming
trapped in local optima. Mutation is a powerful strategy to
increase search diversity. In this aspect, a random mutation-
based search is proposed with TLBO, HTS, WWO, and PVS
algorithms in order to enhance its effectiveness and to
investigate its consequence on structural optimization
problems.

In random mutation-based search, a mutation vector (X;) of
the ith population member is produced by mutating it's jth
selected design variables (j=1,2,...,m). Thus, the randomly
selected design variables are modified using a randomly
generated number within its bounds. In this way, mutation
vector is a fusion of design variables of the ith population
member and a randomly generated design variable. In the next
step, the functional value of a randomly selected kth
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Fig. 1. Flow chart of the TLBO algorithm.
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population member (k # i) is compared with the functional
value of the mutation vector. If mutation vector has better
functional value than the kth population member, it will
eliminate kth population member and acquire its position.
Therefore, the random mutation-based search improves the
exploration and exploitation of the search space as mutation
vector is generated by a fusion of the host design variable and
randomly generated variable. The highly random nature of the
phase allows the search to jump into non-visited regions
(exploration) so as to escape premature convergence and also
permits a local search of visited regions (exploitation) to
improve convergence rate. In this way, this phase improves
exploration and exploitation capabilities of the parent meta-
heuristic. Thus, the TLBO, HTS, WWO, and PVS algorithms
are modified with the mutation vector in order to improve their
performance. The detail pseudo code to generate the mutation
vector of ith population is given as follows:

Select X;
for j=1:mdo
Generate a random number (r;)
if r;=0 then
X{;=Lij+R* (Uij—Li)
end if
end for
where X; is the ith population member, Jj
indicate the position of design variable, r;
is a random integer number over [0, 1], Ris a
random number over [0, 1], X’ is a mutation
vector, L and U are lower and upper limit on
design variables respectively.

3.2. TLBO

The TLBO algorithm is a meta-heuristic, proposed by
[24,25], which is based on the influence of a teacher on the
outcomes of learners in a classroom. The classroom teaching—
learning is one sort of essential track where students learn from
the teacher and follow learners to improve their knowledge.
The TLBO algorithm is a population-based algorithm, where
the learners are viewed as the population and various subjects
offered to the learners are considered as the design variables.

The TLBO algorithm initiates with a randomly generated
population, where the class has ‘n’ number of students (i.e.,
population size) studying ‘m’ number of the subjects (i.e.,
design variables). In the following stage, the population is
updated by the teacher phase and learner phase in each
generation. Moreover, the updated solution in the TLBO
algorithm is accepted only if it has a better function value.
Subsequently, a worst solution of the population is replaced by
the elite solution. The TLBO algorithm is explained with the
aid of flow chart shown in Fig. 1.

3.3. MTLBO

The TLBO algorithm works on the teacher phase and the
learner phase. It can be understood from the teacher phase that
the updated population has a great influence of the best
population member considered as a teacher (X;eqcne) and mean
of a population (X,..,). The population is updated by
interactions among the randomly selected population during
the learner phase. In the progression of the optimization
process, the population might change very small or retain its
current position, when the population is close to the best
solution (X;zucner) Or mean of a population (X,,,..,) and even if a
population (X;) is close to the other randomly selected
population member (X;, X;). This condition may end in
premature convergence as the population remains almost close
to the earlier value. Thus, such condition results in premature
convergence and needs to address effectively.

It is observed from the literature that the TLBO algorithm
can be made more effective either by modification or
hybridization [18,20,21,61,7]. This feature encouraged us
to formulate the MTLBO algorithm and to investigate its
effect on the TTO problems. The main contribution of this
study is to propose modification strategy that is based on the
mutation vector in order to diminish premature convergence.
The flow chart of the MTLBO algorithm with the stepwise
procedure is shown in Fig. 2. It can be seen from the flow
chart that the population is updated in each generation by
the teacher phase, the learner phase of the TLBO algorithm
as the main search procedure followed by the random
mutation-based phase.

3.4. HTS

The HTS algorithm, proposed by [26], works on heat
transfer due to interaction within the system molecules as well
as with the surrounding in order to reach a thermal equili-
brium. The natural law of thermodynamics states that “Any
system always try to achieve equilibrium state with its
surroundings”. Therefore, thermodynamically imbalance sys-
tem always tries to achieve thermal equilibrium by heat
transfer between the system and its surrounding. The modes
of heat transfer are conduction, convection, and radiation that
plays an important role in setting a thermal equilibrium. Thus,
the HTS algorithm considers ‘the conduction phase’, ‘the
convection phase’, and ‘the radiation phase’ to reach an
equilibrium state. In the HTS algorithm, all three modes of
heat transfer have an equal chance to transfer heat and one of
the heat transfer mode is decided randomly for each
generation.

The HTS algorithm initiates with a randomly generated
population, where the system has ‘n’ number of molecules (i.e.,
population size) and the temperature level (i.e., design vari-
ables) is ‘m’. In the next stage, the population is updated in
each generation by one of the randomly selected heat transfer
mode. Moreover, the updated solution in the HTS algorithm is
accepted only if it has a better functional value. Subsequently,
worst solutions of the population are replaced by the elite
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Fig. 2. Flow chart of the MTLBO algorithm.
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Fig. 3. Flow chart of the HTS algorithm.

solutions. The conduction factor (CDF), the convection factor
(COF), and the radiation factor (RDF) are assumed to be 2, 10,
and 2 respectively as per [26]. The HTS algorithm is explained
with the aid of a flow chart shown in Fig. 3.

3.5. MHTS

As discussed earlier the HTS algorithm works on ‘the
conduction phase’, ‘the convection phase’, and ‘the radiation
phase’. The mathematical formulation of each of the phases is
given in Fig. 3. It can be understood from each of the phases
that the population may change to a small extent, when the
population is close to the mean of a population (the mean
temperature, X,,,) or the best population member (the sur-
rounding temperature, X;) and even if a population (X;) is close
to the other randomly selected population (X;) during the
course of optimization. This condition may result in premature

convergence as the population remains almost close to the
earlier value.

Many studies have been reported for the modified
versions of various meta-heuristics to improve the effec-
tiveness; however, the modification of HTS with different
strategies is still under research. Therefore, the efforts must
be put in to modify HTS which can make it effective, robust,
and able to provide accurate solutions. In this aspect, the
HTS algorithm is modified to a new modified meta-heuristic
called the MHTS algorithm. The main contribution of this
study is to propose modification strategy that is based on the
mutation vector in order to diminish premature convergence.
The flow chart of the MHTS algorithm with the stepwise
procedure is shown in Fig. 4. It can be seen from the flow
chart that the population is updated in each generation by
one of the randomly selected heat transfer mode and the
random mutation-based phase.
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Fig. 4. Flow chart of the MHTS algorithm.

3.6. WWO energy water waves have large wavelengths that allow making
exploration capability stronger during short life cycles,

The WWO algorithm, proposed by [27], is a meta-heuristic whereas high energy waves have small wavelengths that allow
inspired from the shallow water wave theory. The WWO making exploration capability stronger during long life cycles.
algorithm mimics phenomena of water wave motion, such as Moreover, the progression of the WWO algorithm is controlled
propagation, refraction, and breakage. In this algorithm, low by various parameters viz., the wavelength (1), the maximum
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wave height (%,,,,), the wavelength reduction coefficient (a),
the breaking coefficients (f,,,, and S,,,), and the maximum
number of breaking directions (k).

The WWO algorithm initiates with a randomly generated
population (i.e., waves). In the next stage, the population is
updated in each generation by ‘propagation operator’, ‘refrac-
tion operator’, and ‘breaking operator’ respectively. Subse-
quently, worst solutions of the population are replaced by the
elite solutions. The process is repeated until it satisfies the
termination criterion. The WWO algorithm is explained with
the aid of a flow chart in Fig. 5.

3.7. MWWO

The WWO algorithm works on ‘propagation operator’,
‘refraction operator’, and ‘breaking operator’. It can be seen
from mathematical formulation, shown in Fig. 5, that the
population and its functional values (F(X), F(X")) might change
very small, when the population (X;) is close to the mean a
population (X,,...) or the best population member (X,,,,) and
even if the population (X;) is close to the worse population
member (X,,,,.) during the course of optimization. Moreover,
the WWO algorithm controlling operators also depend on the
population and their functional values (i.e., X,,.can> Xpests Xworses
F(X), F(X"), etc.). This phenomena may result in premature
convergence to a local optimal.

[19] have proposed modified version of the WWO algorithm
using variable population size to provide a better tradeoff
between exploration and exploitation, however, the modifica-
tion of the WWO algorithm with other strategies is still under
research. Therefore, the efforts must be put in to modify WWO
algorithm with other optimization techniques in order to get
more effective, robust, and accurate solutions. In this aspect,
the WWO algorithm is modified to a new modified meta-
heuristic called MWWO. The MWWO algorithm incorporates
mutation vector as discussed earlier. The flow chart of the
MWWO algorithm with the stepwise procedure is shown in
Fig. 6. It can be seen from the flow chart that the population is
updated in each generation by one of the randomly selected
water wave motion operator followed by the random mutation-
based search.

3.8. PVS

The PVS algorithm, proposed by [28], is a novel meta-
heuristic algorithm. The PVS algorithm mimics the vehicle
passing mechanism on a two-lane highway. The most impor-
tant criteria is to have a safe overtaking opportunity (passing)
in a two-lane vehicle passing mechanism. This mechanism
depends on many complex, interdependent parameters such as
availability of gaps in the opposing traffic stream, speed, and
acceleration of individual vehicles, traffic, and a driver's skill,
as well as road and weather conditions. The PVS algorithm
considers three types of vehicles (viz., Back Vehicle (BV),
Front Vehicle (FV), and Oncoming Vehicle (OV)) on a two-
lane highways, which are responsible for the passing mechan-
ism. BV intends to pass FV, however, it is only possible if FV

speed is slower as compared to BV. If FV speed is higher as
compared to BV, then no passing is possible. Moreover,
passing depends on the position and speed of OV, and also
on the distance between them and their velocities. Therefore,
[28] considered various conditions as follows:

Assume three different vehicles (BV, FV, and OV) on a
two-lane highway having different velocities (V;, V,, and V3)
with x is the distance between BV and FV, and y is the
distance between FV and OV at any particular time instance.
This results in two primary conditions based on the velocity of
FV and BV, i.e., FV is slower than BV (V; > V3) and vice
versa. If FV is faster than BV, then no passing is possible and
BV can move with its desired velocity. Passing is possible
only if FV is slower than BV. In this situation also, overtaking
is only possible, if the distance from the FV at which
overtaking occurs is less than the distance travelled by OV.
Therefore, different conditions arise for the selected vehicles.
The PVS algorithm with its different situations is explained
with the aid of a flow chart in Fig. 7.

3.9. MPVS

The modifications of the PVS algorithm with different
strategies is not reported in the literature yet as it is a very
recent algorithm and research is still going on to develop its
modified variants. Therefore, the efforts must be put in to
modify the PVS algorithm with other optimization techniques,
which can be more effective, robust, and able to provide
accurate solutions. It can be seen from the mathematical
formulation, illustrated in Fig. 7, that the population may
change to a small extent or retain its current position when the
distance between a population (X;) to the other randomly
selected population (X; or X;) is small. This state may result in
a local optima stuck as the new population (X') may not
improve further. In this aspect, The random mutation-based
search is incorporated into the PVS algorithm to develop the
MPVS algorithm. The MPVS algorithm incorporates mutation
vector as discussed earlier. The flow chart of the MPVS
algorithm with the stepwise procedure is illustrated in Fig. 8. It
can be seen from the flow chart that the population is updated
by various conditions of the PVS algorithm followed by the
random mutation-based search.

As all the algorithms are modified by adding random
mutation strategies, there is a change in the computational
complexity of the algorithms. The complexity of an optimiza-
tion algorithm can be characterized as time complexity and the
computational complexity. This can be addressed as follows:

a. Time complexity: this type of complexity deals with the
time required by each mechanism such as generation of the
initial population, updating solution, selection of updated
solution, etc., and total time (which is the sum of all such
measures). Any modification in the basic algorithm may
change such measures.

In this study, time consumption for the generation of the
initial population is identical for all the algorithms as it
works on an identical method to initialize the randomly
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Fig. 5. Flow chart of the WWO algorithm.
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Fig. 6. Flow chart of the MWWO algorithm.
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Fig. 7. Flow chart of the PVS algorithm.
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Fig. 8. Flow chart of the MPVS algorithm.
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generated populations. In addition, all the algorithms are
coded with similar encoding platform. So, there is no
change in the time complexity for the generation of initial
solutions for basic and the modified versions of the
algorithms. The time complexity for initial population/
solution generation is O(nd), where n indicate the size of
the population and d is the dimension of the problem.
Also, the time complexity for updating the solution for the
basic and the modified algorithms also remains same as it
uses the same solution updating formulas and it is also
equal to O(nd). However, the time complexity for the
random mutation, which is incorporated to modify the
algorithms is more than the basic algorithm by O(nd). So,
the modified algorithms increases the time complexity by
O(nd) compared to the basic variants of the algorithms.
Total time consumed by the algorithm is the sum of all the
time consumed by each part of the algorithms such as
initial population generation, updating the solution and
selection of updated solution and the random mutation (for
modified algorithms).

b. Computational complexity: this type of complexity gen-
erally involves function evaluations and it is a function of
population size and number of generations.

The proposed modification (the random mutation-based
search) adds function evaluations equal to population size in
each generation, which adds O(n) computational complexity to
the basic algorithm.

However, in this study, the algorithms' stopping criteria is
controlled as per a maximum number of function evaluations,
which means that algorithms stops at a particular number
function evaluations set as a stopping criteria.

The function evaluations of the basic algorithms can be
calculated as below:

TLBO algorithm: function evaluations=2 x population size
(n) x number of generations(g)=2 ng
MTLBO algorithm: function evaluations=3 x population
size x number of generations=3 ng
— HTS algorithm: function
size x number of generations=ng
— MHTS algorithm: function evaluations=2 x population
size x number of generations=2 ng
- PVS algorithm: function
size x number of generations=ng
— MPVS algorithm: function evaluations=2 x population
size x number of generations=2 ng
— WWO and MWWO: function evaluations are measured by
using a function evaluation counter mechanism as it involves
function evaluation depending on the execution of different
solution updating phase, i.e., breaking, propagation and
refraction.

evaluations = population

evaluations = population

It can be noted that the computational complexity is set
identical for all the algorithms as function evaluations are
used for the stopping criteria. So, the basic and the modified
algorithms are stopped at same function evaluations. It is

also noteworthy to note that the modified algorithms will
consume less number of generations for the same function
evaluations compared to the basic algorithms. This phenom-
enon is also reflected for the total time consumed by the
basic and the modified algorithms. Total time consumed by
the algorithms is the primary goal for the efficient algo-
rithms; hence the basic and the modified algorithms are also
compared for the total time by keeping fixed function
evaluations.

4. Problem definition

The goal of the TTO is to minimize the weight of the truss
by finding the best topology with optimum element cross-
sectional areas such that it satisfies all stated constraints.
Objective function considers element mass if an element
exists and constant mass at each of the nodes if the node
exists. Natural frequency, element stress, nodal displace-
ment, Euler buckling, and kinematic stability constraints are
considered in this investigation as discussed in the previous
sections. Moreover, discrete cross-sectional areas are
adopted to study practical structures. The mathematical
formulation of the TTO problem can be performed as
follows:

Find, X= (A, Ay.. ,A;} (1)

that minimize the weight F(X)

= i BiAip;Li + EM: b;

i=1 j=1

of truss,

0, if A;<Critical area

where B;= 1; if A;= Critical

area

and satisfies the constraints:

g1(X):  Stress constraints, |Bio;|— 0" <0
8,(X): Displacement constraints, |5j|— 5;mx <0
g3(X):  Euler buckling constraints, |Bio{""|—0o{" <0,
where ¢ = kiA;Ei
L;

g&(X): fr—f7=0
g5(X):  Cross—sectional area constraints, A;"i" <A <A™

g¢: Check on validity of structure

g7. Check on kinematic stability

where i=1,2,.,n;j=1,2,..,m

where n and m are the numbers of elements and nodes of the
truss respectively. The critical area is a small positive number
[31]. If the cross-sectional area is smaller than the critical area,
the element is assumed to be deleted from the truss. Otherwise,
the element is retained in the truss. B; is a topological bit,
which is ‘0’ for absence and ‘1’ for the presence of the truss
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Fig. 9. Flow chart of the TTO problem.
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Table 1
The discrete sections [65].

Section number Area (in.z) Area (sz) Mean diameter (cm) Thickness (cm) Section number Area (in.z) Area (sz) Mean diameter (cm) Thickness (cm)

1 0.111 0.7161 1.5098 0.1510 33 3.84 24.7741 8.8802 0.8880
2 0.141 0.9097 1.7017 0.1702 34 3.87 24.9677 8.9149 0.8915
3 0.196 1.2645 2.0062 0.2006 35 3.88 25.0322 8.9264 0.8926
4 0.25 1.6129 2.2658 0.2266 36 4.18 26.9677 9.2650 0.9265
5 0.307 1.9806 2.5109 0.2511 37 4.22 27.2258 9.3093 0.9309
6 0.391 2.5226 2.8337 0.2834 38 4.49 28.9677 9.6025 0.9602
7 0.442 2.8516 3.0128 0.3013 39 4.59 29.6128 9.7088 0.9709
8 0.563 3.6323 3.4003 0.3400 40 4.8 30.9677 9.9284 0.9928
9 0.602 3.8839 3.5161 0.3516 41 4.97 32.0645 10.1027 1.0103
10 0.766 4.9419 3.9662 0.3966 42 5.12 33.0322 10.2540 1.0254
11 0.785 5.0645 4.0151 0.4015 43 5.74 37.0322 10.8571 1.0857
12 0.994 6.4129 45181 0.4518 44 7.22 46.5806 12.1766 1.2177
13 1 6.4516 4.5317 0.4532 45 7.97 51.4193 12.7935 1.2793
14 1.228 7.9226 5.0218 0.5022 46 8.53 55.0322 13.2353 1.3235
15 1.266 8.1677 5.0989 0.5099 47 9.3 59.9999 13.8198 1.3820
16 1.457 9.4000 5.4700 0.5470 48 10.85 69.9999 14.9270 1.4927
17 1.563 10.0839 5.6655 0.5666 49 11.5 74.1943 15.3678 1.5368
18 1.62 10.4516 5.7679 0.5768 50 13.5 87.0966 16.6504 1.6650
19 1.8 11.6129 6.0799 0.6080 51 13.9 89.6772 16.8953 1.6895
20 1.99 12.8387 6.3927 0.6393 52 14.2 91.6127 17.0767 1.7077
21 2.13 13.7419 6.6138 0.6614 53 15.5 99.9998 17.8412 1.7841
22 2.38 15.3548 6.9911 0.6991 54 16 103.2256  18.1267 1.8127
23 2.62 16.9032 7.3352 0.7335 55 16.9 109.0320  18.6295 1.8630
24 2.63 16.9677 7.3491 0.7349 56 18.8 121.2901  19.6489 1.9649
25 2.88 18.5806 7.6905 0.7691 57 19.9 128.3868  20.2155 2.0216
26 2.93 18.9032 7.7570 0.7757 58 22 141.9352  21.2555 2.1255
27 3.09 19.9354 7.9660 0.7966 59 22.9 147.7416  21.6859 2.1686
28 3.13 20.1935 8.0174 0.8017 60 24.5 158.0642  22.4307 2.2431
29 3.38 21.8064 8.3314 0.8331 61 26.5 170.9674  23.3282 2.3328
30 3.47 22.3871 8.4416 0.8442 62 28 180.6448  23.9794 2.3979
31 3.55 22.9032 8.5383 0.8538 63 30 193.5480  24.8210 2.4821
32 3.63 23.4193 8.6340 0.8634 64 335 216.1286  26.2290 2.6229
allowable limits respectively. k; is Euler buckling coefficient,
(") Lumped mass 1 Fi ,L which depends on the element cross-sectional geometry.
= F Truss structure is called invalid (ge) if the truss has an
13 15 17 0
i absence of loaded node, support node, and non-erasable node
([55D.
In this study, kinematic stability (g7) is tested in two steps as
per [31] as explained below:
o Step (I). Evaluate Grubler's criterion [62] to check degree of
o freedom of the truss:
v Degree of freedom = d * m—n—m, (2)

2.5 m \%

v

F2 Fi

2.5m %

2.5 m
v

Fig. 10. Ground structure of the 24-bar truss.

element i. A;, p;, Li, E;, 6;, and ¢, correspond to the cross-
sectional area, mass density, length, modules of elasticity,
stress, and critical buckling of the element i respectively. 6; and
b; are values of nodal displacement and weight of the node j
respectively. f, is rth natural frequency of the truss. The
superscript, ‘comp’ corresponds to the compressive, whereas
‘max’ and ‘min’ correspond to the maximum and minimum

where d=2 for planar truss and d=3 for space truss, n and m
are the numbers of elements and nodes of the truss respec-
tively, and m, is restricted number of degrees of freedom at the
support nodes. The generated truss must be kinematically
stable so that it does not turn into a mechanism. If the degree
of freedom is non-positive, the truss is not a mechanism. If the
truss is a mechanism, we penalize the solution by assigning a
large value. Thereafter, the truss is not sent to FEA model for
further analysis.

Step (II). Evaluate positive definiteness of the global
stiffness matrix (K) [63] to check singularity of the truss.
Grubler's criterion, a necessary, yet not sufficient criterion for
the kinematic stability. Therefore, a check of the positive-
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definiteness of the global stiffness matrix is still necessary
[64]. Analytically, a truss is called kinematically unstable if the
determinant of the stiffness matrix is zero; however, FEA
model is a numerical method thus the determinant of the
stiffness matrix may not be exact zero [23]. In this study, the
command ‘eig(K) of MATLAB software is used to check
positive definiteness of the global stiffness matrix. If the first
the value of the ‘eig(K)' is greater than 10~ (a small number
near to zero), the truss is assumed to be kinematic stable
(positive-definite). If the truss is non-positive-definite, we
penalize the solution by assigning a large value. Thereafter,
the truss is not sent for further analysis to evaluate stresses,
displacements, Euler buckling, and natural frequencies.
Penalty function approach is adapted to handle stated
constraints. For no violation of the constraints, the penalty
becomes zero; otherwise, the penalty is intended by following

Table 2
Design considerations of the 24-bar truss.

Design variables: A;, i=1,2,...,24

Loading condition 1:
Fy=100 kN; F,=0kN

Loading condition 2:
Fi=0kN; F,=100 kN

o7 = 180 MPa S5, =10 mm f1=30Hz
E=200 GPa p=7860 kg/m®
Table 3

criteria [31,2]:

10° ifgs is violated

103 ifg, is violated in Step (I)
F(X)= . . . (3)

10" ifg; is violated in Step (II)

F(X) * Fpenaiy(X)  otherwise

e . 1 —Pi

where,  Fpouin(X) = (1402, v="Y" ‘ ¥ ’ @
» =1 P

where p; signifies the value of constraint violation of ith
constraint, pf is its bound, and ¢ is an active number of
constraints. The parameters &, and &, are selected in view of
the constraint violation. Values of &; and &, are set as 2 in this
study by investigating its effect and referring to the previous
studies. The detailed graphical representation of the formula-
tion of the TTO problem is illustrated in Fig. 9.

5. Design problems and discussions

In this section, three distinct benchmark problems [1-5] are
introduced with discrete design parameters to answer practic-
ability of truss structures. In all of the truss problems, the
cross-sections are assumed to be tubular with a ratio of mean
diameter to wall thickness of approximately 10. Euler buckling

Optimal discrete design parameters for the 24-bar truss (weight does not consider lumped mass).

Variable TLBO MTLBO HTS MHTS WWO MWWO PVS MPVS
A, - - - - 0.9097 - - -

Ay 0.7161 - - - - - - -

As 0.7161 - - - - - - -

As - - - - 0.9097 - - -

A, 18.5806 18.5806 18.5806 18.5806 18.5806 18.5806 18.9032 18.5806
Ag 6.4516 6.4129 6.4129 6.4516 10.0839 6.4129 6.4129 6.4516
Ao 6.4129 3.8839 - 1.9806 - 6.4129 1.2645 1.6129
Ao - - 1.2645 - - - - -

A - - - - 1.2645 - - -

Ap 3.8839 2.5226 - 2.5226 1.6129 3.6323 2.5226 2.5226
A - - 6.4129 - - - - -

A - 1.2645 - 2.5226 7.9226 - 2.8516 2.5226
As 3.6323 4.9419 6.4129 6.4129 8.1677 3.6323 6.4129 6.4129
A - - 19.9354 19.9354 19.9354 - 19.9354 19.9354
A 10.0839 10.0839 - - 0.9097 10.0839 - -

A 0.7161 - - - - - - -

Axo 6.4129 6.4516 - - - 6.4129 - -

As 10.4516 10.0839 - - - 10.0839 - -

Ax - 0.9097 - 1.6129 - 0.7161 1.6129 1.6129
Ass - - 0.7161 - 3.6323 - - -

Ang 8.1677 7.9226 1.2645 0.9097 2.8516 8.1677 0.9097 1.2645
Weight (kg) 243.2922 227.3884 242.4321 226.3047 281.4191 229.0035 226.1573 225.8168
max (MPa) 165.3950 164.4027 155.9359 155.2136 122.4330 165.3950 158.8640 155.3037
<" (MPa) 133.7804 133.7803 88.4133 88.4133 88.4133 129.0733 89.9483 88.4133
fi (Hz) 30.1568 30.0719 30.0459 30.0763 30.0047 30.2718 30.0048 30.0152
85, (mm) 3.2037 2.8467 1.1755 2.3577 0.9721 3.2142 2.1874 2.3277
86y (mm) 3.7693 3.4258 3.5820 3.3273 2.9524 37777 3.3623 3.3282
Mean 336.9759 283.1211 394.8635 300.9344 478.4674 369.6346 282.4255 280.7890
SD 86.8971 53.7031 125.5721 70.2199 207.2567 75.5695 57.1218 47.4631
Mean time (s) 25.14 19.27 36.18 25.38 17.28 16.71 23.24 19.33
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Fig. 11. The 24-bar truss.

coefficient (k;, i=1,2,...,n) and mass of each of the nodes (b,
j=1,2,.,m) are assumed to be 4.0 and 5 kg respectively for all
problems [1,2,6]. The discrete design variables may take any
integer values within [-64, 64], where positive integer denotes
element cross-sectional number [65], illustrated in Table 1, and
zero or a negative integer of design variable signifies removal
of the element. Moreover, the search space is nearly converted
into two times of design variable limits in order to reveal
topology optimization as described before. As noted in the
previous sections, all the problems consider stress, displace-
ment, buckling, and frequency as constraints along with multi-
load conditions.

The benchmark problems with the discrete cross-sectional
area are introduced the first time in this study. Therefore, no
experimental investigation is observed for these problems in
the literature. Thus, comparison among the TLBO, MTLBO,
HTS, MHTS, WWO, MWWO, PVS, and MPVS algorithms
are considered in this study. The considered algorithms are
measured with 100 independent runs for each problem to study
the stochastic nature of the meta-heuristics. All problems are
investigated by taking a population size of 50. Whereas, the
large size truss (72-bar truss) is examined for the population

size of 100. The TLBO, MTLBO, HTS, MHTS, PVS, and
MPVS algorithms do not need other algorithm controlling
parameters, whereas the WWO and MWWO algorithms
consider these parameters as the maximum wave height
hnax=12, the wavelength reduction coefficient a=1.0026,
the breaking coefficients f,,,,=0.25, B,.:,,=0.001, and the
maximum number of breaking directions k.= 12. The results
and discussion are explained in the subsequent sections:

5.1. A 24-bar 2-D truss

The first benchmark problem for the 24-bar planar truss is
considered to investigate the influence of discrete design
variables, shown in Table 1. This problem was investigated
in [1-5] by considering continuous design variables; however,
this study investigates it for discrete design variables. The
ground structure of this truss is presented in Fig. 10. Design
considerations such as multi-load conditions, constraints, and
material properties are tabulated in Table 2. The truss is
subjected to a non-structural lumped mass of 500 kg at node 3.

In this section, the proposed algorithms are investigated on
discrete TTO by considering a population size and function
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evaluations (FE,,,,) as 50 and 20,000 respectively. The results
are obtained for 100 independent runs and the statistical results
obtained in these runs are presented in Table 3. The results
show that the TLBO, MTLBO, HTS, MHTS, WWO, MWWO,
PVS, and MPVS algorithms give trusses with the best weight
of 243.2922, 227.3884, 242.4321, 226.3047, 281.4191,
229.0035, 226.1573, and 225.8168 kg respectively. The results
signify that the MPVS algorithm ranks first among all
considered meta-heuristics, whereas the PVS and MHTS stand
second and third respectively. Thus, the weight benefit for the

950 \ TLBO ===-- MTLBO
HTS - « = MHTS
850
WwWwo - — MWWO

750
- = =MPVS

650

550

Weight (kg)
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Fig. 12. Convergence graph of the 24-bar truss.
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C
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MTLBO, HTS, MHTS, MWWO,
PVS, and MPVS

MPVS algorithm is 17.4754, 1.5716, 16.6153, 0.4879,
55.6023, 3.1867, and 0.3405 kg as compared to those obtained
from the TLBO, MTLBO, HTS, MHTS, WWO, MWWO, and
PVS algorithms respectively. The results show that the TLBO,
MTLBO, HTS, MHTS, WWO, MWWO, PVS, and MPVS
algorithms give the mean weight of 336.9759, 283.1211,
394.8635, 300.9344, 478.4674, 369.6346, 282.4255, and
280.7890 kg respectively. Therefore, the MPVS algorithm
performs best among all considered algorithms to obtain the
minimum mean weight. The mean weight benefit for the
MPVS algorithm is 56.1869, 2.3321, 114.0745, 20.1454,
197.6784, 88.8456, and 1.6365kg as compared to those
obtained from the TLBO, MTLBO, HTS, MHTS, WWO,
MWWO, and PVS algorithms respectively. Whereas the
TLBO, MTLBO, HTS, MHTS, WWO, MWWO, PVS, and
MPVS algorithms give the standard deviation (SD) of weight
as 86.8971, 53.7031, 125.5721, 70.2199, 207.2567, 75.5695,
57.1218, and 47.4631 respectively. It can be seen from the
results that the MPVS algorithm performs better in order to get
the best weight, mean weight, and SD of weight. Fig. 11
presents the relative virtual effect on element cross-sectional
areas and best topologies on each truss obtained by various
approaches. It is also observed from the figure that the MHTS,
PVS, and MPVS algorithms set identical topologies. The
figure also shows that best topologies obtained using the

O Lumped mass

Fig. 13. The 20-bar truss.
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MHTS, PVS, and MPVS algorithms need only 9 elements,
whereas the HTS algorithm consumes only 8 elements out of
24 of the ground structure. Moreover, topologies obtained
using the MHTS, PVS, and MPVS algorithms offer lighter
weight among the considered algorithms, while the HTS
algorithm designs heavier truss. Therefore, the results suggest
that the optimum distribution of elements plays a significant
role in the TTO. In addition, a number of elements in the truss
do not have a major impact in order to obtain lighter truss.

Fig. 12 presents convergence graph of mean weight
obtained by the proposed algorithms of the test problem. The
mean weight is computed by considering the average weight of
all runs for each generation. The convergence graph indicates
that the MTLBO, PVS, and MPVS algorithms converge faster
and set superior solutions as compared to other algorithms.
Moreover, the PVS algorithm shows early convergence nearly
within 14,000 FE, but the MPVS algorithm sets the best
convergence. Moreover, the MTLBO, MHTS, and MWWO
algorithms have good convergence performance in comparison
with their basic versions.

The algorithms are also compared based on the total time
required for the intended function evaluations. Results reveal
that the modified algorithms require less total time to complete

Table 4
Design considerations of the 20-bar truss.

Design variables: A;, i=1,2,...,20

Loading condition 1:
F,=500kN; F,=0kN

Loading condition 2:
Fy=0kN; F,=500 kN

a7 = 180 MPa 87 =10 mm f1>60Hz f,>100Hz
E=200 GPa p=T7860 kg/m®
Table 5

the required function evaluations. Therefore, it is observed
from the results and the convergence graph that the perfor-
mance of the proposed modified algorithms is better as
compared to their basic versions.

5.2. A 20-bar 2-D truss

The ground structure of the second benchmark problem is
illustrated in Fig. 13. This problem was optimized in [1-5] for
continuous optimization, whereas this study investigates dis-
crete optimization. The discrete element cross-sections, shown
in Table 1. Design considerations such as multi-load condi-
tions, constraints, and material properties are presented in
Table 4. The truss is subjected to non-structural lumped mass
of 200 kg at node 4.
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Fig. 14. Convergence graph of the 20-bar truss.

Optimal discrete design parameters for the 20-bar truss (weight does not consider lumped masses).

Variable TLBO MTLBO HTS MHTS WWO MWWO PVS MPVS
A 13.7419 13.7419 13.7419 15.3548 16.9032 20.1935 16.9032 15.3548
A, 0.7161 - - - - - - -

Ay 13.7419 13.7419 12.8387 13.7419 16.9677 16.9032 13.7419 13.7419
As 16.9677 16.9032 15.3548 16.9032 16.9032 16.9032 13.7419 15.3548
As - - - - 0.9097 - - -

Ag 15.3548 137419 16.9677 13.7419 13.7419 22.3871 16.9032 15.3548
Ao 0.7161 - - - - - - -

Al 16.9032 16.9032 18.5806 16.9677 16.9677 12.8387 13.7419 15.3548
Ans 22.9032 21.8064 19.9354 22.3871 22.9032 18.5806 19.9354 21.8064
A 18.5806 19.9354 21.8064 18.5806 223871 21.8064 21.8064 19.9354
A 19.9354 20.1935 19.9354 18.9032 20.1935 22.3871 22.3871 19.9354
Ao _ _ - - 1.9806 - - -

Ao 21.8064 22.3871 21.8064 23.4193 20.1935 18.9032 20.1935 22.3871
Weight (kg) 342.8615 3354113 337.4007 335.7534 359.3985 351.8429 335.4113 335.0404
mas (MPa) 179.7263 177.1362 179.8252 177.3407 178.9374 177.8930 177.6526 176.2678
" . (MPa) 339.3542 338.0638 371.6122 339.3542 339.3542 4477410 338.0638 307.0962
£ (Hz) 64.9482 65.3759 65.1849 65.2803 65.2876 65.6465 65.4716 65.3335
£ (Hz) 114.3366 114.3824 113.5731 114.3286 106.4782 116.9238 114.4201 114.4593
84y (mm) 9.9991 9.9909 9.9209 9.9986 9.7465 9.7684 9.9909 9.9951
Mean 731.3855 410.4343 978.7233 469.7096 495.1262 459.6531 427.3825 421.3447
SD 903.2378 52.8557 1488.4232 269.3849 145.9844 60.0836 59.2259 53.7251
Mean time (s) 28.76 22.56 37.82 26.91 11.82 11.76 27.97 22.51
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Fig. 15. The 72-bar truss.

Table 5 shows the results obtained by using the proposed
algorithms. The best weights for the TLBO, MTLBO, HTS,
MHTS, WWO, MWWO, PVS, and MPVS algorithms are
obtained as 342.8615, 335.4113, 337.4007, 335.7534,
359.3985, 351.8429, 335.4113, and 335.0404 kg respectively.
The results show that the MPVS algorithm ranks first among
considered meta-heuristics, whereas the PVS and MTLBO
algorithms stand second. Thus, the weight benefit for the
MPVS algorithms is 7.8211, 0.3709, 2.3603, 0.7130, 24.3581,
16.8025, and 0.3709 kg as compared to those obtained from
the TLBO, MTLBO, HTS, MHTS, WWO, MWWO, and PVS
algorithms respectively. The results show that the TLBO,
MTLBO, HTS, MHTS, WWO, MWWO, PVS, and MPVS
algorithms give the mean weight of 731.3855, 410.4343,
978.7233, 469.7096, 495.1262, 459.6531, 427.3825, and
421.3447 kg respectively. Therefore, the MTLBO algorithm
performs best among considered algorithms to obtain mini-
mum mean weight. The mean weight benefit for the MTLBO
algorithm is 320.9512, 568.2890, 59.2753, 84.6919, 49.2188,
16.9482, and 10.9104 kg as compared to those obtained from
the TLBO, HTS, MHTS, WWO, MWWO, PVS, and MPVS
algorithms respectively. Whereas the TLBO, MTLBO, HTS,
MHTS, WWO, MWWO, PVS, and MPVS algorithms give the
SD of weight as 903.2378, 52.8557, 1488.4232, 269.3849,
145.9844, 60.0836, 59.2259, and 53.7251 respectively. There-
fore the MTLBO algorithm performs better in order to get
better mean and SD of weight as the truss. Fig. 13 also
demonstrates the relative virtual effect on element cross-
sectional areas and best topologies of each of the truss obtained
by using various approaches. It is also observed from the figure

Table 6
Design considerations of the 72-bar truss.

Design variables: G;, i=1,2,...,16, where G is group number

Loading condition 2:
Flz:FZZ:F3z:F4z:_22-25 kN

Loading condition 1:
Fi,=F,=22.25kN;

F,=-2225kN

" =180 MPa 8" = 6.35 mm (for nodes, j=1, 2, 3 and
4 along x- and y-axes)

f1>4Hz f3>6Hz E=200 GPa p=7860 kg/m®

that the MTLBO, HTS, MHTS, MWWO, PVS, and MPVS
algorithms give identical topologies. Moreover, the MTLBO,
HTS, MHTS, MWWO, PVS, and MPVS algorithms design
lighter truss with 8 elements out of 20 in the ground structure,
which clarifies that the identification of the optimum topology
is the most important factor in the TTO.

Fig. 14 presents convergence graph of the mean weight for
the proposed algorithms of the test problem. The convergence
graph indicates that the MTLBO and MPVS algorithms
converge faster and achieves good optimal results as compared
to other algorithms. Moreover, the PVS algorithm shows early
convergence nearly within 10,000 FE, but the MPVS algo-
rithm sets the better results. It is also observed from the
convergence graph that the MTLBO, MHTS, and MWWO
algorithm have good convergence performance in comparison
with their basic versions. Therefore, the performance of the
proposed modified algorithms is better as compared to their
basic versions in terms of statistical results, convergence and
total time.
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Table 7

Optimal discrete design parameters for the 72-bar truss (weight does not consider lumped masses).
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Variable TLBO MTLBO HTS MHTS WWO MWWO PVS MPVS
G, 2.8516 2.8516 2.8516 3.6323 2.8516 2.5226 2.8516 2.8516
G, 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323
G; 2.8516 2.8516 2.8516 2.8516 2.8516 2.8516 2.8516 2.8516
Gy 5.0645 5.0645 5.0645 5.0645 6.4129 5.0645 5.0645 5.0645
Gs 2.8516 2.8516 4.9419 2.8516 3.6323 3.6323 2.8516 2.8516
Ge 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323
Go 4.9419 4.9419 3.8839 4.9419 3.6323 4.9419 4.9419 4.9419
Gio 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323 3.6323
Gz 3.8839 3.8839 3.8839 3.8839 4.9419 4.9419 3.8839 3.8839
Gia 3.6323 3.6323 3.6323 3.6323 3.8839 3.6323 3.6323 3.6323
Weight (kg) 542.5877 542.5877 547.5337 546.3281 559.6509 549.8213 542.5877 542.5877
Omax (MPa) 80.8928 80.8928 82.2067 81.0390 76.4686 86.7873 80.8928 80.8928
oo (MPa) 170.2224 170.2224 170.2224 170.2224 170.2224 170.2224 170.2224 170.2224
fi (Hz) 4.0197 4.0197 4.0206 4.0297 4.1214 4.2390 4.0197 4.0197
f3 (Hz) 6.8520 6.8520 6.8508 6.8509 6.9073 6.8518 6.8520 6.8520
Omax (Mm) 2.9086 2.9086 2.9669 29173 27717 2.6914 2.9086 2.9086
Mean 684.4426 676.2892 888.1696 690.8083 815.9453 813.7952 648.2609 629.7766
SD 218.0771 73.3845 417.6501 73.3499 240.9534 78.2745 68.2537 68.1843
Mean time (s) 99.59 50.86 121.57 74.09 38.99 33.73 91.58 55.44

5.3. A 72-bar 3-D truss

The ground structure of the third benchmark problem is
illustrated in Fig. 15. This problem was recently optimized in
[2,4,5] for continuous optimization. However, this study
investigates this problem for discrete optimization. The dis-
crete element cross-sections are selected, shown in Table 1.
Design considerations such as continuous design variables,
multi-load conditions, constraints, material properties, and
truss geometry data are summarized in Table 6. The elements
are clustered into 16 groups (i.e., Gy (A;-Ay), G2 (As—A}»), G3
(A13-A16), Ga (A17-A1s), Gs (A19-A22), G (A23—A30), G7 (A31—
Az), Gg (A3s5—Ase), Go (A37-A40), Gio (As1—Agg), Gii (Aso—
As2), G2 (As3Asa), Gi3 (Ass—Asg), Gia (Aso—Aes), Gis (A
A7p), and G (A7,—A7,)) by considering structural symmetry as
per [2]. The figure also states element connectivity of elements
A to Ajg and the rest of elements are in the similar pattern
(i.e., AGt18i) t0 Awit1sy) for i=1,2,3, and 4). The truss is
subjected to four non-structural lumped masses of 2270 kg at
each of the top nodes (nodes 1-4).

Table 7 compares the optimum results for 100 independent
runs obtained from this work. The results indicate that the
TLBO, MTLBO, HTS, MHTS, WWO, MWWO, PVS, and
MPVS algorithms design optimum truss with minimum weight
542.5877, 542.5877, 547.5337, 546.3281, 559.6509,
549.8213, 542.5877, 542.5877 kg respectively. It can be seen
from the results that the TLBO, MTLBO, PVS, and MPVS
algorithms give identical trusses and ranks first among
considered meta-heuristics in order to achieve light weight
truss. Thus, the weight benefit for the TLBO, MTLBO, PVS,
and MPVS algorithms is 4.9460, 3.7404, 17.0632, and
7.2336 kg as compared to those obtained from the HTS,
MHTS, WWO, and MWWO algorithms respectively. The
results show that the TLBO, MTLBO, HTS, MHTS, WWO,
MWWO, PVS, and MPVS algorithms provide the mean
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Fig. 16. Convergence graph of the 72-bar truss.

weight of 684.4426, 676.2892, 888.1696, 690.8083,
815.9453, 813.7952, 648.2609, and 629.7766 kg respectively.
The results signify that the MPVS algorithm ranks first among
considered meta-heuristics, whereas the PVS and MTLBO
algorithms stand second and third respectively. Thus, the mean
weight benefit for the PVS algorithm is 54.6660, 46.5126,
258.3930, 61.0317, 186.1687, 184.0186, and 18.4843 kg as
compared to those obtained from the TLBO, MTLBO, HTS,
MHTS, WWO, MWWO, and PVS algorithms respectively.
Whereas the TLBO, MTLBO, HTS, MHTS, WWO, MWWO,
PVS, and MPVS algorithms give the SD of weight as
218.0771, 73.3845, 417.6501, 73.3499, 240.9534, 78.2745,
68.2537, and 68.1843 respectively. The results indicate that the
MPVS algorithm performs better in order to get better SD of
weight as the truss.

Fig. 16 shows convergence graph of the mean weight for the
proposed algorithms of the 72-bar truss. The convergence
graph indicates that the MPVS algorithm shows the fastest
convergence and set better results among considered algo-
rithm. Moreover, the PVS and MPVS algorithms show better
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Table 8
Result summary.

Weight (kg) TLBO MTLBO HTS MHTS WWO MWWO PVS MPVS
24-bar truss Minimum 243.2922 227.3884 242.4321 226.3047 281.4191 229.0035 226.1573 225.8168
Mean 336.9759 283.1211 394.8635 300.9344 478.4674 369.6346 282.4255 280.789
SD 86.8971 53.7031 125.5721 70.2199 207.2567 75.5695 57.1218 47.4631
20-bar truss Minimum 342.8615 3354113 337.4007 335.7534 359.3985 351.8429 335.4113 335.0404
Mean 731.3855 410.4343 978.7233 469.7096 495.1262 459.6531 427.3825 421.3447
SD 903.2378 52.8557 1488.4232 269.3849 145.9844 60.0836 59.2259 53.7251
72-bar truss Minimum 542.5877 542.5877 547.5337 546.3281 559.6509 549.8213 542.5877 542.5877
Mean 684.4426 676.2892 888.1696 690.8083 815.9453 813.7952 648.2609 629.7766
SD 218.0771 73.3845 417.6501 73.3499 240.9534 78.2745 68.2537 68.1843
Table 9
The Friedman rank test of minimum, mean, and SD of weight.
Algorithms  Test for the minimum solution Test for the mean solution Test for the SD
Friedman value = Normalized value  Rank  Friedman value = Normalized value  Rank  Friedman value = Normalized value =~ Rank
TLBO 15.5 0.3483 5 16 0.3810 5 19 0.4419 6
MTLBO 9 0.2022 3 7 0.1667 2 7 0.1628 2
HTS 17 0.3820 6 23 0.5476 8 23 0.5349 8
MHTS 12 0.2697 4 14 0.3333 4 13 0.3023 4
WWO 24 0.5393 8 21 0.5000 7 20 0.4651 7
MWWO 19 0.4270 7 16 0.3810 5 14 0.3256 5
PVS 7 0.1573 2 7 0.1667 2 0.1860 3
MPVS 4.5 0.1011 1 4 0.0952 1 4 0.0930 1

convergence as compared to other considered meta-heuristics.
It is also observed from the convergence graph that the
MTLBO, MHTS, and MWWO algorithm have good conver-
gence performance in comparison with their basic versions.
Therefore, the performance of the proposed modified algo-
rithms is better as compared to their basic versions.

Result summary of the proposed algorithms is presented in
Table 8. It can be understood from the summary table the
MPVS algorithm ranks first in the 24-bar truss and 20-bar
truss, whereas the TLBO, MTLBO, PVS, and MPVS algo-
rithms give ideal solutions and rank first in the 72-bar truss in
order to get minimum weight. The MPVS algorithm is better in
the 24-bar truss and 72-bar truss, whereas the MTLBO
algorithm ranks first in the 20-bar truss in order to provide
better mean weight. Moreover, the MPVS algorithm gives best
SD of weight for the 24-bar truss, 20-bar truss, and 72-bar
truss. Therefore, the results signify that the MPVS algorithm
performs best, followed by the MTLBO algorithm among the
proposed algorithms. Furthermore, it is also observed from the
result tables that modified algorithms require less computa-
tional time than their basic versions.

From the results, it can be understood that the MPVS
algorithm is a better-performing algorithm, but at the same
time, statistical tests are also important to give rank to all the
algorithms based on the obtained results by the proposed
method over other comparative algorithms [66]. Therefore, the
Friedman rank test is performed at the minimum, mean, SD of

weight obtained by the TLBO, MTLBO, HTS, MHTS, WWO,
MWWO, PVS, and MPVS algorithms respectively. Table 9
presents the Friedman rank test for the test problems. The
results of the Friedman test are normalized with respect to the
best value obtained, and algorithms are ranked based on the
normalized value. The results indicate that the MPVS algo-
rithm stands first, whereas the PVS and MTLBO algorithms
rank second and third respectively to obtain minimum weight.
The MPVS algorithm ranks first, whereas the PVS and
MTLBO algorithms stand second to obtain better mean weight
respectively. The MPVS, MTLBO, and PVS algorithms rank
first, second, and third to obtain better SD of weight
respectively. It is also observed from the results that the
proposed modification has improved the performance of each
of the considered algorithms significantly.

6. Conclusions

In this paper, the four basic meta-heuristics (viz., TLBO,
HTS, WWO, and PVS) and four modified meta-heuristics
(viz., MTLBO, MHTS, MWWO, and MPVS) are proposed for
the TTO to design planar and space trusses with static and
dynamic constraints using single stage solution approach. The
discrete variables are introduced in order to consider manu-
facturability. The proposed algorithms are applied successfully
on three benchmark problems of the TTO to investigate their
performance. All benchmark problems are examined by
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considering, stress, displacement, buckling, frequency, and
kinematic stability constraints. The simultaneous attention of
the stated constraints makes the TTO problems complex and
challenging, which demands effective optimization algorithms
to achieve the best solution. The TTO works on the removal of
superfluous elements and nodes, which ends up with a great
saving in the weight and this advantage is raised up by
considering the large nodal weight. In this paper, FEA model
is revised, which results in a restructuring of stiffness, mass,
and load matrix during the course of optimization, to avoid
singularity and unnecessary analysis.

The results of the Friedman rank test show that the MPVS
algorithm ranks first in order to achieve lighter trusses, followed
by the PVS and MTLBO algorithms. Moreover, the MPVS
algorithm ranks first to obtain better mean and SD of weight
respectively. The results of the MPVS algorithm are observed
superior and more reliable as compared other results of the
proposed algorithms. Moreover, the random mutation-based
search has enhanced the exploration and exploitation capacities
of the basic TLBO, HTS, WWO, and PVS algorithms.
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