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Abstract

Let Γ denote a distance-regular graph with diameterD ≥ 3, intersection numbersai , bi , ci and
Bose–Mesner algebraM. Forθ ∈ C∪ ∞ we define aone-dimensional subspace ofM which we call
M(θ). If θ ∈ C thenM(θ) consists of thoseY in M such that(A − θ I )Y ∈ CAD , whereA (resp.
AD) is the adjacency matrix (resp.Dth distance matrix) ofΓ . If θ = ∞ thenM(θ) = CAD. By a
pseudoprimitive idempotentfor θ we mean a nonzero element of M(θ). We use these as follows. Let
X denote the vertex set ofΓ and fixx ∈ X. Let T denote the subalgebra of MatX(C) generated by
A, E∗

0, E∗
1, . . . , E∗

D , whereE∗
i denotes the projection onto thei th subconstituent ofΓ with respect

to x. T is called the Terwilliger algebra. LetW denote an irreducibleT-module. By theendpoint
of W we mean min{i | E∗

i W �= 0}. W is calledthin whenever dim(E∗
i W) ≤ 1 for 0 ≤ i ≤ D.

Let V = CX denote the standardT-module. Fix 0 �= v ∈ E∗
1V with v orthogonal to the all ones

vector. We define(M; v) := {P ∈ M | Pv ∈ E∗
DV}. We show the following are equivalent: (i)

dim(M; v) ≥ 2; (ii) v is contained in a thin irreducibleT-module with endpoint 1. Suppose (i), (ii)
hold. We show(M; v) has a basisJ, E whereJ has allentries 1 andE is definedas follows. LetW
denote theT-module which satisfies (ii). ObserveE∗

1W is aneigenspace forE∗
1 AE∗

1; let η denote

the corresponding eigenvalue. Definẽη = −1−b1(1+η)−1 if η �= −1 and̃η = ∞ if η = −1. Then
E is a pseudo primitive idempotent for̃η.
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1. Introduction

Let Γ denote a distance-regular graph with diameterD ≥ 3, intersection numbers
ai , bi , ci , Bose–Mesner algebraM and path-length distance function∂ (seeSection 2for
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formal definitions). In order to state our main theorems we make a few comments. Let
X denote the vertex set ofΓ . Let V = CX denote the vector space overC consisting
of column vectors whose coordinates are indexed byX and whose entries are inC. We
endowV with the Hermitean inner product〈, 〉 satisfying〈u, v〉 = utv for all u, v ∈ V .
For eachy ∈ X let ŷ denote the vector inV with a 1 in they coordinate and 0 in all
other coordinates. We observe{ŷ | y ∈ X} is an orthonormal basis forV . Fix x ∈ X. For
0 ≤ i ≤ D let E∗

i denote the diagonal matrix in MatX(C) which hasyy entry 1 (resp. 0)
whenever∂(x, y) = i (resp.∂(x, y) �= i ). We observeE∗

i acts onV as the projection onto
the i th subconstituent ofΓ with respect tox. For 0≤ i ≤ D definesi = ∑

ŷ, where the
sum is over all verticesy ∈ X suchthat∂(x, y) = i . Weobservesi ∈ E∗

i V . Let v denote
a nonzero vector inE∗

1V which is orthogonal tos1. We define

(M; v) := {P ∈ M | Pv ∈ E∗
DV}.

We observe(M; v) is a subspace ofM. We consider the dimension of(M; v). We first
observe(M; v) �= 0. To see this, letJ denote the matrix in MatX(C) which has all entries 1.
It is known J is contained inM [2, p. 64]. In fact J ∈ (M; v); the reason isJv = 0
sincev is orthogonal tos1. Apparently(M; v) is nonzero so it has dimension at least 1.
We now consider when does(M; v) have dimension at least 2? To answer this question
we recall the Terwilliger algebra. LetT denote the subalgebra of MatX(C) generated by
A, E∗

0, E∗
1, . . . , E∗

D, whereA denotes the adjacency matrix ofΓ . The algebraT is known
as theTerwilliger algebra (orsubconstituentalgebra) ofΓ with respect tox [19–21]. By a
T-modulewe mean a subspaceW ⊆ V suchthat TW ⊆ W. Let W denote aT-module.
We sayW is irreducible wheneverW �= 0 andW does not contain aT-module other
than 0 andW. Let W denote an irreducibleT-module. By theendpointof W we mean the
minimal integeri (0 ≤ i ≤ D) suchthat E∗

i W �= 0. We sayW is thin wheneverE∗
i W has

dimension at most 1 for 0≤ i ≤ D. We now state our maintheorem.

Theorem 1.1. Let v denote a nonzero vector in E∗1V which is orthogonal to s1. Then the
following (i), (ii) are equivalent.

(i) (M; v) has dimension at least2.

(ii) v is contained in a thin irreducibleT-module with endpoint1.

Suppose(i), (ii) hold above. Then(M; v) has dimension exactly2.

With reference toTheorem 1.1, suppose for the moment that (i), (ii) hold. We find a basis
for (M; v). To describe our basis we need some notation. Letθ0 > θ1 > · · · > θD denote
the distinct eigenvalues ofA, and for 0≤ i ≤ D let Ei denote the primitive idempotent
of M associated withθi . We recall Ei satisfies(A − θi I )Ei = 0. We introduce a type
of element inM which generalizes theE0, E1, . . . , ED. We call this type of element a
pseudo primitive idempotentfor Γ . In order to define the pseudo primitive idempotents,
we first define for eachθ ∈ C∪∞ a subspace ofM which we callM(θ). Forθ ∈ C, M(θ)

consists of those elementsY of M suchthat (A − θ I )Y ∈ CAD, whereAD is the Dth
distance matrix ofΓ . We defineM(∞) = CAD. We showM(θ) has dimension 1 for all
θ ∈ C ∪ ∞. Given distinctθ, θ ′ in C ∪ ∞, we showM(θ) ∩ M(θ ′) = 0. For 0≤ i ≤ D
we showM(θi ) = CEi . Let θ ∈ C ∪ ∞. By apseudo primitive idempotentfor θ , we mean
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a nonzero element ofM(θ). Before proceeding we define an involution onC ∪ ∞. For
η ∈ C ∪ ∞ we define

η̃ =



∞ if η = −1,

−1 if η = ∞,

−1 − b1
1+η

if η �= −1, η �= ∞.

We observẽ̃η = η for η ∈ C ∪ ∞. Let W denote a thinirreducibleT-module with
endpoint 1. ObserveE∗

1W is a one-dimensional eigenspace forE∗
1 AE∗

1; let η denote the
corresponding eigenvalue. We callη the local eigenvalueof W.

Theorem 1.2. Let v denote a nonzero vector in E∗1V which is orthogonal to s1. Suppose
v satisfies the equivalent conditions(i), (ii) in Theorem1.1. Let W denote theT-module
from part (ii) of that theorem and letη denote the local eigenvalue for W. Let E denote a
pseudo primitive idempotent for̃η. Then J, E form abasisfor (M; v).

We comment on when the scalar̃η from Theorem 1.2is an eigenvalue ofΓ . Let W
denote a thinirreducibleT-module with endpoint 1 and local eigenvalueη. It is known
θ̃1 ≤ η ≤ θ̃D [18, Theorem 1]. Ifη = θ̃1 thenη̃ = θ1. If η = θ̃D thenη̃ = θD. We show
that if θ̃1 < η < θ̃D thenη̃ is not an eigenvalue ofΓ .

The paper is organized as follows. InSection 2we give some preliminaries on distance-
regular graphs. InSections 3and4 we review some basic results on the Terwilliger algebra
and its modules. We proveTheorem 1.1in Section 5. In Section 6we discuss pseudo
primitive idempotents. InSection 7we discuss local eigenvalues. We proveTheorem 1.2
in Section 8.

2. Preliminaries

In this section we review some definitions and basic concepts. See the books by Bannai
and Ito [2] or Brouwer et al. [4] for more background information.

Let X denote a nonempty finite set. Let MatX(C) denote theC-algebra consisting of
all matrices whose rows and columns are indexed byX and whose entries are inC.
Let V = CX denote the vector space overC consisting of column vectors whose
coordinates are indexed byX and whose entries are inC. We observe MatX(C) acts
on V by left multiplication. We endowV with the Hermitean inner product〈, 〉 which
satisfies〈u, v〉 = utv for all u, v ∈ V , wheret denotes transpose and− denotes complex
conjugation. For ally ∈ X, let ŷ denote the element ofV with a 1 in they coordinate and 0
in all other coordinates. We observe{ŷ | y ∈ X} is an orthonormal basis forV .

Let Γ = (X, R) denote a finite, undirected, connected graph without loops or multiple
edges, withvertex setX, edge setR, path-length distance function∂ and diameter
D := max{∂(x, y) | x, y ∈ X}. We sayΓ is distance-regularwhenever for all integers
h, i , j (0 ≤ h, i , j ≤ D) and for allx, y ∈ X with ∂(x, y) = h, thenumber

ph
i j = |{z ∈ X | ∂(x, z) = i , ∂(z, y) = j }| (2.1)

is independent ofx and y. The integersph
i j are called theintersection numbersfor Γ .
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Observeph
i j = ph

j i (0 ≤ h, i , j ≤ D). We abbreviate ci := pi
1i−1(1 ≤ i ≤ D),

ai := pi
1i (0 ≤ i ≤ D), bi := pi

1i+1(0 ≤ i ≤ D − 1), ki := p0
i i (0 ≤ i ≤ D), and

for convenience we setc0 := 0 andbD := 0. Notethatbi−1ci �= 0(1 ≤ i ≤ D).
For the restof this paper we assumeΓ = (X, R) is distance-regular with diameter

D ≥ 3. By (2.1) and the triangle inequality,

ph
i1 = 0 if |h − i | > 1 (0 ≤ h, i ≤ D), (2.2)

p1
i j = 0 if |i − j | > 1 (0 ≤ i , j ≤ D). (2.3)

ObserveΓ is regular with valencyk = k1 = b0, and thatk = ci + ai + bi for 0 ≤ i ≤ D.
By [4, p. 127] we have

ki−1bi−1 = ki ci (1 ≤ i ≤ D). (2.4)

We recall the Bose–Mesner algebra ofΓ . For 0 ≤ i ≤ D let Ai denote the matrix in
MatX(C) which hasyzentry

(Ai )yz =
{

1 if ∂(y, z) = i
0 if ∂(y, z) �= i

(y, z ∈ X).

We call Ai the i th distance matrixof Γ . Fornotational convenience we defineAi = 0 for
i < 0 andi > D. Observe (ai)A0 = I ; (aii)

∑D
i=0 Ai = J; (aiii) Ai = Ai (0 ≤ i ≤ D);

(aiv) At
i = Ai (0 ≤ i ≤ D); (av) Ai Aj = ∑D

h=0 ph
i j Ah(0 ≤ i , j ≤ D), whereI denotes the

identity matrix andJ denotes the all ones matrix. We abbreviateA := A1 and call this the
adjacency matrixof Γ . Let M denote the subalgebra of MatX(C) generated byA. Using
(ai)–(av) we findA0, A1, . . . , AD form a basis ofM. Wecall M theBose–Mesner algebra
of Γ . By [2, p. 59,64], M has a second basisE0, E1, . . . , ED such that (ei)E0 = |X|−1J;
(eii)

∑D
i=0 Ei = I ; (eiii) Ei = Ei (0 ≤ i ≤ D); (eiv) Et

i = Ei (0 ≤ i ≤ D); (ev)
Ei Ej = δi j Ei (0 ≤ i , j ≤ D). We call E0, E1, . . . , ED theprimitive idempotentsfor Γ .
SinceE0, E1, . . . , ED form a basis forM there exists complex scalarsθ0, θ1, . . . , θD such
that A = ∑D

i=0 θi Ei . By this and (ev) we findAEi = θi Ei for 0 ≤ i ≤ D. Using
(aiii) and (eiii) we find each ofθ0, θ1, . . . , θD is a real number. Observeθ0, θ1, . . . , θD are
mutually distinct sinceA generatesM. By [2, p. 197] we haveθ0 = k and−k ≤ θi ≤ k
for 0 ≤ i ≤ D. Throughout this paper, we assumeE0, E1, . . . , ED are indexed so that
θ0 > θ1 > · · · > θD. Wecall θi thei th eigenvalueof Γ .

We recall some polynomials. To motivate these we make a comment. Settingi = 1 in
(av) and using (2.2),

AAj = bj −1Aj −1 + aj Aj + cj +1Aj +1 (0 ≤ j ≤ D − 1), (2.5)

whereb−1 = 0. Letλ denote an indeterminate and letC[λ] denote theC-algebra consisting
of all polynomials inλ which have coefficients inC. Let f0, f1, . . . , fD denote the
polynomials inC[λ] which satisfy f0 = 1 and

λ f j = bj −1 f j −1 + aj f j + cj +1 f j +1 (0 ≤ j ≤ D − 1), (2.6)

where f−1 = 0. For 0≤ j ≤ D the degree of f j is exactly j . Comparing (2.5) and (2.6)
we find Aj = f j (A).
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3. The Terwilliger algebra

For the remainder of this paper we fixx ∈ X. For 0≤ i ≤ D let E∗
i = E∗

i (x) denote
the diagonal matrix in MatX(C) which hasyy entry

(E∗
i )yy =

{
1 if ∂(x, y) = i
0 if ∂(x, y) �= i

(y ∈ X). (3.1)

We call E∗
i the i th dual idempotent ofΓ with respect to x. For convenience we define

E∗
i = 0 for i < 0 andi > D. We observe (i)

∑D
i=0 E∗

i = I ; (ii) E∗
i = E∗

i (0 ≤ i ≤ D);
(iii) E∗t

i = E∗
i (0 ≤ i ≤ D); (iv) E∗

i E∗
j = δi j E∗

i (0 ≤ i , j ≤ D). The E∗
i have the

following interpretation. Using (3.1) we find

E∗
i V = span{ŷ | y ∈ X, ∂(x, y) = i } (0 ≤ i ≤ D).

By this and since{ŷ | y ∈ X} is an orthonormal basis forV ,

V = E∗
0V + E∗

1V + · · · + E∗
DV (orthogonal direct sum).

For 0 ≤ i ≤ D, E∗
i acts onV as the projection ontoE∗

i V . We call E∗
i V the i th

subconstituent ofΓ with respect to x. For 0≤ i ≤ D we definesi = ∑
ŷ, where the sum is

over all verticesy ∈ X suchthat∂(x, y) = i . Weobservesi ∈ E∗
i V . Let T = T(x) denote

the subalgebra of MatX(C) generated byA, E∗
0, E∗

1, . . . , E∗
D . The algebraT is semisimple

but not commutative in general [19, Lemma 3.4]. We callT the Terwilliger algebra (or
subconstituent algebra) of Γ with respect tox. We refer the reader to [1, 3, 5–17, 19–24]
for more information on the Terwilliger algebra. We will use the following facts. Pick any
integersh, i , j (0 ≤ h, i , j ≤ D). By [19, Lemma 3.2] we haveE∗

i AhE∗
j = 0 if andonly

if ph
i j = 0. By this and (2.2), (2.3) we find

E∗
i AhE∗

1 = 0 if |h − i | > 1 (0 ≤ h, i ≤ D), (3.2)

E∗
i AE∗

j = 0 if |i − j | > 1 (0 ≤ i , j ≤ D). (3.3)

Lemma 3.1. The following(i), (ii) hold for0 ≤ i ≤ D.

(i) E∗
i J E∗

1 = E∗
i Ai−1E∗

1 + E∗
i Ai E∗

1 + E∗
i Ai+1E∗

1.

(ii) Ai E∗
1 = E∗

i−1Ai E∗
1 + E∗

i Ai E∗
1 + E∗

i+1Ai E∗
1.

Proof. (i) Recall J = ∑D
h=0 Ah so E∗

i J E∗
1 = ∑D

h=0 E∗
i AhE∗

1. Evaluating this using (3.2)
we obtain the result.

(ii) Recall I = ∑D
h=0 E∗

h so Ai E∗
1 = ∑D

h=0 E∗
h Ai E∗

1. Evaluating this using (3.2) we
obtain the result. �

Lemma 3.2. For 0 ≤ i ≤ D − 1 wehave

E∗
i+1Ai E

∗
1 − E∗

i Ai+1E∗
1 =

i∑
h=0

AhE∗
1 −

i∑
h=0

E∗
h J E∗

1. (3.4)

Proof. Evaluate each term in the right-hand side of (3.4) usingLemma 3.1and simplify
the result. �
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Corollary 3.3. Let v denote a vector in E∗1V which is orthogonal to s1. Then for 0 ≤ i ≤
D − 1 wehave

E∗
i+1Ai v − E∗

i Ai+1v =
i∑

h=0

Ahv. (3.5)

Moreover E∗
0 Av = 0.

Proof. To obtain (3.5) apply all terms of (3.4) to v and evaluate the result usingE∗
1v = v

andJv = 0. Settingi = 0 in (3.5) we findv − E∗
0 Av = v so E∗

0 Av = 0. �

Lemma 3.4. The following(i), (ii) hold for1 ≤ i ≤ D − 1.

(i) E∗
i+1AE∗

i Ai−1E∗
1 = ci E∗

i+1Ai E∗
1

(ii) E∗
i−1AE∗

i Ai+1E∗
1 = bi E∗

i−1Ai E∗
1.

Proof. (i) For all y, z ∈ X, on either side theyz entry is equal toci if ∂(x, y) = i + 1,
∂(x, z) = 1, ∂(y, z) = i , andzero otherwise.

(ii) For all y, z ∈ X, on either side theyz entry is equal tobi if ∂(x, y) = i − 1,
∂(x, z) = 1, ∂(y, z) = i , andzero otherwise. �

Corollary 3.5. Letv denote a vector in E∗1V . Then the following (i), (ii) hold for1 ≤ i ≤
D − 1.

(i) Suppose E∗i Ai−1v = 0. Then E∗
i+1Ai v = 0.

(ii) Suppose E∗i Ai+1v = 0. Then E∗
i−1Ai v = 0.

Proof. In Lemma 3.4(i), (ii) apply both sides tov and useE∗
1v = v. �

4. The modules of the Terwilliger algebra

Let T denote theTerwilliger algebra ofΓ with respect tox. By a T-modulewe mean
a subspaceW ⊆ V suchthat BW ⊆ W for all B ∈ T. Let W denote aT-module.
ThenW is said to beirreduciblewheneverW is nonzero andW contains noT-modules
other than 0 andW. Let W denote an irreducibleT-module. ThenW is the orthogonal
direct sum of the nonzero spaces amongE∗

0W, E∗
1W, . . . , E∗

DW [19, Lemma 3.4]. By the
endpointof W we mean min{i | 0 ≤ i ≤ D, E∗

i W �= 0}. By thediameterof W we mean
|{i | 0 ≤ i ≤ D, E∗

i W �= 0}| − 1. We sayW is thin wheneverE∗
i W has dimension at

most 1 for 0≤ i ≤ D. There exists aunique irreducibleT-module which has endpoint 0
[10, Proposition 8.4]. This module is calledV0. For 0≤ i ≤ D the vectorsi is a basis for
E∗

i V0 [19, Lemma 3.6]. ThereforeV0 is thin with diameterD. The moduleV0 is orthogonal
to each irreducibleT-module other thanV0 [6, Lemma 3.3]. For more information onV0
see [6, 10]. We will use thefollowing facts.

Lemma 4.1 ([19, Lemma 3.9]).Let W denote an irreducibleT-module with endpoint r
and diameter d. Then

E∗
i W �= 0 (r ≤ i ≤ r + d). (4.1)
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Moreover

E∗
i AE∗

j W �= 0 if |i − j | = 1, (r ≤ i , j ≤ r + d). (4.2)

Lemma 4.2 ([6, Lemma 3.4]).Let W denote aT-module. Suppose there exists an integer
i (0 ≤ i ≤ D) suchthatdim(E∗

i W) = 1 and W= TE∗
i W. Then W is irreducible.

Theorem 4.3 ([12, Lemma 10.1], [22, Theorem 11.1]).Let W denote a thin irreducible
T-module with endpoint one, and letv denote a nonzero vector in E∗1W. Then W= Mv.
Moreover the diameter of W is D− 2 or D − 1.

Theorem 4.4 ([12, Corollary 8.6, Theorem 9.8]).Let v denote a nonzero vector in E∗1V
which is orthogonal to s1. Then the dimension ofMv is D−1 or D. Suppose the dimension
of Mv is D − 1. ThenMv is a thin irreducibleT-module with endpoint1 and diameter
D − 2.

5. The proof of Theorem 1.1

We now give a proof of Theorem 1.1.

Proof ((i) (ii)). We show Mv is a thin irreducibleT-module with endpoint 1. By
Theorem 4.4the dimension ofMv is either D − 1 or D. First assume the dimension
of Mv is equal to D − 1. Then byTheorem 4.4, Mv is a thin irreducibleT-module
with endpoint 1. Next assume the dimension ofMv is equal to D. The space (M; v)

containsJ and has dimension at least 2, so there existsP ∈ (M; v) suchthat J, P are
linearly independent. From the constructionPv ∈ E∗

DV . ObservePv �= 0; otherwise the
dimension ofMv is not D. The elementsA0, A1, . . . , AD form a basis forM. Therefore
the elementsA0 + A1 + · · · + Ai (0 ≤ i ≤ D) form a basis forM. Apparently there exist
complex scalarsρi (0 ≤ i ≤ D) suchthat P = ∑D

i=0 ρi (A0 + A1 + · · · + Ai ). Recall
J = ∑D

h=0 Ah. Subtracting a scalar multiple ofJ from P if necessary, we may assume
ρD = 0. We considerPv from two points of view. On one hand we havePv ∈ E∗

DV .
ThereforeE∗

D Pv = Pv and E∗
i Pv = 0 for 0 ≤ i ≤ D − 1. On the other hand

using (3.5),

Pv =
D−1∑
i=0

ρi (E∗
i+1Ai v − E∗

i Ai+1v).

Combining these twopoints of view we findPv = ρD−1E∗
D AD−1v, ρ0E∗

0 Av = 0, and

ρi−1E∗
i Ai−1v = ρi E∗

i Ai+1v (1 ≤ i ≤ D − 1). (5.1)

We mentioned Pv �= 0; thereforeρD−1 �= 0 and E∗
D AD−1v �= 0. Applying

Corollary 3.5(i) we find E∗
i Ai−1v �= 0 for 1 ≤ i ≤ D. We claim E∗

i Ai+1v andE∗
i Ai−1v

are linearly dependent for 1≤ i ≤ D−1. Suppose there exists an integeri (1 ≤ i ≤ D−1)

suchthat E∗
i Ai+1v andE∗

i Ai−1v are linearly independent. ThenE∗
i Ai+1v �= 0. Applying

Corollary 3.5(ii) we find E∗
j A j +1v �= 0 for i ≤ j ≤ D − 1. Using these facts and (5.1)

we routinely find ρ j = 0 for i ≤ j ≤ D − 1. In particularρD−1 = 0 for a contradiction.
We havenow shownE∗

i Ai+1v and E∗
i Ai−1v are linearly dependent for 1≤ i ≤ D − 1.



294 P. Terwilliger, Chih-wen Weng / European Journal of Combinatorics 25 (2004) 287–298

ObserveMv is spanned by the vectors

(A0 + A1 + · · · + Ai )v (0 ≤ i ≤ D − 1).

By Corollary 3.3and our above comments we findMv is contained in the span of

E∗
i+1Ai v (0 ≤ i ≤ D − 1). (5.2)

SinceMv has dimensionD we find Mv is equal to the span of (5.2). ApparentlyMv

is a T-module. MoreoverMv is irreducible byLemma 4.2. ApparentlyMv is thin with
endpoint 1.

((ii) (i)). We show(M; v) has dimension at least 2. SinceJ ∈ (M; v) it suffices to
exhibit an elementP ∈ (M; v) suchthat J, P are linearly independent. LetW denote a
thin irreducibleT-module which has endpoint 1 and containsv. By Theorem 4.3we have
W = Mv; also byTheorem 4.3the diameter ofW is D − 2 or D − 1. First supposeW has
diameterD −2. ThenW has dimensionD −1. Consider the mapσ : M → V which sends
each elementP to Pv. The image ofM underσ is Mv and the kernel ofσ is contained
in (M; v). The image has dimension D − 1 andM has dimensionD + 1 so the kernel
has dimension 2. It follows(M; v) has dimension at least 2. Next assumeW has diameter
D − 1. In this caseE∗

DW �= 0 by (4.1). SinceW = Mv there existsP ∈ M suchthat Pv

is a nonzero element inE∗
DW. Now P ∈ (M; v). ObserveP, J are linearly independent

sincePv �= 0 andJv = 0. Apparently the dimension of(M; v) is at least 2.
Now assume (i), (ii) hold.We show the dimension of (M; v) is 2. To do this, we

show the dimension of(M; v) is at most 2. LetH denote the subspace ofM spanned
by A0, A1, . . . , AD−2. We show H has 0 intersection with(M; v). By Theorem 4.4
the dimension ofMv is at leastD − 1. Recall M is generated byA so the vectors
Ai v(0 ≤ i ≤ D −2) are linearly independent. Apparently the vectorsAi v(0 ≤ i ≤ D −2)

are linearly independent. For 0≤ i ≤ D − 2 the vectorAi v is contained in
∑D−1

h=0 E∗
hV by

Lemma 3.1(ii); thereforeAi v is orthogonal toE∗
DV . We now see the vectorsAi v(0 ≤ i ≤

D − 2) are linearly independent and orthogonal toE∗
DV . It follows H has 0 intersection

with (M; v). ObserveH is codimension 2 inM so the dimension of(M; v) is at most 2.
We conclude the dimension of(M; v) is 2. �

6. Pseudo primitive idempotents

In this section we introduce the notion of a pseudo primitive idempotent.

Definition 6.1. For eachθ ∈ C ∪ ∞ we define a subspace ofM which we callM(θ). For
θ ∈ C, M(θ) consists of those elementsY of M suchthat(A − θ I )Y ∈ CAD. We define
M(∞) = CAD.

With reference toDefinition 6.1, we will show eachM(θ) has dimension 1. To establish
this we display a basis forM(θ). We will use the following result.

Lemma 6.2. Let Y denote an element ofM and write Y = ∑D
i=0 ρi Ai . Let θ denote a

complex number. Then the following(i), (ii) are equivalent.

(i) (A − θ I )Y ∈ CAD.
(ii) ρi = ρ0 fi (θ)k−1

i for 0 ≤ i ≤ D.
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Proof. Evaluating(A− θ I )Y usingY = ∑D
i=0 ρi Ai and simplifying the result using (2.5)

we obtain

(A − θ I )Y =
D∑

i=0

Ai (ci ρi−1 + ai ρi + bi ρi+1 − θρi ),

whereρ−1 = 0 andρD+1 = 0. Observe by (2.4), (2.6) thatρi = ρ0 fi (θ)k−1
i for 0 ≤ i ≤ D

if andonly if ci ρi−1 + ai ρi + bi ρi+1 = θρi for 0 ≤ i ≤ D − 1. The result follows. �

Corollary 6.3. For θ ∈ C the following is a basis forM(θ).

D∑
i=0

fi (θ)k−1
i Ai . (6.1)

Proof. Immediate fromLemma 6.2. �

Corollary 6.4. The spaceM(θ) has dimension1 for all θ ∈ C ∪ ∞.

Proof. Supposeθ = ∞. ThenM(θ) has basisAD and therefore has dimension 1. Suppose
θ ∈ C. ThenM(θ) has dimension 1 byCorollary 6.3. �

Lemma 6.5. Let θ andθ ′ denote distinct elements ofC ∪ ∞. ThenM(θ) ∩ M(θ ′) = 0.

Proof. This is a routine consequence ofCorollary 6.3 and the fact thatM(∞) =
CAD. �

Corollary 6.6. For 0 ≤ i ≤ D wehaveM(θi ) = CEi .

Proof. Observe(A − θi I )Ei = 0 so Ei ∈ M(θi ). ThespaceM(θi ) has dimension 1 by
Corollary 6.4andEi is nonzero soEi is a basis forM(θi ). �

Remark 6.7 ([2, p. 63]). For 0≤ j ≤ D we have

Ej = mj |X|−1
D∑

i=0

fi (θ j )k
−1
i Ai ,

wheremj denotes the rank ofEj .

Definition 6.8. Let θ ∈ C ∪ ∞. By a pseudo primitive idempotentfor θ we mean a
nonzero element ofM(θ), whereM(θ) is from Definition 6.1.

7. The local eigenvalues

Definition 7.1. Define a functioñ : C ∪ ∞ C ∪ ∞ by

η̃ =



∞ if η = −1,

−1 if η = ∞,

−1 − b1
1+η

if η �= −1, η �= ∞.

Observẽ̃η = η for all η ∈ C ∪ ∞.
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Letv denote a nonzero vector inE∗
1V which is orthogonal tos1. Assumev is an eigenvector

for E∗
1 AE∗

1 and letη denote the correspondingeigenvalue. We recall a few facts concerning
η andη̃. We havẽθ1 ≤ η ≤ θ̃D [18, Theorem 1]. If η = θ̃1 thenη̃ = θ1. If η = θ̃D then
η̃ = θD. We haveθD < −1 < θ1 by [18, Lemma 3] sõθ1 < −1 < θ̃D. If θ̃1 < η < −1
thenθ1 < η̃. If −1 < η < θ̃D thenη̃ < θD. We will show that if θ̃1 < η < θ̃D thenη̃ is
not an eigenvalue ofΓ . Given the above inequalities, to prove this it suffices to prove the
following result.

Proposition 7.2. Let v denote a nonzero vector in E∗1V . Assumev is an eigenvector for
E∗

1 AE∗
1 and letη denote the corresponding eigenvalue. Thenη̃ �= k.

Proof. Supposẽη = k. Thenη = k̃ so byDefinition 7.1,

η = −1 − b1

k + 1
.

By this and sinceb1 < k we seeη is a rational number such that−2 < η < −1.
In particularη is not an integer. Observeη is an eigenvalue of the subgraph ofΓ induced
on the set of vertices adjacent tox; thereforeη is an algebraic integer. A rational algebraic
integer is an integerso we havea contradiction. We concludẽη �= k. �

Corollary 7.3. Let v denote a nonzero vector in E∗1V which is orthogonal to s1. Assume
v is an eigenvector for E∗1 AE∗

1 and letη denote the corresponding eigenvalue. Suppose
θ̃1 < η < θ̃D. Theñη is not an eigenvalue ofΓ .

8. The proof of Theorem 1.2

We now give a proof of Theorem 1.2.

Proof. We first show E is contained in(M; v). To do this we showEv ∈ E∗
DV . First

supposeη �= −1. Theñη ∈ C by Definition 7.1. By Definition 6.1there existsε ∈ C such
that(A − η̃ I )E = ε AD. By this andLemma 3.1(ii),

AEv = η̃Ev + ε ADv ∈ CEv + E∗
D−1W + E∗

DW. (8.1)

In order to showEv ∈ E∗
DV we showE∗

i Ev = 0 for 0 ≤ i ≤ D − 1. ObserveE∗
0 Ev = 0

sinceE∗
0 Ev ∈ E∗

0W andW has endpoint 1. We showE∗
1 Ev = 0. By Corollary 6.3 there

exists anonzerom ∈ C suchthat

E = m
D∑

h=0

fh (̃η)k−1
h Ah.

Let us abbreviate

ρh = m fh (̃η)k−1
h (0 ≤ h ≤ D), (8.2)

so that E = ∑D
h=0 ρh Ah. By this and (3.2) we find E∗

1 E E∗
1 = ∑2

h=0 ρhE∗
1 AhE∗

1.
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Applying this tov we find

E∗
1 Ev =

2∑
h=0

ρh E∗
1 Ahv. (8.3)

Settingi = 1 in Lemma 3.1(i), applying each term tov, andusingJv = 0 we find

0 =
2∑

h=0

E∗
1 Ahv. (8.4)

By (8.3), (8.4), and sinceE∗
1 Av = ηv we find E∗

1 Ev = γ v whereγ = ρ0 − ρ2 +
η(ρ1 − ρ2). Evaluatingγ using (2.6), (8.2), andDefinition 7.1we routinely find γ = 0.
ApparentlyE∗

1 Ev = 0. We now showE∗
i Ev = 0 for 2 ≤ i ≤ D − 1. Suppose there exists

an integerj (2 ≤ j ≤ D − 1) suchthat E∗
j Ev �= 0. We choosej minimal so that

E∗
i Ev = 0 (0 ≤ i ≤ j − 1). (8.5)

Combining this with (8.1) we find

E∗
i AEv = 0 (0 ≤ i ≤ j − 1). (8.6)

SinceW is thin and sinceE∗
j Ev �= 0 we find E∗

j Ev is a basis forE∗
j W. Apparently

E∗
j −1AE∗

j Ev spansE∗
j −1AE∗

j W. ThespaceE∗
j −1AE∗

j W is nonzero by (4.2) and since the
diameter ofW is at leastD − 2. ThereforeE∗

j −1AE∗
j Ev �= 0. We may now argue

E∗
j −1AEv =

D∑
i=0

E∗
j −1AE∗

i Ev

= E∗
j −1AE∗

j Ev by (3.3), (8.5)

�= 0

which contradicts (8.6). We concludeE∗
i Ev = 0 for 2 ≤ i ≤ D − 1. We have now shown

E∗
i Ev = 0 for 0 ≤ i ≤ D − 1 soEv ∈ E∗

DV in the caseη �= −1. Next supposeη = −1,
so that̃η = ∞. By Definition 6.1there exists anonzerot ∈ C suchthatE = t AD. In order
to showEv ∈ E∗

DV we showADv ∈ E∗
DV . SinceADv is contained inE∗

D−1V + E∗
DV

by Lemma 3.1(ii), it suffices to showE∗
D−1ADv = 0. To do thisit is convenient to prove

a bit more, thatE∗
i Ai+1v = 0 for 1 ≤ i ≤ D − 1. We prove this by induction oni .

First assumei = 1. Settingi = 1 in Lemma 3.1(i), applying each term tov and using
Jv = 0, E∗

1 Av = −v, we obtain E∗
1 A2v = 0. Next suppose 2≤ i ≤ D − 1 and

assume by induction thatE∗
i−1Ai v = 0. We showE∗

i Ai+1v = 0. To do this we assume
E∗

i Ai+1v �= 0 andget a contradiction. Note thatE∗
i Ai+1v spansE∗

i W sinceW is thin.
ThenE∗

i−1AE∗
i Ai+1v �= 0 by (4.2). But E∗

i−1AE∗
i Ai+1v = bi E∗

i−1Ai v by Lemma 3.4(ii).
Of coursebi �= 0 so E∗

i−1Ai v �= 0, a contradiction. ThereforeE∗
i Ai+1v = 0. We have

now shownE∗
i Ai+1v = 0 for 1 ≤ i ≤ D − 1 and inparticular E∗

D−1ADv = 0. It
follows Ev ∈ E∗

DV for the caseη = −1. We have now shownEv ∈ E∗
DV for all cases

so E ∈ (M; v). We nowprove E, J form a basis for(M; v). By Theorem 1.1(M; v) has
dimension 2. We mentioned earlierJ ∈ (M; v). We showE, J are linearly independent.
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Recall E, J are pseudo primitive idempotents for̃η, k respectively. We havẽη �= k by
Proposition 7.2so E, J are linearly independent in view ofLemma 6.5. �
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