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Abstract

We study the extraordinary dimension function dimL introduced by Š̌cepin. An axiomatic
characterization of this dimension function is obtained. We also introduce inductive dimensionL
and IndL and prove that for separable metrizable spaces all three coincide. Several results
characterization of dimL in terms of partitions and in terms of mappings inton-dimensional cubes ar
presented. We also prove the converse of the Dranishnikov–Uspenskij theorem on dimension
maps.
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1. Introduction

In recent years there has been a significant development in Extension Theory. N
of results of classical dimension theory has been reexamined, better understood a
far reaching generalizations found. The fundamental problem, studied in this theory
possibility of extending a mapf :A→ L, defined on a closed subsetA of a spaceX, with
values lying in a complexL, over the wholeX (when all such extension problems a
solvable for a given spaceX we writeL ∈ AE(X); see Section 2 for precise definition
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Below we study the dimension function dimL generated by a complexL. The dimension
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dimLX, introduced by Š̌cepin [25, p. 984], is defined as the smallest integern such that
ΣnL ∈ AE(X), whereΣnL denotes thenth iterated suspension ofL. It is noted in [25]
that dimL satisfies all of the Alexandrov’s axioms except the normalization axiom
Section 5 for details) and by analogy with homology and cohomology theories is refer
as an extraordinary dimension function with classifying complexL. We also introduce th
small and large inductive dimensions indL and IndL generated by a complexL and prove
that dimLX = indLX = IndL X for any separable metrizable spaceX (Theorem 3.13)
This allows us to study properties of the dimension dimL by using the standard inductiv
approach. We would like to mention the following three characterizations.

Characterization of dimL in terms of partitions (Theorem 4.1).LetX be a separable
metrizable space andn� 1. Then the following conditions are equivalent:

(a) dimLX � n;
(b) for every collection(A1,B1), (A2,B2), . . . , (An,Bn) of n pairs of disjoint closed

subsets ofX there exist closed setsC1,C2, . . . ,Cn such thatCi is a partition between
Ai andBi andL ∈ AE(

⋂n
i=1Ci).

This result seems to be providing a new insight even for the standard covering dim
dim.

Another characterization of the dimension dimL is contained in the following result.

Characterization of dimL in terms of mappings into cubes (Theorem 4.9).LetX be a
compact metrizable space andn� 1. Then the following conditions are equivalent:

(i) dimLX � n.
(ii) The set of mapsf :X→ In with dimL f = 0 forms a denseGδ-subset of the spac

C(X, In).
(iii) There exists a mapf :X→ In such thatdimL f = 0.

The characterizing property contained in this theorem becomes an axiom
axiomatic characterization of dimL.

Axiomatic characterization of dimL (Theorem 5.3).The dimensiondimL is the only
function, defined on the class of finite-dimensional(in the sense ofdimL) compact
metrizable spaces, which satisfies the following axioms:

(C1)—normalization axiom:d(X) ∈ {0,1,2, . . .} andd(X)= 0 if and only ifL ∈ AE(X).
(C2)—monotonicity axiom:If A is a closed subspace ofX, thend(A)� d(X).
(C3)—Poincaré’s axiom:If d(X) > 0, then there exists a closed subspaceA in X

separatingX and such thatd(A) < d(X).
(C4)—Hurewicz’s axiom:If there exists a mapf :X→ In such thatd(f−1(y))= 0 for

everyy ∈ f (X), thend(X)� n.
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constructions in the Extension theory. Generalizations of the addition and product the
(see Theorems 2.4 and 2.3, respectively), as well as the analog of the Hurewicz’s th
on dimension-lowering maps (Theorem 2.10), not only well demonstrate this poin
in fact, uncover much deeper roots of the classical prototypes of the mentioned res
light of this it is interesting to note that within the theory of the dimension function dL
the role of the smash product construction becomes superior and allows us to st
corresponding results in a much more familiar manner. Here is the illustration:

Addition Theorem (Proposition 4.2).

dimL∧L(X ∪ Y )� dimLX+ dimL Y + 1.

Product Theorem (Proposition 4.5).

dimL∧L(X× Y )� dimLX+ dimL Y.

Hurewicz’s Inequality (Proposition 4.7).

dimL∧LX � dimL Y + dimL f.

Note that the smash productL∧L cannot be replaced byL itself in neither of the abov
results unless[L∧L] = [L]. Of course, this is the case forL= S0.

2. Preliminaries

All spaces considered below are assumed to be completely regular and Hau
LettersL andK are reserved exclusively for locally finite countable simplicial comple
(alternatively, the reader may assume, in a majority of instances, that spaces denotL
andK are Polish ANR-spaces).

For a normal spaceX, the notationL ∈ AE(X) means that every mapf :A → L,
defined on a closed subspaceA of X, admits an extensioñf :X → L over X. For a
non-normal spaceX, the relationL ∈ AE(X) is understood in a slightly adjusted mann
(see [7,5] for details). For normal spaces the modified definition coincides with th
presented above.

Following [12], we say thatL � K if for each spaceX the conditionL ∈ AE(X)
implies the conditionK ∈ AE(X). Equivalence classes of complexes (Polish ANR-spa
with respect to this relation are called extension types. The above defined relat�
creates a partial order in the class of extension types. This partial order is deno
� and the extension type with representativeL is denoted by[L]. Note that under thes
definitions the class of all extension types has both maximal and minimal element
minimal element is the extension type of the 0-dimensional sphereS0 and the maxima
element is obviously the extension type of the one-point space{pt} (or, equivalently, of any
contractible complex).

Cone(L) andΣnL denote respectively the cone and thenth iterated suspension ofL.
L ∗K andL∧L denote the join and the smash product ofL andK.
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For the reader’s convenience in this section we present some facts which are needed
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below.

Theorem 2.1[11, Theorem 4].If L ∈ AE(X), thenΣL ∈ AE(X× I).

Theorem 2.2 [13, Proposition 2.3].If a normal spaceX is represented as the unio
X = ⋃∞

i=1Fi of its closed subsetsFi such thatL ∈ AE(Fi) for eachi, thenL ∈ AE(X).

Theorem 2.3[14, Theorem 5.6, Corollary 5.7].LetX andY be finite dimensional compa
spaces. IfL ∈ AE(X) andK ∈ AE(Y ), thenL ∧K ∈ AE(X × Y ). If bothL andK are
connected andL, in addition, is finitely dominated, then the above conclusion rem
valid for all finite dimensional separable metrizable spaces.

Theorem 2.4[16, Theorem 1.2].If a metrizable spaceX is the union of two subsetsA, B
such thatL ∈ AE(A) andK ∈ AE(B), thenL ∗K ∈ AE(X).

Theorem 2.5 ([13, Theorem 1]; [14, Theorem 3.7]).If L ∗ K ∈ AE(X), then for any
mapf :A→ L, defined on a closed subsetA ⊆ X of a separable metrizable spaceX,
there exists a closed subsetB ⊆ X such thatK ∈ AE(B) and f admits an extensio
f̃ :X \B→ L.

Theorem 2.6([13, Corollary 2]; [14, Theorem 3.8]).If X is a separable metrizable spac
such thatL ∗ K ∈ AE(X), then there exists a subsetA ⊆ X such thatL ∈ AE(A) and
K ∈ AE(X \A).
Theorem 2.7[22]. For every separable metrizable spaceX with L ∈ AE(X), there exists
a completioñX ofX such thatL ∈ AE(X̃).

Theorem 2.8[7, Theorem 3.5].L ∈ AE(X) if and only ifL ∈ AE(υX), whereυX denotes
the Hewitt realcompactification ofX.

Theorem 2.9[6, Corollary 2.2].If L is a finitely dominated complex, thenL ∈ AE(X) if
and only ifL ∈ AE(βX), whereβX denotes the Stone–Čech compactification ofX.

Theorem 2.10 ([20, Theorem 1.6]; [15, Theorem 1.2]).Let f :X → Y be a map of
compact spaces withX finite dimensional. IfL ∈ AE(Y ) andK ∈ AE(f−1(y)) for each
y ∈ Y , thenL∧K ∈ AE(X).

The following statement is closely related to the previous theorem. In itX is not
assumed to be finite dimensional.

Theorem 2.11[10, Corollary 2.7].Letf :X→ Y be a map of compact spaces. IfdimY �
n andL ∈ AE(f−1(y)) for everyy ∈ Y , thenΣnL ∈ AE(X).

Theorem 2.12 [15, Theorem 1.6].Let f :X → Y be an onto map between metrizab
compact spaces. IfL ∈ AE(X) and|f−1(y)| � n+ 1 for eachy ∈ Y , thenΣnL ∈ AE(Y ).
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Some other statements, which also are needed below and proofs of which require
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spectral techniques, are included in Appendix A.

3. Extraordinary inductive dimensions indL and IndL

Recall thatΣnL denotes the iterated suspension ofL. Also, for notational convenienc
we letΣ0L = L. The relationΣnL ∈ AE(X) would be rewritten as dimLX � n, n =
0,1,2, . . . . In other words

dimL X= min
{
n ∈ N ∪ {0}: ΣnL ∈ AE(X)

}
.

Note that dimS0 = dim.
The idea of defining inductive dimensions with respect to classes of spaces is no

It has been developed in [1,2] (see also [9]) and consists of replacing the empty se
definition of standard inductive dimensions by elements of a given class of space
approach is very similar—except the definition starts in the dimension zero.

Definition 3.1.LetL be a CW-complex andX be a space. We say that

(i) IndL X � 0 if and only ifL ∈ AE(X);
(ii) IndL X � n, n ∈ N, if for every closed setA⊆ X and every open neighbourhoodV

of A, there exists an open setU ⊆X such thatA⊆U ⊆ V and IndLBdU � n− 1;
(iii) IndL X = n if IndL X � n and IndL X > n− 1;
(iv) IndL X = ∞ if IndLX > n for eachn= 0,1,2, . . . .

If the setA in the above definition is assumed to be a singleton then we obtai
definition of the small inductive dimension indLX.

Note that indS0X = indX and IndS0X = IndX for any spaceX. It is also clear tha
if [L] � [K], then indK X � indLX and IndK X � IndLX for any spaceX. In particular,
indX� indL X and IndX � IndLX.

Of course, these definitions can be extended to higher ordinal numbers. We
to investigate transfinite inductive dimensions indL and IndL and associated with them
various types of infinite dimensional spaces (in the sense of the dimension functionL)
in a separate note.

3.1. General observations

We record the following results for the future references.

Proposition 3.2.Let Y be a subspace of a spaceX. ThenindL Y � indLX and IndL Y �
IndL Y provided one of the following holds:

(a) Y is anFσ -subset andX is normal;
(b) Y is an arbitrary subset andX is perfectly normal.
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Proof. We proceed by induction on indLX. If indLX = 0, then, according to Defini-
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tion 3.1,L ∈ AE(X). By Theorem A.4,L ∈ AE(Y ), which, in turn, means that indL Y = 0.
Suppose that our statement is valid for spacesX with indLX � n and consider a spac
with indLX = n + 1. For a pointy ∈ Y and its open neighbourhoodU ⊆ X choose a
smaller neighbourhood (inX) V such thaty ∈ V ⊆ ClV ⊆U and indLBdV � n. Clearly
y ∈ V ∩ Y ⊆ ClY (V ∩ Y )⊆ U ∩ Y . Note that BdY (V ∩ Y )⊆ BdX V . Since BdY (V ∩ Y )
is anFσ -subset of BdX V we may use the inductive assumption (in case (a)) and conc
that indLBdY (V ∩ Y )� n. ✷
Lemma 3.3.Let n � 1 andA andB be disjoint closed subsets of a Lindelöf spaceX
with indLX � n. Then there exist disjoint open subsetsGA andGB in X so thatA⊆GA,
B ⊆ GB andX \ (GA ∪ GB) is contained in the union

⋃∞
k=1Fk of closed setsFk with

indL Fk � n− 1 for eachk = 1,2, . . . .

Proof. Choose an open neighbourhoodUA of A such thatA⊆UA ⊆ Cl(UA)⊆X \B.
For a point x ∈ Cl(UA) let Ux denote an open neighbourhood ofx such that

indLBd(Ux) � n − 1 and Cl(Ux) ⊆ X \ B. If x ∈ X \ Cl(UA) let Ux denote an open
neighbourhood ofx such that indLBd(Ux)� n− 1 and Cl(Ux)⊆ X \ Cl(UA). SinceX
is Lindelöf space the open cover{Ux: x ∈X} contains a countable subcover{Uk}∞k=1.

Let Fk = Bd(Uk). By construction, indL Fk � n− 1 for eachk = 1,2, . . . .
Let also

GA =
⋃{

Uk: Uk ∩ Cl(UA) �= ∅}
and GB =

⋃{
Uk: Uk ∩ Cl(UA)= ∅}

.

It is not hard to verify thatA⊆GA ⊆UA,B ⊆GB ⊆X \Cl(UA) andX \ (GA∪GB)⊆⋃∞
k=1Fk . ✷

Proposition 3.4.LetX be a Lindelöf space. ThendimLX � indLX.

Proof. We proceed by induction. If indLX = 0, then, according to our definition
dimLX = 0. Assume now that the statement holds for Lindelöf spaces with indL � n− 1
and consider a Lindelöf spaceX such that indLX � n.

Let f :Y →ΣnL be a map defined on a closed subspaceY of the spaceX. Fix an open
neighbourhoodO of Y such thatf is extendable over ClO and denote such an extensi
by the same letterf . Let Z be a functionally closed subset ofX such thatY ⊆ Z ⊆ O .
RepresentΣnL = Σ(Σn−1L) as the union of the two “semispeheres”L− andL+, each
of which is a copy of Con(Σn−1L) and whose intersectionL0 = L− ∩ L+ is a copy of
Σn−1L. LetZ− = f−1(L−)∩Z,Z+ = f−1(L+)∩Z andZ0 = f−1(L0)∩Z =Z− ∩Z+.
Note thatZ−, Z+ andZ0 also are functionally closed subsets ofX. Consequently,X \Z0,
being functionally open (and henceFσ ) in X, is a Lindelöf space.

Note thatZ− \ Z0 andZ+ \ Z0 are disjoint (functionally) closed subsets ofX \ Z0.
By Proposition 3.2, indL(X \ Z0) � indLX � n. By Lemma 3.3, there exist disjoin
open subsetsG− and G+ in X \ Z0 so thatZ− \ Z0 ⊆ G−, Z+ \ Z0 ⊆ G+ and
(X \ Z0) \ (GA ∪GB) is contained in the union

⋃∞
k=1Fk of closed (inX \ Z0) setsFk

with indL Fk � n− 1 for eachk = 1,2, . . . . By the inductive assumption, dimL Fk � n− 1
for eachk = 1,2, . . . .
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Next consider the following closed subsets ofX: X− = (X \ G+) ∪ Z0, X+ =
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(X \ G−) ∪ Z0 and X0 = X− ∩ X+. Observe thatX− ∩ Z = Z−, X+ ∩ Z = Z+,
X0 ∩Z =Z0. Note also thatX0 \Z0 ⊆ ⋃∞

k=1Fk . Theorem 2.2 guarantees that dimL(X0 \
Z0)� dimL(

⋃∞
k=1Fk)� n− 1. The mapf |Z0 :Z0 → L0 =Σn−1L admits an extensio

g0 : ClG→ L0, whereG is an open neighbourhood ofZ0 in X0. Since, as was noted
dimL(X0 \Z0)� n− 1, it follows that the map

g0|
[
(X0 \Z0)∩ ClG

]
: (X0 \Z0)∩ ClG→ L0

admits an extensiong :X0 \ Z0 → L0 onto the wholeX0 \ Z0. Let h0 :X0 → L0 be the
map which coincides withf on ClG and withg0 onX0 \G.

Next consider the maph− :X− →L−, defined by letting

h−(x)=
{
f (x), if x ∈Z−,

h0(x), if x ∈X0.

SinceL− is a contractible complex, the maph− can be extended to a mapH− :X− →
L−.

Similarly the maph+ :X+ →L+, defined by letting

h+(x)=
{
f (x), if x ∈Z+,

h0(x), if x ∈X0,

also admits an extensionH+ :X+ →L+. Note that the mapsH− andH+ agree onX0 (with
the maph0) and hence define the mapH :X→ΣnL, which obviously is an extension o
the originally given mapf . This proves that dimL X � n. ✷
Remark 3.5.Let L be a connected non-contractible CW complex such that the exte
type [L] is bounded from above by the extension type of some sphere. Without lo
generality we may assume that[L] �= [Sm] for anym. Let n be the smallest integer suc
that [L]< [Sn]. We show that there exists a compact spaceX such that dimLX is finite,
but indLX is not even defined. Indeed, consider an(n + 2)-dimensional compact spac
Xn without intermediate dimensions [18] (i.e., ifF is a closed subspace ofXn, then
either dimF = n+ 2 or dimF = 0). Let k be the smallest non-negative integer such
the homotopy groupπk+1(L) is non-trivial. Note that then[Sk] � [L] and consequentl
[Sn+2] = [Σn+2−k(Sk)] � [Σn+2−kL]. This implies that dimLXn � n+ 2− k. Note also
that dimLXn � 1 (to see this observe that dimLXn = 0 simply means thatL ∈ AE(X)
which, in light of [L] < [Sn], would imply dimX � n contradicting the choice of th
compactumXn). Next suppose that the small inductive dimension indLXn is finite, i.e.,
p = indLXn � dimLXn > 0. ThenXn contains a closed subsetF such that indL F = 1.
By Proposition 3.4, dimL F � indL F = 1. Since[ΣL] � Sn+1 we conclude that dimF �
n + 1. But Xn does not contain positive-dimensional closed subsets of the cov
dimension strictly less thann+ 2. Consequently dimF = 0, which is impossible in view
of indL F = 1.

Proposition 3.6. Let L be finitely dominated. ThenIndLX = IndL βX for any normal
spaceX.
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Proof. First we show that IndLX � IndL βX. If IndL βX = 0, thenL ∈ AE(βX) which,
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by Theorem 2.9, implies thatL ∈ AE(X). Consequently, IndLX = 0. Suppose that th
inequality IndLX � IndL βX is valid for all normal spacesX with IndL βX � n − 1
and consider a normal spaceX such that IndL βX = n. Let A andB are disjoint closed
subsets ofX. Then ClβX A ∩ ClβX B = ∅. Choose open subsetsU andV in βX so that
ClβX A⊆ U , ClβX B ⊆ V and IndL F � n− 1 whereF = βX \ (U ∪ V ). Clearly the set
X ∩ F separates the setsA andB in X. Note also thatX ∩ F is normal. SinceβF ∩X =
ClβX(F ∩ X) ⊆ F it follows from the inductive assumption that IndL(F ∩ X) � n − 1.
This proves that IndLX � n.

Next we prove the inequality IndL βX � IndLX. If IndLX = 0, thenL ∈ AR(X) and
by Theorem 2.9,L ∈ AE(βX). This means that IndL βX = 0. Assume that the inequalit
IndL βX� IndLX holds for all normal spaces with IndLX � n− 1 and consider a norma
spaceX with IndLX = n. Let A andB be disjoint closed subsets ofβX. Consider open
subsetsU andV in βX such thatA ⊆ U ⊆ ClU , B ⊆ V ⊆ ClV and ClU ∩ ClV = ∅.
ThenX∩ClU andX∩ClV are disjoint nonempty closed subsets ofX. Since IndLX � n,
these closed sets can be separated (inX) by a closed subsetF ⊆X with IndL F � n− 1.
Obviously ClβX F separates ClβX(X ∩ ClβX U) and ClβX(X ∩ ClβX V ). Note also that

A⊆ ClβX U ⊆ ClβX(X ∩U)⊆ ClβX(X ∩ ClβX U)

and

B ⊆ ClβX V ⊆ ClβX(X ∩ V )⊆ ClβX(X ∩ ClβX V ).

This shows that ClβX F is a separator between the setsA andB in βX. SinceF
is normal and sinceβF = ClβX F the inductive assumption implies that IndLClβX F �
IndL F � n− 1. This shows that IndL βX� n. ✷
Corollary 3.7. Let L be a finitely dominated. IfX is a normal space, thendimLX �
IndLX.

Proof. By Proposition 3.6, indLX = indL βX. SinceL is finitely dominated, so are it
iterated suspensions and consequently, by [6, Corollary 2.2], dimL X = dimL βX. Then,
according to Proposition 3.4, we have

dimL X= dimL βX� indL βX� IndL βX= IndLX. ✷
3.2. Inductive dimensionsindL andIndL of perfectly normal spaces

Basic properties of classical inductive dimensions ind and Ind have their counte
for the dimensions indL and IndL in perfectly normal spaces. Proofs of the followi
two statements are standard and require only straightforward adjustments ba
Theorems 2.2 and A.4(b).

Theorem 3.8.If a perfectly normal spaceX can be represented as the union of a counta
collectionX= ⋃∞

i=1Xi of closed subsets such thatIndLXi � n for eachi = 1,2, . . . , then
IndLX � n.
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Theorem 3.9.If Y is a subspace of a perfectly normal spaceX, thenIndL Y � IndLX.
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Theorems 3.8 and 3.9 have several corollaries. Some of them, proofs of which
standard schemes, are presented below.

Proposition 3.10.LetL be a finitely dominated complex. IfX is a perfectly normal space
thenindL βX= IndLX = IndL βX.

Proposition 3.11.If X is a perfectly normal Lindelöf space, thenindLX = IndLX.

Proposition 3.12cf. Proposition 4.2.If X ∪ Y is perfectly normal, thenindL∗L(X ∪ Y )�
indLX+ indL Y andIndL∗L(X ∪ Y )� IndL X+ IndL Y .

Proof. Let us prove the inequality IndL∗L(X ∪ Y ) � IndLX + IndL Y . Proof of the
remaining one is similar. We proceed by induction with respect to the numbern =
IndLX + IndL Y . First consider the casen= 0. In this case,L ∈ AE(X), L ∈ AE(Y ) and
according to Theorem A.3,L∗L ∈ AE(X∪Y ). This simply means that IndL∗L(X∪Y )= 0.

Next suppose that the inequality is correct in situations whenn= IndLX+ IndL Y �m
for somem � 0 and consider the case withn = m + 1. Without loss of generality
we may assume that IndL X � 1. Let A and B be disjoint closed subsets inX ∪ Y .
Choose a closed subsetC ⊆ X ∪ Y separatingA andB and such that IndL(C ∩ X) <
IndLX. Then the perfectly normal spaceC is represented as the union of two subs
C = (C ∩ X) ∪ (C ∩ Y ). As noted, by the choice of the setC and by Theorem 3.9
IndL(C ∩ X)+ IndL(C ∩ Y ) < IndLX + IndL Y = m+ 1. By the inductive assumption
IndL∗LC � IndL(C ∩X)+ IndL(C ∩Y )�m. This proves that IndL∗L(X∪Y )�m+ 1 =
IndLX+ IndL Y . ✷
3.3. Inductive dimensionsindL andIndL of separable metrizable spaces

The following statement expresses a basic fact connecting all three dimension fun
dimL, indL and IndL.

Theorem 3.13.If X is a separable metrizable space, thendimL X= indLX = IndLX.

Proof. The inequality indLX � IndLX trivially holds for any space and the inequal
dimLX � indLX, according to Proposition 3.4, is true for all Lindelöf spaces.

Let us prove the remaining inequality IndLX � dimLX. We proceed by induction
Clearly dimLX = 0 implies IndLX = 0. Assume that the inequality is valid for separa
metrizable spacesY with dimL Y � n − 1 and consider a spaceX with dimL X = n,
n� 1. LetA be a closed subset ofX andV be its open neighbourhood. Consider the m
f :A ∪ (X \ V )→ S0 with f (A) = 0 andf (X \ V ) = 1. Note thatΣnL is canonically
homeomorphic to the joinS0 ∗ Σn−1L. By Theorem 2.5,f can be extended to a ma
g :X \ Y → S0, whereY is a closed subset inX such that dimL Y � n − 1. By the
inductive assumption, IndL Y � n − 1. LetU = g−1(0). ObviouslyU is open inX and
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A ⊆ U ⊆ ClU ⊆ U ∪ Y ⊆ X \ g−1(1) ⊆ V . It only remains to note that BdU ⊆ Y and
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consequently, by Proposition 3.2, IndLBdU � n− 1. ✷
Theorem 3.14.Let X be a separable metrizable space andn � 0. Then the following
conditions are equivalent:

(a) indLX � n;
(b) X can be represented as the unionX=X1 ∪X2 ∪ · · · ∪Xn+1, whereL ∈ AE(X1) and

dimXk � 0 for eachk = 2, . . . , n+ 1.

Proof. (a)⇒ (b). If indLX = 0 the statement is trivially true. Assume that the implicat
is true for all separable metrizable spacesX satisfying the inequality indLX � n − 1,
n � 1, and consider a spaceX such that indL X = n. Take a countable open ba
U = {Ui : i ∈ N} of X such that indLBd(Ui) � n− 1 for eachi ∈ N. By Theorems 3.13
and 2.2, indL(

⋃{Bd(Ui): i ∈ N}) � n− 1. By the inductive assumption
⋃{Bd(Ui): i ∈

N} = X1 ∪ X2 ∪ · · · ∪ Xn, whereL ∈ AE(X1) and dimXi = 0 for eachi = 2, . . . , n.
Obviously the subspaceX \ ⋃{Bd(Ui): i ∈ N}, as a space with base consisting of op
and closed subsets, is zero-dimensional. ThenX = X1 ∪ X2 ∪ · · · ∪ Xn ∪ Xn+1, where
Xn+1 =X \ ⋃{Bd(Ui): i ∈ N}, is the needed decomposition ofX.

(b) ⇒ (a). Clearly dim(
⋃n+1
i=2 Xi) � n− 1. In other words,Sn−1 ∈ AE(

⋃n+1
i=2 Xi). By

Theorem 2.4,L ∗ Sn−1 ∈ AE(X). Since[ΣnL] = [L ∗ Sn−1], it follows that dimLX � n.
Theorem 3.13 completes the proof.✷

4. Further properties of the dimension function dimL

In this section we present several statements related to the dimension dimL.

4.1. Characterization ofdimL in terms of partitions

The following is a counterpart of the classical characterization of the dimension d
terms of partitions.

Theorem 4.1.Let X be a separable metrizable space andn � 1. Then the following
conditions are equivalent:

(a) dimLX � n;
(b) for every collection(A1,B1), (A2,B2), . . . , (An,Bn) of n pairs of disjoint closed

subsets ofX there exist closed setsC1,C2, . . . ,Cn such thatCi is a partition between
Ai andBi andL ∈ AE(

⋂n
i=1Ci).

Proof. (a) ⇒ (b). By Theorems 3.13 and 3.14,X can be represented as the unionX =
X1 ∪X2 ∪ · · · ∪Xn+1, whereL ∈ AE(X1) and dimXk � 0 for eachk = 2, . . . , n+ 1. By
[17, Theorem 1.2.11], for eachi = 1, . . . , n there exists a partitionCi betweenAi andBi
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such thatCi ∩Xi+1 = ∅. Obviously
⋂n
i=1Ci ⊆X \ ⋃n

i=1Xi+1 ⊆X1. SinceL ∈ AE(X1)

in

re

50]

t

it follows thatL ∈ AE(
⋂n
i=1Ci).

(b) ⇒ (a). The iterated suspensionΣnL is canonically homeomorphic to the jo
L ∗ Sn−1, which, in turn, is canonically homeomorphic to the iterated joinL ∗ S0

1 ∗
· · · ∗ S0

n , whereS0
i = {si0, si1}, i = 1, . . . , n, is a copy of the zero-dimensional sphe

S0 = {s0, s1}. This iterated join is homeomorphic to the subspaceL̃ of the product
Cone(L)× ∏n

i=1 Cone(S0
i ), defined by letting (see [23, pp.185–188] and [24, pp. 48–

for details)

L̃=
{([l, t0], ([xi, ti])ni=1

) ∈ Cone(L)×
n∏
i=1

Cone
(
S0
i

)
:

ti = 1 for at least onei = 0,1, . . . , n

}
.

In other words,̃L is the union of “faces” of the entire product.
Note that there exists a retraction (“central projection”)

r :

(
Cone(L)×

n∏
i=1

Cone
(
S0
i

)) \ (v0, v1, . . . , vn)→ L̃,

wherev0 = (L× [0,1])/(L× {0}) andvi = (S0
i × [0,1])/(S0

i × {0}), i = 1, . . . , n, are the
vertices of the cones Cone(L) and Cone(S0

i ), respectively.
Let also

π0 : Cone(L)×
n∏
i=1

Cone
(
S0
i

) → Cone(L)

and

πi : Cone(L)×
n∏
i=1

Cone
(
S0
i

) → Cone
(
Sii

)
, i = 1, . . . , n,

denote the standard projections onto the corresponding coordinates.
Next consider a mapf :A→ L̃, defined on a closed subsetA of a spaceX. In order

to prove our statement it suffices to extendf over the wholeX. Since the produc
Cone(L) × ∏n

i=1 Cone(S0
i ) is an absolute extensor there exists an extensionF :X →

Cone(L)× ∏n
i=1 Cone(S0

i ) of f over the wholeX.
For eachi = 1, . . . , n consider disjoint closed setsAi = F−1(π−1

i ([si0,1])) andBi =
F−1(π−1

i ([si1,1])) of the spaceX. According to condition (b), for eachi = 1, . . . , n, there
exists a closed partitionCi in X between the setsAi andBi such thatL ∈ AE(

⋂n
i=1Ci).

Choose a functiongi :X→ Cone(S0
i ) such that

gi(x)=




[si0,1], if and only if x ∈Ai ,
vi, if and only if x ∈Ci ,
[si1,1], if and only if x ∈Bi .
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Next consider the closed subspaceC = ⋂n
i=1Ci = ⋂n

i=1g
−1(vi) of X. SinceL ∈

e

t
g to
l
oduct

ts the

2.5
r the
i

AE(C), it follows that the restriction

π0 ◦F |(A∩C) :A∩C→L× {1} ⊆ Cone(L)

admits an extensionh :C→ L× {1}. Finally letg0 :X→ Cone(L) be an extension of th
maph̃ :A∪C→L× {1} ⊆ Cone(L), defined by letting

h(x)=
{
π0 ◦F(x), if x ∈A,

h(x), if x ∈C.

Note thatg0|A= π0 ◦ F |A andg0(C)⊆ Cone(L) \ {v0}.
The diagonal productg(x) = (g0(x), . . . , gn(x)), x ∈ X, defines the mapg :X →

Cone(L) × ∏n
i=1 Cone(S0

i ) such thatπi ◦ g = gi for eachi = 1, . . . , n. Since(vi)ni=1 /∈
g(X) we conclude that the compositioñg = r ◦ g :X → L̃ is well defined. Note tha
g̃|A � f as maps intõL. The corresponding homotopy can be defined by assignin
every x ∈ A and each numbert ∈ [0,1] the pointH(x, t) which divides the interva
(along the paths of the corresponding cones constituting the “faces” of the pr
Cone(L) × ∏n

i=1 Cone(S0
i ) forming the subspacẽL) with end-pointsf (x) andg(x) in

the ratio oft to 1− t . Consequently, by the Homotopy Extension Theorem, there exis
required extensioñf :X→ L̃ of the originally given mapf . ✷
4.2. Dimensional properties of unions and products

Extensional properties of the unionX ∪ Y are well understood (see Theorems 2.4,
and 2.6). Theorem A.3 allows us to give a more familiar form to the union theorem fo
dimension dimL.

Proposition 4.2. Let X and Y be z-embedded subsets of the unionX ∪ Y . Then
dimL∧L(X ∪ Y )� dimLX+ dimL Y + 1.

Proof. Let dimL X = n and dimL Y = m. ThenΣnL ∈ AE(X) andΣmL ∈ AE(Y ). By,
Theorem A.3,ΣnL ∗ΣmL ∈ AE(X ∪ Y ). Next note that[

ΣnL ∗ΣmL] = [(
L ∗ Sn−1) ∗ (

L ∗ Sm−1)] = [
L ∗L ∗ Sn−1 ∗ Sm−1]

= [
L ∗L ∗ Sn+m−1] = [

Σn+m(L ∗L)]
= [
Σn+m

(
Σ(L ∧L))] = [

Σn+m+1(L∧L)].
Consequently,Σn+m+1(L∧L) ∈ AE(X ∪ Y ). The latter, by definition, means that

dimL∧L(X ∪ Y )� n+m+ 1 = dimLX+ dimL Y + 1. ✷
Corollary 4.3. Under the assumptions of Proposition4.2, dimL(X ∪ Y ) � dimL X +
dimY + 1.

Proof. Note that dimY = dimS0 Y and that[L∧ S0] = [L]. ✷
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Remark 4.4.Generally speaking, the inequality dimL∧L(X ∪ Y )� dimLX+ dimL Y + 1

ir

.9,

for the

ional
ary
cannot be replaced by dimL(X ∪ Y ) � dimLX + dimL Y + 1. Indeed, letL = Sk with
k > 0. Let also dimX = n > k, dimY =m> k and dim(X ∪ Y )= n+m+ 1. Then

dimL(X ∪ Y )= (n+m+ 1)− k > (n− k)+ (m− k)+ 1

= dimLX+ dimL Y + 1.

Theorem 2.3 also can be given a more familiar form.

Proposition 4.5.LetL be finitely dominated. IfX andY are finitely dimensional and the
productX× Y is Lindelöf, thendimL∧L(X× Y )� dimL X+ dimL Y .

Proof. Let dimLX = n and dimL Y =m. Recall that this means thatΣnL ∈ AE(X) and
ΣmL ∈ AE(Y ), respectively. SinceL is finitely dominated, we conclude, by Theorem 2
thatΣnL ∈ AE(βX) andΣmL ∈ AE(βY ). By Theorem 2.3,(ΣnL)∧ (ΣmL) ∈ AE(βX×
βY ). Finally, by Theorem A.4(d),(ΣnL)∧(ΣmL) ∈ AE(X×Y ). Next note that[(ΣnL)∧
(ΣmL)] = [Σn+m(L∧L)]. Indeed, since[ΣL] = [L∧ S1], we have[

ΣnL∧ΣmL] = [(
L∧ S1 ∧ · · · ∧ S1︸ ︷︷ ︸

n

) ∧ (
L∧ S1 ∧ · · · ∧ S1︸ ︷︷ ︸

m

)]
= [
L∧L∧ S1 ∧ · · · ∧ S1︸ ︷︷ ︸

n+m

] = [
Σn+m(L∧L)]

.

Consequently,Σn+m(L ∧ L) ∈ AE(X × Y ). This means that dimL∧L(X × Y ) � n +
m. ✷
Corollary 4.6. Under the assumptions of Proposition4.5, dimL(X × Y ) � dimLX +
dimY .

Proof. Note that dimY = dimS0 Y and that[L∧ S0] = [L]. ✷
4.3. Mappings and dimension

Hurewicz’s theorem on dimension-lowering maps also has a familiar appearance
dimension function dimL. As usual, for a mapf :X→ Y we let

dimL f = sup
{
dimL f−1(y): y ∈ Y}

.

Proposition 4.7. Let f :X → Y be a map of metrizable compacta withX finite
dimensional. ThendimL∧LX � dimL Y + dimL f .

Proof. This is a particular case of Theorem 2.10 (alternatively, under an addit
assumption of finite dimensionality ofY , one can use Proposition 4.5 and [4, Coroll
3.2]). Indeed, let dimL Y = n and dimL f = m. Then ΣnL ∈ AE(Y ) and ΣmL ∈
AE(f−1(y)) for eachy ∈ Y . By the cited result,(ΣnL) ∧ (ΣmL) ∈ AE(X). As in the
proof of Proposition 4.5, the latter implies the required inequality dimL∧LX � n+m. ✷
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Proposition 4.8.Let dimLX � n. Then the set of mapsf :X→ In such thatdimL f = 0

d

n

e

heo-

m-

al
forms a denseGδ-subset in the spaceC(X, In) of all continuous maps ofX into the cube
In equipped with the compact open topology.

Proof. By Theorem 3.14(b),X =X1 ∪X2 such that dimL X1 = 0 and dimX2 � n−1. By
Theorem 2.7, we may assume thatX1 is aGδ-subset ofX. ThenX \X1 can be written as
the union of an increasing sequenceB1 ⊆ B2 ⊆ · · · of closed at most(n− 1)-dimensional
subsets ofX. By Hurewicz’s theorem [19, Chapter IV, §45(VIII)], the subset

Ci =
{
g ∈ C(

X,In
)
: g|Bi is of order� n

}
is dense (andGδ) in the spaceC(X, In) for eachi (the order of a mapf does not excee
k if the cardinality of each fiber is at mostk + 1). Then the intersectionC = ⋂

Ci is
still dense (andGδ) in C(X, In). Note that for anyg ∈ C, the order of the restrictio
g|(X \ X1) :X \ X1 → In does not exceedn, i.e., |g−1(y) ∩ (X \ X1)| � n for each
y ∈ In. For any suchg we haveg−1(y) = (g−1(y) ∩ (X \ X1)) ∪ (g−1(y) ∩ X1). Since
dimL(g−1(y)∩X1)� dimL X1 = 0, it follows that dimL g−1(y)= 0 for anyy ∈ In. ✷

The following statement provides a characterization of spaces with dimension dimL not
exceedingn. It will be used in Section 5.

Theorem 4.9. Let X be a compact metrizable space andn � 1. Then the following
conditions are equivalent:

(i) dimLX � n.
(ii) The set of mapsf :X→ In with dimL f = 0 forms a denseGδ-subset of the spac

C(X, In).
(iii) There exists a mapf :X→ In such thatdimL f = 0.

Proof. The implication (i)⇒ (ii) is proved in Proposition 4.8 and the implication (ii)⇒
(iii) is trivial. The remaining implication (iii)⇒ (i) is contained in Theorem 2.11.✷

The following statement is the converse of Dranishnikov–Uspenskij result (T
rem 2.12). In the caseL= S0 it has been proved in [21].

Proposition 4.10. The following conditions are equivalent for any metrizable co
pactumX:

(i) dimL Y � n.
(ii) There exists a mapf :X→ Y of a compactumX with dimL X = 0 ontoY such that

|f−1(y)| � n+ 1 for eachy ∈ Y .

Proof. (i) ⇒ (ii). Since dimL Y � n, there exists, by Theorem 4.9, a mapp :Y → In

such that dimL p = 0. Let Ỹ = p(Y ). Since dim̃Y � n, there exist a zero-dimension
compactum̃X and a mapq : X̃→ Ỹ ontoỸ such that|q−1(ỹ)| � n+1 for eachỹ ∈ Ỹ . Now
letX = {(x̃, y) ∈ X̃× Y :q(x̃)= p(y)}. Let alsof = πY |X :X→ Y andg = πX̃|X :X→
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X̃, whereπY : X̃× Y → Y andπX̃ : X̃× Y → X̃ denote the corresponding projections. In

e
at
e

t

ct
n

any

n

other words the following diagram

X

g

f
Y

p

X̃
q

Ỹ

is a pullback square. Clearly fibers of the mapg are homeomorphic to the fibers of th
mapp and therefore dimL g = 0. Since dim̃X = 0, we conclude, by Theorem 2.11, th
dimLX = 0. It only remains to note that the fibers of the mapf are homeomorphic to th
fibers of the mapq . Consequently,|f−1(y)| � n+ 1 for eachy ∈ Y .

(ii) ⇒ (i). This implication, as mentioned above, coincides with Theorem 2.12.✷
4.4. Extensional properties of coronas

In this section we investigate dimensional properties of the Stone–Čech incremen
βX \X of a spaceX.

We say thatL is an absolute extensor for a spaceX with respect to the class of compa
spaces if any mapf :A→ L, defined on a closed subsetA ⊆ X, admits an extensio
f̃ : ClX G→L, whereG is an open neighbourhood ofA in X such thatX \G is compact.
In such a case we writeL ∈ AEc(X).

Theorem 4.11.If L is finitely dominated, then following conditions are equivalent for
metrizable locally compact spaceX:

(a) L ∈ AE(βX \X);
(b) L ∈ AEc(X).

Proof. (a) ⇒ (b). Letf :A→ L be a map defined on a closed subsetA of X. Obviously,
ClβX A is the Stone–̌Cech compactificationβA of A. Consequently, sinceL is finitely
dominated, there exists a mapg : ClβX A→ L such thatg|A� f . SinceL ∈ AE(βX \X)
there exists a mapg′ : (βX \X)→ L such thatg′|(ClβX A \X)= g|(ClβX A \X). Since
X is locally compact, the unionA ∪ (βX \ X) is closed inβX. Therefore the map
g′′ :A∪ (βX \X)→L, defined by letting

g′′(x)=
{
g(x), if x ∈A,

g′(x), if x ∈ βX \X,

demits an extensioñg :V → L onto an open setV ⊆ βX such thatA∪ (βX \X)⊆ V . Let
G̃ be an open subset ofβX such thatA∪ (βX \X)⊆ G̃⊆ ClβX G̃⊆ V . LetG= G̃ ∩X.
Obviously,A⊆ G, X \G = βX \ G̃ is compact and̃g|A= g|A � f . By the Homotopy
Extension Theorem,f admits an extensioñf : ClXG→L which proves thatL ∈ AEc(X).

(b) ⇒ (a). Letf :A→ L be a map, defined on a closed subsetA⊆ βX \X. Let alsoU
andV be open subsets ofβX such thatA⊆ V ⊆ ClβX V ⊆ U andf admits an extensio
f ′ :U → L. The setX ∩ ClβX V is nonempty and closed inX. SinceL ∈ AEc(X),
there exist an open setG ⊆ X and a mapf ′′ : ClX G→ L such thatX ∩ ClβX V ⊆ G,
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X \ G is compact andf ′′|(X ∩ ClβX V ) = f ′|(X ∩ ClβX V ). Compactness ofX \ G

p

n

e

,

n

sed
,
d
at
guarantees that ClβX G= ClβX(ClXG) is the Stone–̌Cech compactification of ClXG and
βX \X ⊆ ClβX G. Since ClX G⊆ ClX G∪ClβX V ⊆ ClβX G it follows that ClβX G is the
Stone–̌Cech compactification of the sum ClX G ∪ ClβX V as well. Next consider the ma
g : ClX G∪ ClβX V → L, defined by letting

g(x)=
{
f ′(x), if x ∈ ClβX V ,

f ′′(x), if x ∈ ClX G.

SinceL is finitely dominated, we can find a map̃g : ClβX G→ L such thatg̃|(ClXG ∪
ClβX V ) � g|(ClX G ∪ ClβX V ). In particular, g̃|A � f . According to the Homotopy
Extension Theorem (recall thatA ⊆ βX \ X ⊆ clβX G) the mapf admits an extensio
f̃ :βX \X→ L. This proves thatL ∈ AE(βX \X). ✷

5. Axiomatic characterization of dimL

A compact metrizable spaceX such that dimLX = n, is a generalized CantorLn-
manifold if there is no closed subsetY of X, satisfying the inequality dimL Y � n − 2,
such thatX \ Y is disconnected.

Lemma 5.1.Let f,g :X→ΣnL be continuous maps of a separable metrizable spacX.
If dimL({x ∈X: f (x) �= g(x)})� n− 1, thenf � g.

Proof. Let Y = {x ∈X: f (x) �= g(x)} and consider the map

h :
(
X× {0,1}) ∪ (

(X \ Y )× [0,1]) →ΣnL,

defined by letting

h(x, t)=


f (x), if (x, t) ∈X× {0},
f (x), if (x, t) ∈ (X \ Y )× [0,1],
g(x), if (x, t) ∈X× {1}.

Note thatX×[0,1] \ ((X×{0,1})∪ (X \Y )×[0,1])⊆ Y ×[0,1]. By our assumption
dimL Y � n−1. In other words,Σn−1L ∈ AE(Y ). By Theorem 2.1,ΣnL=Σ(Σn−1L) ∈
AE(Y × [0,1]). Obviously this suffices to conclude that the maph admits an extensio
H :X×[0,1] →ΣnL which provides a needed homotopy between the mapsf andg. ✷
Theorem 5.2.LetX be a metrizable compactum. IfdimLX = n � 2, thenX contains a
generalized CantorLn-manifold.

Proof. Since dimLX = n it follows that ΣnL ∈ AE(X), but Σn−1L /∈ AE(X). Thus
there exists a mapf :F → Σn−1L, defined on a closed subsetF of X, which is not
extendable overX. Let F denote the partially ordered set (by inclusion) of all clo
subsetsY ⊆X such that the mapf cannot be extended overF ∪ Y . This set is nonempty
sinceX ∈ F . Using the compactness ofX, the fact thatΣn−1L is an ANR-space an
the Kuratowski–Zorn lemma, we conclude, following the standard argument, thF
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contains a maximal elementY . In other words, there exists a closed subsetY ⊆ X such
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xiom
that f is not extendable overF ∪ Y , but is extendable overF ∪ Y ′ for any proper
closed subsetY ′ of Y . We claim thatY is a generalized CantorLn-manifold. First
note that dimL Y � dimLX = n. Next suppose thatY is represented as the union
its two proper closed subsetsY1 andY2. The proof will be completed if we show th
dimL(Y1 ∩ Y2) � n − 1. Assume the contrary, i.e., that dimL(Y1 ∩ Y2) � n − 2. By
construction,f can be extended overfk :F ∪ Yk → Σn−1L, for eachk = 1,2. Since
{x ∈ F ∪ (Y1 ∩ Y2): f1(x) �= f2(x)} ⊆ Y1 ∩ Y2, we conclude, by Lemma 5.1 and b
our assumption, thatf1|(F ∪ (Y1 ∩ Y2))� f2|(F ∪ (Y1 ∩ Y2)). The Homotopy Extensio
Theorem guarantees thatf1|(F ∪ (Y1 ∩ Y2)) admits an extensioñf1 :F ∪ Y2 →Σn−1L.
Then the mapg :F ∪Y →Σn−1L, which coincides withf1 onF ∪Y1 and withf̃1: F ∪Y2,
is continuous and extendsf . This contradicts the choice off andY and completes th
proof. ✷

Below let K denote the class of finite dimensional in the sense of dim metriz
compact spaces. SimilarlyKL denotes the class of finite dimensional in the sense of dL
metrizable compacta.

Let d :K → {−1,0,1,2, . . .} be an integer-valued function which assigns same va
to any pair of homeomorphic spaces. In 1932 Alexandrov gave (see [3, Chapter 5
Theorem 19] the following characterization of the dimension function dim.

Alexandrov’s Axiomatization. The Lebesgue covering dimensiondim is the only function
d which satisfies conditions(A1)–A(4) in the classK:

(A1)—normalization axiom:d(∅)= −1, d(In)= n for n= 0,1,2, . . . .
(A2)—sum axiom: If the spaceX ∈K is represented as the union of two closed subspa

X1 andX2, thend(X)= max{d(X1), d(X2)}.
(A3)—Poincaré’s axiom:For everyX ∈ K with |X| > 1 there exists a closed setX′ ⊆ X

separatingX and such thatd(X′) < d(X).
(A4)—Brouwer’s axiom:For every spaceX ∈ K there exists an open coverω such that if

f :X→ Y is anω-map ofX onto a spaceY ∈ K, thend(X)� d(Y ).

It is not hard to see (see, for instance, [25, footnote on p. 976]) that the Brouwer’s a
can be replaced by either of the following conditions:

(A5)—continuity axiom: IfS = {Xk,pk+1
k } is an inverse sequence of spaces fromK, then

d(lim S)� sup{d(Xk)}.
(A6)—Hurewicz’s axiom: If there exists a mapf :X→ In such thatd(f−1(y))= 0 for

everyy ∈ f (X), thend(X)� n.

In order to characterize extraordinary dimension function dimL with classifying
complexL we need to adjust some of the above axioms and replace Brouwer’s a
by Hurewicz’s axiom.
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Theorem 5.3.The dimensiondimL is the only function, defined on the classKL, which

es

ce

ce

ted to
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s

g

satisfies the following axioms:

(C1)—normalization axiom:d(X) ∈ {0,1,2, . . .} andd(X)= 0 if and only ifL ∈ AE(X).
(C2)—monotonicity axiom:If A is a closed subspace ofX, thend(A)� d(X).
(C3)—Poincaré’s axiom:If d(X) > 0, then there exists a closed subspaceA in X

separatingX and such thatd(A) < d(X).
(C4)—Hurewicz’s axiom:If there exists a mapf :X→ In such thatd(f−1(y))= 0 for

everyy ∈ f (X), thend(X)� n.

Proof. First let us show thatd(X) � dimLX for everyX ∈ KL. If dimLX � n, then,
by Proposition 4.8, there exists a mapf :X → In such that dimL f−1(y) = 0 for each
y ∈ f (X). By (C1),d(f−1(y)= 0 for eachy ∈ f (X). Consequently, by (C4),d(X)� n.

Next we show that dimLX � d(X) for everyX ∈ KL. If d(X) = 0, then, by (C1),
dimLX = 0. Suppose that the inequality dimL Y � d(Y ) has been proved for spac
Y ∈ KL with d(Y )� n− 1,n� 1, and consider a spaceX ∈ KL such thatd(X)= n. Next
assume the contrary, i.e., dimLX =m> n. Note thatm� 2. By Theorem 5.2,X contains
a CantorLm-manifoldZ. By (C2),d(Z)� d(X)= n. Note thatd(Z) > 0 (otherwise, by
(C1), we get 0= dimL Z = dimLX = m � 2). By (C3), there exists a closed subspa
Y of Z which separatesZ and such thatd(Y ) < d(Z) � n. Thend(Y ) � n − 1. By the
inductive hypothesis, dimL Y � d(Y )� n− 1<m− 1. Consequently the closed subspa
Y of dimension dimL Y < m− 1 separates the CantorLm-manifoldZ. This contradiction
completes the proof. ✷

Appendix A. Spectral characterizations of the relationL ∈ AE(X)

In this section we present spectral characterizations of the relationL ∈ AE(X) which
have been used in the proofs throughout this paper. Definitions of concepts rela
inverse spectra can be found in [8].

The standard situation we would like to analyze is as follows. We are giv
realcompact andz-embedded subspaceY of a realcompact spaceX (recall thatY is z-
embedded inX if for every functionally closed subsetZ of Y there exists a functionall
closed subsetF of X such thatZ = F ∩ Y ). Also we have a Polish spectrumSX =
{Xα,pβα ,A} such thatX = lim SX . Let us see how the relationsL ∈ AE(X) andL ∈ AE(Y )
can be characterized in term of the given spectrumSX . Answer to the first question ha
been given in the following statement.

Theorem A.1 [7, Theorem 4.4].Let L be a Polish ANR-space. Then the followin
conditions are equivalent for any realcompact spaceX and Polish spectrumSX =
{Xα,pβα ,A} withX = lim SX :

(a) L ∈ AE(X).
(b) There exists a cofinal andω-complete subsetA′ of the indexing setA such that

L ∈ AE(Xα) for eachα ∈B.
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Let us now analyze the relationL ∈ AE(Y ). Of course, sinceY itself is a realcompact
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space, one can apply Theorem A.1 to any Polish spectrumSY = {Yα, qβα ,A} with Y =
lim SY and find a cofinal andω-complete subsetA′′ ⊆ A such thatL ∈ AE(Yα) for each
α ∈A′′. Problem is that the spectrumSY in no way reflects the fact thatY is a subspace o
X: we cannot assume, even ifA′ = A′′, thatYα is a subspace ofXα for sufficiently many
indices. A logical way to establish such a connection would be to consider the in
spectrumS = {pα(Y ),pβα |pβ(Y ),A} and then to apply the Spectral Theorem [8, Theo
1.3.6] to the spectraSY , S and to the inclusion mapi :Y ↪→ X. In order to be able to
proceed this way we need to know that the spectrumS is also factorizing andω-continuous.
While it is indeed factorizing (this follows from [8, Propositions 1.1.22 and 1.1.24]),
clearly notω-continuous. Nevertheless it is still possible to extract some information a
the relationL ∈ AE(Y ) from the spectrumS. We record this information in the followin
statement proof of which can be extracted from the proofs of [8, Theorem 1.3.6] a
Theorems 4.4 and 6.5].

Proposition A.2. Let Y be a realcompact andz-embedded subspace of a realcomp
spaceX. Let alsoSX = {Xα,pβα , a} be a Polish spectrum such thatX = lim SX andL be
a PolishANR-space. Then

(a) If L ∈ AE(Y ), then there exists a cofinal andω-complete subsetA′ ⊆ A such that
L ∈ AE(pα(Y )).

(b) If L ∈ AE(pα(Y )) for eachα ∈A′, whereA′ is a cofinal andω-complete subset ofA,
thenL ∈ AE(Y ).

The following statement for metrizable spaces appears in Theorem 2.4.

Theorem A.3. Let X and Y be z-embedded subspaces of the unionZ = X ∪ Y . If
L ∈ AE(X) andK ∈ AE(Y ), thenL ∗K ∈ AE(Z).

Proof. Let υZ be the Hewitt realcompactification ofZ and letX̃ denote the intersectio
of all functionally open subsets ofυZ, containingX. Note that̃X is homeomorphic toυX
and is az-embedded inυZ (see [8, Proposition 1.1.24]). Let̃Y has the similar meaning
By Theorem 2.8,L ∈ AE(X̃) andK ∈ AE(Ỹ ). Note also thatυZ = X̃ ∪ Ỹ . Next consider
any Polish spectrumSυZ = {Zα,pβα ,A} such thatυZ = lim SυZ . By Proposition A.2(a)
there exist cofinal andω-complete subsetsAX,AY ⊆A such thatL ∈ AE(pα(X̃)) for each
α ∈AX andK ∈ AE(pα(Ỹ )) for eachα ∈AY . By [8, Proposition 1.1.27], the intersectio
AX ∩ AY is cofinal andω-closed inA. SinceZα is metrizable (and even separable),
conclude, by Theorem 2.4, thatL ∗K ∈ AE(pα(υZ)) for eachα ∈ AX ∩ AY (note here
thatpα(υZ) generally speaking is a proper subset ofZα and consequently we are not ab
to conclude thatL ∗K ∈ AE(Zα)). Proposition A.2(b) guarantees thatL ∗K ∈ AE(υZ).
Once again applying Theorem 2.8 we conclude thatL ∗K ∈ AE(Z). ✷

Similar considerations prove the following corollary.
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Theorem A.4 [7, Proposition 6.8].Let Y be a z-embedded subset of a spaceX. If L ∈
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AE(X), thenL ∈ AE(Y ). In particular, the latter holds if:

(a) Y is anFσ -subset of a normal spaceX;
(b) Y is any subset of a perfectly normal spaceX;
(c) Y is an open or a dense subset of a perfectlyκ-normal spaceX;
(d) Y is a Lindelöf subspace of a completely regular and Hausdorff space.
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