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#### Abstract

Let $P_{l, n}$ denote the partition lattice of $l$ with $n$ parts, ordered by Hardy-Littlewood-Polya majorization. For any two comparable elements $\mathbf{x}$ and $\mathbf{y}$ of $P_{l, n}$, we denote by $M(\mathbf{x}, \mathbf{y}), m(\mathbf{x}, \mathbf{y})$, $f(\mathbf{x}, \mathbf{y})$, and $F(\mathbf{x}, \mathbf{y})$, respectively, the sizes of four typical chains between $\mathbf{x}$ and $\mathbf{y}$ : the longest chain, the shortest chain, the lexicographic chain, and the counter-lexicographic chain. The covers $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right) \succ \mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$ in $P_{l, n}$ are of two types: $N$-shift (nearby shift) where $v_{i}=u_{i}-1$, $v_{i+1}=u_{i+1}+1$ for some $i$; and $D$-shift (distant shift) where $u_{i}-1=v_{i}=v_{i+1}=\cdots=v_{j}=u_{j}+1$ for some $i$ and $j$. An $N$-shift (a $D$-shift) is pure if it is not a $D$-shift (an $N$-shift). We develop linear algorithms for calculating $M(\mathbf{x}, \mathbf{y}), m(\mathbf{x}, \mathbf{y}), f(\mathbf{x}, \mathbf{y})$, and $F(\mathbf{x}, \mathbf{y})$, using the leftmost pure $N$-shift first search, the rightmost pure $D$-shift first search, the leftmost $N$-shift first search, and the rightmost $D$-shift first search, respectively. Those algorithms have significant applications in complexity analysis of biological sequences. (c) 2002 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Many attempts have been made to analyze the compositional complexity of biological sequences. In particular, we develop fully the axiomatic foundation of compositional

[^0]complexity functions of biological sequences based on only three underlying postulates of monotonicity, nonnegativity, and normalizability [19]. The term "compositional complexity" is used here to denote the complexity only based on residue composition, regardless of the patterns or periodicity of sequence repetitiveness. Why have compositional complexity functions of nucleic acid and protein sequences proved to be remarkably informative for inferring, describing and understanding biological properties? The nonspecific generality of complexity concepts may seem to be inconsistent with the goals of much current research that seeks precise molecular details of biological structures, dynamics, interactions and evolution. However, these important details cannot be inferred for a large proportion of genomic and deduced protein sequences for which relevant experimental data or homologous precedents are lacking. Unbiased methods of description and inference are necessary to explore sequence data for new discoveries, and two scientific principles make compositional complexity measures a particularly important part of this inference.

First, DNA and protein sequences do not, in general, resemble random strings of letters, but rather consist of a heterogeneous mixture of local regions with distinct genetic functions and evolutionary origins. These regions show many different compositional characteristics and types of sequence patterns, as if written in a mosaic of different languages. Genomic sequences show, for example, coding sequences, untranslated regions, introns, exons, intergenic regions, promoters, terminators, regulatory signals, RNA genes, direct or inverted repeats of widely different sizes in tandem or interspersed arrangements, microsatellites, CpG islands, centromeres, telomeres, and origins of replication. A large fraction of protein sequences consist of multiple domains or modules, including globular folds (many of which may be classified by sequence homology), helical nonglobular rods and fibres, mobile linkers, low-complexity interaction domains, and membrane interaction segments.

It is well established that the statistical structure of sequences cannot be generally well described by simple random or Markov models [7,27]. From the viewpoint of information theory, real sequences are not generated by a simple stochastic process from a stationary source, and they are not ergodic in their scaling properties. Nevertheless, methods and algorithms based on local combinatorial complexity of composition have been successful for analyzing, classifying and segmenting these functionally distinct regions of DNA and protein sequences [ $23,24,25,26,27,28$ ].

Second, local sequence complexity of proteins may be thought of as a physical molecular property, related to the ability of any polypeptide chain to adopt a unique globular fold. This property is embodied in the concept that proteins are edited statistical polymers [8] that have evolved many different sequences of random nature [5], each of stereospecific structure. High sequence complexity is also consistent with the random energy model of protein folding, which corresponds to the spin glass theory of polymer physics [9,4]. Complexity measurements on natural protein sequences are generally consistent with this theoretical perspective [ 24,25 ] with a few exceptions, globular domains are generally of high compositional complexity, contrasting with nonglobular or conformationally mobile lower-complexity regions which show regular or irregular sequence repetition.

In most previous work on biological sequences, the 'local' complexity measures have been based on well-known functions in information theory or statistical theory, such as informational entropy, information content, data compression schemes, or fractal dimension. Those 'local' measures resemble entropy functions and are inherently dependent on an underlying probability distribution. Local measures cannot rigorously compare complexity across sequences of substantially different size, because real sequences show very irregular heterogeneity and do not have the necessary ergodicity in scaling and asymptotic properties. Recently, we have started to develop a new class of scale-independent, distribution-independent complexity functions by means of four types of chains on integer partition lattices (see Section 2.5). Their scaling properties do not depend on the assumption of ergodicity [20,19], as required for global comparisons of genomic or protein sequences of any size, which overcomes a crucial limitation of earlier methods. A member $G_{1}$ of the new class, derived from the longest chain in the integer partition lattice, has some important applications in molecular evolution. Actually, the distributions of $G_{1}$ were calculated in [20] for the entire sets of translated proteins encoded by extensively sequenced genomes. The results establish the existence of a clear evolutionary principle, common to bacteria, archaea and eukaryotes, that the proteins encoded by more extreme $A T$-rich and $G C$-rich genomes have generally lower compositional complexity than those of more typical organisms. In addition, the points of intersection of $G_{1}$ and $G_{2}$, another complexity function defined by using the shortest chain in the integer partition lattice, provide a natural basis for segmentation of a sequence and particularly a new possibility to find out those functional distinct regions of sequences [22]. Those points of intersection correspond to the points of contact between globular and non-globular domains in protein sequences.

To implement and apply these new types of complexity measures for analyzing and classifying functionally distinct regions of both nucleotide and amino acid sequences, it is crucial to develop efficient algorithms for computing sizes of chains in integral partition lattices. A goal of this paper is to devise novel algorithms to calculate four typical chains between a comparable pair in the partition lattice, defined in Section 2.4: the longest chain, the shortest chain, the lexicographic chain, and the counter-lexicographic chain.

## 2. State vectors and integral partition lattices

This section is devoted to a survey of concepts and results about state vectors and integral partition lattices, which will be needed later.

### 2.1. State vectors

Let $\mathbf{A}=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ denote an alphabet in which $a_{i}$ is called the letter of type $i$ $(1 \leqslant i \leqslant n)$. In particular, the 20-letter, amino acid alphabet of proteins or the purine/ pyrimidine alphabet for DNA can be used. Let $\mathbf{A}^{l}$ denote the set of all sequences of length $l$ over $\mathbf{A}$ for a positive integer $l$. For a sequence $s \in \mathbf{A}^{l}, s_{i}$ is the $i$ th symbol
(or residue) of $s$. In addition, we denote by $u_{i}$ the number of occurrences of $a_{i}$ in $s$ $(1 \leqslant i \leqslant n)$. Clearly, $u_{1}+u_{2}+\cdots+u_{n}=l$ and $0 \leqslant u_{i} \leqslant l$. The vector $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ is called the composition vector of $s$, and the configuration $a_{1}^{u_{1}} a_{2}^{u_{2}} \cdots a_{n}^{u_{n}}$ is called a composition of $s$. For convenience, we may omit those terms in configurations whose corresponding letters do not appear in $s$. The vector $\mathbf{v}=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ is called the (complexity) state vector of $s$ where $v_{1} \geqslant v_{2} \geqslant \cdots \geqslant v_{n}$ is the decreasing rearrangement of $u_{1}, u_{2}, \ldots, u_{n}$. The set of sequences with the state vector $\mathbf{v}$ is called $\mathbf{v}$-equivalence class or $\mathbf{v}$-composition class, denoted by $\mathscr{S}(\mathbf{v})$. For example, the nucleotide sequence TTGTGTTT has $u_{1}=u_{2}=0, u_{3}=2, u_{4}=6 ; v_{1}=6, v_{2}=2, v_{3}=v_{4}=0, n=4$ and $l=8$. The alphabet in this case is $\mathbf{A}=\{\mathrm{A}, \mathrm{C}, \mathrm{G}, \mathrm{T}\}$, the composition vector is $(0,0,2,6)$. The composition is $\mathrm{G}^{2} \mathrm{~T}^{6}$ and the state vector is $\mathbf{v}=(6,2,0,0) .|\mathscr{S}(\mathbf{v})|=336$. The $(6,2,0,0)$ equivalence class $\mathscr{S}(6,2,0,0)$ consists of 336 sequences and the set $\mathbf{A}^{8}$ of 8 -nucleotide sequences contains 65536 sequences.

The state vector provides an excellent "data structure" for intrinsically representing sequences. This type of representation possesses several advantages: it is informative and of intuitive biological significance, and it is computationally simple and efficient. A partition of a positive integer $l$ is a representation

$$
\begin{equation*}
l=p_{1}+p_{2}+\cdots+p_{n} \quad\left(p_{1} \geqslant p_{2} \geqslant \cdots \geqslant p_{n} \geqslant 0\right) \tag{1}
\end{equation*}
$$

We also use the vector representation for the partition: $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$. The numbers $p_{1}, \ldots, p_{n}$ are the parts of the partition, in which $p_{1}$ is called the largest part. Hence (1) is a partition of $l$ into $n$ parts. All partitions and vectors throughout this paper are integral, whose parts or components are arranged in decreasing order (we may allow trailing zero components in vectors and partitions), unless otherwise specified.

From the viewpoint of combinatorial set theory, the set $\mathbf{A}^{l}$ can exactly be partitioned into the union of $\mathbf{v}$-equivalence classes:

$$
\mathbf{A}^{l}=\underset{v_{1}+v_{2}+\cdots+v_{n}=l}{\bigcup} \mathscr{S}\left(v_{1}, v_{2}, \ldots, v_{n}\right),
$$

where the union ranges over all partitions of $l$ with $n$ parts (every partition is ranked in decreasing order). Thus, it is natural to consider the set of partitions of a positive integer associated with $\mathbf{A}^{l}$.

For any partition $\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ of $l$ with $n$ parts, we denote the $k$ th partial sum by $\sigma_{k}(\mathbf{z})$, i.e.

$$
\sigma_{k}(\mathbf{z})=z_{1}+z_{2}+\cdots+z_{k} .
$$

Also, we write $\sigma(\mathbf{z})=\left(\sigma_{1}(\mathbf{z}), \sigma_{2}(\mathbf{z}), \ldots, \sigma_{n}(\mathbf{z})\right)$ and call it to be the partial-sum vector of $\mathbf{z}$. For example, the partial-sum vector of $(4,2,1,1)$ is $(4,6,7,8)$.

### 2.2. Majorization and integral partition lattices

Let $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ be two partitions of $l$ with $n$ parts. We say $\mathbf{y}$ majorizes $\mathbf{x}$, write it as $\mathbf{x} \prec \mathbf{y}$ or $\mathbf{y} \succ \mathbf{x}$, if the partial sums of $\mathbf{y}$ are at least
as big as the corresponding partial sums of $\mathbf{x}$ :

$$
\sigma_{k}(\mathbf{x}) \leqslant \sigma_{k}(\mathbf{y}) \quad(k=1,2, \ldots, n-1) \quad \text { and } \quad \sigma_{n}(\mathbf{x})=\sigma_{n}(\mathbf{y}) .
$$

That is, $\mathbf{y}$ majorizes $\mathbf{x}$ if and only if the partial-sum vector of $\mathbf{y}$ is componentwisely greater than or equal to that of $\mathbf{x}: \sigma(\mathbf{y}) \geqslant \sigma(\mathbf{x})$. For example, $(4,2,1,1) \prec(4,2,2,0)$. However, there is no the majorization ordering relationship between $(4,2,1,1)$ and (3, 3, 2, 0).

The notation and terminology of majorization of real numbers are due to Hardy, Littlewood and Polya [6]. This mathematical concept has been shown to have many applications to problems in the fields of statistics, economics, ecology, sociology, political science, system science, operations research, and information theory, as well as in many branches of mathematics, such as combinatorics, algebra, geometry, and matrix theory. For two fixed positive integers $l$ and $n$, we define ( $P_{l, n}, \prec$ ) to be the partially ordered set (poset) consisting of all partitions of $l$ with $n$ parts, ordered by majorization [10,11]. An element $\mathbf{x}$ in $P_{l, n}$ is the top (bottom) element of $P_{l, n}$ if $\mathbf{x} \succ \mathbf{z}(\mathbf{x} \prec \mathbf{z})$ for every $\mathbf{z}$ in $P_{l, n}$. Divide $l$ by $n$ and let $q$ be the quotient and $r$ be the remainder $(0 \leqslant r<n)$. Then $P_{l, n}$ is a lattice with top element $\mathbf{x}_{\text {top }}^{(l)}=(l, 0, \ldots, 0)$ and bottom element

$$
\mathbf{x}_{\mathrm{bot}}^{(l)}=(\underbrace{q+1, \ldots, q+1}_{r}, q, \ldots, q),
$$

that is, for any two elements $\mathbf{x}$ and $\mathbf{y}$ in $P_{l, n}$, there exist the supremum (the least upper bound) and the infimum (the greatest lower bound) of $\mathbf{x}$ and $\mathbf{y}$. Further explanations of these terms, together with the proofs of stated results here are found in $[10,11,13]$. $P_{l, n}$ is called an $n$-part partition lattice of $l$.

The set of state vectors of all sequences in $\mathbf{A}^{l}$ on alphabet $\mathbf{A}$, ordered by majorization, is identical with the lattice ( $P_{l, n}, \prec$ ). The size of the partition lattice $P_{l, n}$, denoted by $p_{n}(l)$, i.e., the accurate number of state vectors in $P_{l, n}$, is computable from well-established principles of combinatorial number theory [2,26], although there is no elementary explicit formulation for it. Actually, the investigation of the deeper properties of $p_{n}(l)$ was one of the jewels of 20th century analysis, involving researches of Hardy and Ramanujan and further work by Rademacher. The whole story is described in Andrews [2]. To estimate the value of $p_{n}(l)$, the following asymptotic formula is useful [11,14]:

$$
p_{n}(l) \sim \frac{(l+n)^{n-1}}{n!(n-1)!}(l \rightarrow \infty) .
$$

Clearly, the number $p_{n}(l)$ becomes very big for a large $l$. For example, there are a (rounded) total of $1.1 \times 10^{52}$ amino acid sequences of length 40 on the 20 -letter protein alphabet, which correspond to 35251 complexity state vectors, i.e., $p_{20}(40)=35251$ [26,27].

### 2.3. Order diagram

Two distinct elements $\mathbf{x}$ and $\mathbf{y}$ of $\left(P_{l, n}, \prec\right)$ are comparable if either $\mathbf{x} \prec \mathbf{y}$ or $\mathbf{y} \prec \mathbf{x}$, and incomparable otherwise; $\mathbf{y}$ is said to cover $\mathbf{x}$ if $\mathbf{x} \prec \mathbf{y}$ and there is no element $\mathbf{z}$ in $P_{l, n}$ such that $\mathbf{x} \prec \mathbf{z} \prec \mathbf{y}$. If $\mathbf{y}$ covers $\mathbf{x}$ in $\left(P_{l, n}, \prec\right)$, then $\mathbf{x}$ is called a lower cover of $\mathbf{y}, \mathbf{y}$ is called an upper cover of $\mathbf{x}$, and $\{\mathbf{x}, \mathbf{y}\}$ is called a covering pair. For $\left(P_{l, n}, \prec\right)$, it is clear that the entire relation is determined by the covering relation. The following result describes the covering relation in the partition lattice.

Proposition 2.1 (Wan [11,12]). Let $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \prec \mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $P_{l, n}$. Then $\mathbf{y}$ covers $\mathbf{x}$ if and only if there exist indices $i<j$ such that $\mathbf{x}=\mathbf{y}-\mathbf{e}_{i}+\mathbf{e}_{j}$, and either $j=i+1$ or $x_{i}=x_{i+1}=\cdots=x_{j}$, where $\mathbf{e}_{k}$ denotes the vector with one in the $k$ th position and zeros elsewhere:

$$
\mathbf{e}_{k}=(\underbrace{0, \ldots, 0,1}_{k}, \underbrace{0, \ldots, 0}_{n-k}) .
$$

The covering relation of a poset can be displayed via an graphical rendering with an implied upward orientation, which is called the order diagram. A point is drawn for each element of the poset, and line segments are drawn between these points according to the following two rules: (i) If one element $\mathbf{x}$ is less that another element $\mathbf{y}$ in the poset, then the point corresponding to $\mathbf{x}$ appears lower in the drawing than the point corresponding to $\mathbf{y}$. (ii) The line segment between the points corresponding to any two elements $\mathbf{x}$ and $\mathbf{y}$ of the poset is included in the drawing if and only if $\mathbf{x}$ and $\mathbf{y}$ are a covering pair.

In graph-theoretic terms, a finite poset $P$ is a lattice if and only if for any two elements $\mathbf{x}$ and $\mathbf{y}$ in $P$, there exist a unique least common ancestor and a unique greatest common descendant of $\mathbf{x}$ and $\mathbf{y}$ in its order diagram. This is an essential combinatorial characterization of finite lattices [11,16], and, indeed is the graph-theoretic definition of a finite lattice. As a lattice, $P_{l, n}$ has special restricted properties, compared with acyclic directed graphs in general, such as being triangle-free and having conjugate relationships between pairs of elements.

As an example, Fig. 1, left column illustrates the order diagram of the 4-part integral partition lattice $P_{8,4}$ of 8 which shows the fifteen possible state vectors of 8 -nucleotide sequences on the 4-letter DNA alphabet $\mathbf{A}=\{\mathrm{A}, \mathrm{C}, \mathrm{G}, \mathrm{T}\}$. The top element is $\mathbf{x}_{\text {top }}^{(8)}=(8,0,0,0)$ and the bottom element is $\mathbf{x}_{\text {bot }}^{(8)}=(2,2,2,2)$. One of these state vectors, $(6,2,0,0)$, has 12 different compositions shown in middle column, with different nucleotides assigned to the four numbers in this vector, and each of these compositions has 28 possible sequences, as indicated on the right. The ( $6,2,0,0$ )-equivalence class $\mathscr{P}(6,2,0,0)$ consists of 336 sequences. The possibility of 28 sequences per composition makes $(6,2,0,0)$ more complex than, for example, $(7,1,0,0)$ which has only 8 possible sequences per composition. There are, in total, 165 different compositions generated by 15 state vectors in $P_{8,4}$. Elementary considerations yield that all compositions with the same state vector have the identical number of possible sequences, and therefore have the same compositional complexity value.


Fig. 1. The order diagram of $P_{8,4}$, compositions and sequences.

### 2.4. Covering chains and shifts

A subset $C$ of $P_{l, n}$ is called a chain if any two elements in $C$ are comparable, and is called an antichain if no two elements in $C$ are comparable. The size of a chain $C$ in $P_{l, n}$ is the number of elements in $C$. A chain $\mathbf{x}^{(1)} \prec \mathbf{x}^{(2)} \prec \cdots \prec \mathbf{x}^{(r)}$ in $P_{l, n}$ is called a covering chain or (a saturated chain) between $\mathbf{x}^{(1)}$ and $\mathbf{x}^{(r)}$ if $\mathbf{x}^{(i+1)}$ covers $\mathbf{x}^{(i)}$ for all $i$ with $1 \leqslant i \leqslant r-1$. For $\mathbf{x} \prec \mathbf{y}$ in $P_{l, n}$, we define the maximum size $M(\mathbf{x}, \mathbf{y})$ and the minimum size $m(\mathbf{x}, \mathbf{y})$ from $\mathbf{y}$ to $\mathbf{y}$ to be the sizes of the longest covering chain and of the shortest covering chain from $\mathbf{x}$ to $\mathbf{y}$, respectively. For example, $(3,3,1,1) \prec(4,2,1,1) \prec(5,2,1,0)$ is a chain in $P_{8,4}$, but not a covering chain. $(3,3,1,1) \prec(4,2,1,1) \prec(4,2,2,0) \prec(4,3,1,0) \prec(5,2,1,0)$ is both a covering chain and the longest chain. $\{(5,1,1,1),(3,3,2,0)\}$ is an antichain. The maximum size from $(3,3,1,1)$ to $(5,2,1,0)$ is 5 and the minimum size is 4 .

A special type of subset of $P_{l, n}$ is the closed interval $[\mathbf{x}, \mathbf{y}]=\left\{\mathbf{z} \in P_{l, n} \mid \mathbf{x} \prec \mathbf{z} \prec \mathbf{y}\right\}$, defined whenever $\mathbf{x} \prec \mathbf{y}$. We denote by $L_{\mathbf{x}}(\mathbf{y})$ the set of lower covers (children) of $\mathbf{y}$ in the interval $[\mathbf{x}, \mathbf{y}]$. For example, $[(4,2,1,1),(5,2,1,0)]=\{(4,2,1,1),(4,2,2,0),(4,3,1,0)$,
$(5,1,1,1),(5,2,1,0)\}$ in $P_{8,4}$.

$$
L_{(4,2,1,1)}(5,2,1,0)=\{(4,3,1,0),(5,1,1,1)\}
$$

For $\mathbf{x}$ and $\mathbf{y}$ in $P_{l, n}$, by Proposition $2.1 \mathbf{x}$ is obtained by a "unit transformation" of $\mathbf{y}$-shifting 1 from the $i$ th component $y_{i}$ to the $j$ th component $y_{j}$ of $\mathbf{y}$. Of course, the resulting vector $\mathbf{x}$ should be decreasing. In fact, there are two types of covers [10,11]. If $j=i+1$, i.e., $\mathbf{x}=\mathbf{y}-\mathbf{e}_{i}+\mathbf{e}_{i+1}$, then we call $\mathbf{y} \succ \mathbf{x}$ is a nearby shift ( $N$-shift, in short). If $x_{i}=x_{j}$, i.e., $\mathbf{x}=\mathbf{y}-\mathbf{e}_{i}+\mathbf{e}_{j}$ and $x_{i}=\cdots=x_{j}$, then we call $\mathbf{y} \succ \mathbf{x}$ is a distant shift ( $D$-shift, in short). Note that a cover $\mathbf{y} \succ \mathbf{x}$ can be both an $N$-shift and a $D$-shift (if $j=i+1$ and $x_{i}=x_{j}$ ), and in this case it is called an $N D$-shift. An $N$-shift (a $D$-shift) is pure if it is not a $D$-shift (an $N$-shift) [11,15]. In the partition lattice $P_{8,4}$, for example, $(5,2,1,0) \succ(4,3,1,0)$ is a pure $N$-shift, $(5,2,1,0) \succ(5,1,1,1)$ is a pure $D$-shift, and $(4,2,1,1) \succ(3,3,1,1)$ is an $N D$-shift.

Now we define a linear order-lexicographic order (dictionary order) on $P_{l, n}$. For two elements $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $P_{l, n}$, define $\mathbf{x}<\mathbf{y}$, if there is some $k$ with $1 \leqslant k \leqslant n$, such that $x_{j}=y_{j}$ for $1 \leqslant j<k$, but $x_{k}<y_{k}$. We now define two typical chains between two comparable elements $\mathbf{x} \prec \mathbf{y}$ as follows.

Definition 2.1. For a covering pair $\mathbf{x} \prec \mathbf{y}$ in $P_{l, n}$ where $\mathbf{x}$ is not a lower cover (child) of $\mathbf{y}$, we write $\mathbf{y}=\mathbf{y}^{(1)}$ and first select a $\mathbf{y}^{(2)} \in L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$. Then, we continue to choose a $\mathbf{y}^{(i+1)} \in L_{\mathbf{x}}\left(\mathbf{y}^{(i)}\right)$ (i.e., take a child of $\mathbf{y}^{(i)}$ in the interval $\left.[\mathbf{x}, \mathbf{y}]\right)$ until $\mathbf{y}^{(r)}=\mathbf{x}$. Thus, we obtain a covering chain between $\mathbf{y}$ and $\mathbf{x}$ :

$$
\begin{equation*}
\mathbf{y}=\mathbf{y}^{(1)} \succ \mathbf{y}^{(2)} \succ \cdots \succ \mathbf{y}^{(r)}=\mathbf{x} . \tag{2}
\end{equation*}
$$

If each $\mathbf{y}^{(i+1)}$ is the maximal element (largest child) in $L_{\mathbf{x}}\left(\mathbf{y}^{(i)}\right)$ under the lexicographic ordering $(i=1,2, \ldots, r-1)$, then the chain (2) is called the lexicographic chain (L-chain, in short) between $\mathbf{y}$ and $\mathbf{x}$. If each $\mathbf{y}^{(i+1)}$ is the minimal element (smallest child) in $L_{\mathbf{x}}\left(\mathbf{y}^{(i)}\right)$ under the lexicographic ordering ( $i=1,2, \ldots, r-1$ ), then the chain (2) is called the counter-lexicographic chain (CL-chain, in short) between $\mathbf{y}$ and $\mathbf{x}$.

The sizes of the $L$-chain and of the $C L$-chain between $\mathbf{x}$ and $\mathbf{y}$ are called the lexicographic size and the counter-lexicographic size between $\mathbf{x}$ and $\mathbf{y}$, respectively.

### 2.5. Measures based on sizes of chains

For a sequence $s$ in the $\mathbf{v}$-equivalence class $\mathscr{S}(\mathbf{v})$, we have presented four new complexity functions in [19] based on the sizes of the following four typical chains between a comparable pair in the partition lattice $P_{l, n}$ : (i) the longest chain; (ii) the shortest chain; (iii) the lexicographic chain; (iv) the counter-lexicographic chain.

Generally, complexity functions are defined as the proportion of the size of a chain in $P_{l, n}$ between the state vector $\mathbf{v}$ of $s$ and the top element $\mathbf{x}_{\text {top }}^{(l)}$ to that of a chain between the top element $\mathbf{x}_{\text {top }}^{(l)}$ and the bottom element $\mathbf{x}_{\text {bot }}^{(l)}$ which passes through $\mathbf{v}$.

Definition 2.2. The global compositional complexity of type I, II, III, and IV of $s$ are, respectively, defined as

$$
\begin{aligned}
& G_{1}(s)=\frac{M\left(\mathbf{v}, \mathbf{x}_{\text {top }}^{(l)}\right)}{M\left(\mathbf{x}_{\mathrm{bot}}^{(l)}, \mathbf{v}\right)+M\left(\mathbf{v}, \mathbf{x}_{\text {top }}^{(l)}\right)}, \\
& G_{2}(s)=\frac{m\left(\mathbf{v}, \mathbf{x}_{\text {top }}^{(l)}\right)}{m\left(\mathbf{x}_{\text {bot }}^{(l)}, \mathbf{v}\right)+m\left(\mathbf{v}, \mathbf{x}_{\text {top }}^{(l)}\right)}, \\
& G_{3}(s)=\frac{F\left(\mathbf{v}, \mathbf{x}_{\text {top }}^{(l)}\right)}{F\left(\mathbf{x}_{\text {bot }}^{(l)}, \mathbf{v}\right)+F\left(\mathbf{v}, \mathbf{x}_{\text {top }}^{(l)}\right)}, \\
& G_{4}(s)=\frac{f\left(\mathbf{v}, \mathbf{x}_{\text {top }}^{(l)}\right)}{f\left(\mathbf{x}_{\text {bot }}^{(l)}, \mathbf{v}\right)+f\left(\mathbf{v}, \mathbf{x}_{\text {top }}^{(l)}\right)},
\end{aligned}
$$

where $M(\mathbf{x}, \mathbf{y}), m(\mathbf{x}, \mathbf{y}), F(\mathbf{x}, \mathbf{y})$, and $f(\mathbf{x}, \mathbf{y})$ denote the maximum-size, minimum-size, counter-lexicographic size, and lexicographic size between $\mathbf{x}$ and $\mathbf{y}$, respectively.

It is not difficult to see that when $n=4$, i.e., for nucleotide sequences, there is a small difference among the values of $G_{1}(\mathbf{v}), G_{2}(\mathbf{v}), G_{3}(\mathbf{v})$, and $G_{4}(\mathbf{v})$ for $\mathbf{v} \in P_{l, 4} . G_{1}(\mathbf{v})$ is almost identical with $G_{3}(\mathbf{v})$, and $G_{2}(\mathbf{v})$ is almost identical with $G_{4}(\mathbf{v})$ in $P_{l, 4}$. For example, $G_{1}(\mathbf{v})=G_{3}(\mathbf{v}) \approx G_{2}(\mathbf{v})=G_{4}(\mathbf{v})$ for all $\mathbf{v} \in P_{8,4}$. However, for protein sequences in this case $n=20$, there is a big difference among the values of $G_{1}(\mathbf{v}), G_{2}(\mathbf{v}), G_{3}(\mathbf{v})$, and $G_{4}(\mathbf{v})$. Making a comparison among these four types of complexity values, we can gain different insights into compositional bias of protein sequences [22].

## 3. Algorithm to compute the maximum length between a comparable pair

We present in this section an efficient algorithm to find the maximum length of a comparable pair, which is the key to calculating global compositional complexity functions defined in Section 2.5.

### 3.1. ND-paths

For $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $P_{l, n}$, the conjugate of an element $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $P_{l, n}$ is the element $\mathbf{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)$, where $x_{k}^{*}$ denotes the number of $x_{i}$ that are greater than or equal to the integer $k[12,15]$. An $N$-path is a series of $N$-shifts, and a $D$-path is a series of $D$-shifts [12,14]. In the partition lattice $P_{8,4}$, for example, $(5,2,1,0) \prec(5,3,0,0) \prec(6,2,0,0)$ is an $N$-path, while $(5,1,1,1) \prec(5,2,1,0)$ is a $D$-path. $(4,2,2,0)$ is the conjugate of $(3,3,1,1)$ and $(4,2,1,1)$ is the conjugate of itself.

A chain $\mathbf{y}=\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \cdots \succ \mathbf{y}^{(r-1)} \succ \mathbf{y}^{(r)}=\mathbf{x}$ is an ND-path if there exists an integer $k$ with $0 \leqslant k \leqslant r$ such that $\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \cdots \succ \mathbf{y}^{(k)}$ is an $N$-path and $\mathbf{y}^{(k)} \succ \cdots \succ \mathbf{y}^{(r)}$
is a $D$-path. For example, $(5,1,1,1) \prec(5,2,1,0) \prec(5,3,0,0) \prec(6,2,0,0)$ is an $N D$-path in $P_{8,4}$.

Theorem 3.1. If $C=\left\{\mathbf{y}=\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \cdots \succ \mathbf{y}^{(r-1)} \succ \mathbf{y}^{(r)}=\mathbf{x}\right\}$ is a covering chain in $P_{l, n}$, then there exists an ND-path of length $\geqslant r$ from $\mathbf{y}$ to $\mathbf{x}$.

Proof. We use induction on $r$. First, we consider the chain $\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \mathbf{y}^{(2)}$. Assume that $\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)}$ is a pure $D$-shift, and $\mathbf{y}^{(1)} \succ \mathbf{y}^{(2)}$ is a pure $N$-shift. We write $\mathbf{y}^{(i)}=\left(y_{1}^{(i)}, y_{2}^{(i)}, \ldots, y_{n}^{(i)}\right), i=0,1, \ldots, r$. First, we consider the chain $\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \mathbf{y}^{(2)}$. Thus, we have $\mathbf{y}^{(1)}=\mathbf{y}^{(0)}-\mathbf{e}_{k}+\mathbf{e}_{t}$, where $y_{k}^{(1)}=\cdots=y_{t}^{(1)}, t-k>1$, and $\mathbf{y}^{(2)}=\mathbf{y}^{(1)}-$ $\mathbf{e}_{m}+\mathbf{e}_{m+1}$, where $y_{m}^{(1)}-y_{m+1}^{(1)}>2$.

It is impossible that $k \leqslant m<t$, since $\mathbf{y}^{(2)}$ is decreasing. We must have $m<k$ or $m \geqslant t$. If $m<k-1$ or $m>t$, we construct a new element $u$ in $P_{l, n}: \mathbf{z}=\mathbf{y}^{(0)}-\mathbf{e}_{m}+\mathbf{e}_{m+1}$. Then $C^{\prime}=\left\{\mathbf{y}^{(0)} \succ \mathbf{z}\right\}$ is an $N$-path and $\mathbf{z} \succ \mathbf{y}^{(2)}$ is a $D$-shift. If $m=k-1$, then

$$
y_{k-1}^{(1)}-y_{k}^{(1)}=y_{k-1}^{(0)}-\left(y_{k}^{(0)}-1\right)>2
$$

since $\mathbf{y}^{(1)} \succ \mathbf{y}^{(2)}$ is a pure $N$-shift. We produce two new elements $\mathbf{u}$ and $\mathbf{z}$ in $P_{l, n}$ : $\mathbf{u}=\mathbf{y}^{(0)}-\mathbf{e}_{k-1}+\mathbf{e}_{k}$ and $\mathbf{z}=\mathbf{y}^{(0)}-\mathbf{e}_{k-1}+\mathbf{e}_{k+1}$. In addition, $\mathbf{y}^{(2)}=\mathbf{y}^{(0)}-\mathbf{e}_{k-1}+\mathbf{e}_{t}$. $C^{\prime}=\left\{\mathbf{y}^{(0)} \succ \mathbf{u} \succ \mathbf{z}\right\}$ is an $N$-path, and $\mathbf{z} \succ \mathbf{y}^{(2)}$ is a $D$-shift. If $m=t$, then

$$
y_{t}^{(1)}-y_{t+1}^{(1)}=\left(y_{t}^{(0)}+1\right)-y_{t+1}^{(0)}>2
$$

since $\mathbf{y}^{(1)} \succ \mathbf{y}^{(2)}$ is a pure $N$-shift. We make two new elements $\mathbf{v}$ and $\mathbf{z}$ in $P_{l, n}: \mathbf{v}=\mathbf{y}^{(0)}-$ $\mathbf{e}_{t}+\mathbf{e}_{t+1}$ and $\mathbf{z}=\mathbf{y}^{(0)}-\mathbf{e}_{t-1}+\mathbf{e}_{t+1}$. Moreover, $\mathbf{y}^{(2)}=\mathbf{y}^{(0)}-\mathbf{e}_{k}+\mathbf{e}_{t+1} . C^{\prime}=\left\{\mathbf{y}^{(0)} \succ \mathbf{v} \succ \mathbf{z}\right\}$ is an $N$-path, and $\mathbf{z} \succ \mathbf{y}^{(2)}$ is a $D$-shift. By induction, we can construct an $N D$-path $C^{\prime \prime}$ of length $\geqslant r-1$ between $\mathbf{y}$ and $\mathbf{z}$ based on the chain

$$
\mathbf{z} \succ \mathbf{y}^{(2)} \succ \cdots \succ \mathbf{y}^{(r-1)} \succ \mathbf{y}^{(r)}=\mathbf{x}
$$

of length $r-1$. Merging $C^{\prime}$ and $C^{\prime \prime}$, we finally obtain an $N D$-path of length $\geqslant r$ from $\mathbf{x}$ to $\mathbf{y}$ based on the chain $C$. This completes the proof of the theorem.

Throughout this paper, we use the following notation for a set of positive integers and a subvector defined by those integers: $[p, q]:=\{p, p+1, \ldots, q\}$ and $\mathbf{v}[p, q]:=\left(v_{p}, v_{p+1}\right.$, $\left.\ldots, v_{q}\right)$ for a vector $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$, which is called a segment of $\mathbf{v}$. For $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ $\prec \mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $P_{l, n}$, let

$$
\left\{t \mid \sigma_{t}(\mathbf{x})=\sigma_{t}(\mathbf{y})\right\}=\left\{t_{0}=0<t_{1}<t_{2}<\cdots<t_{m}\right\} .
$$

Then $\left[t_{j-1}+1, t_{j}\right]$ is called a majorizing interval of $\mathbf{x}$ and $\mathbf{y},(j=1,2, \ldots, m)$ [10]. A segment $\mathbf{y}[p, q]$ of $\mathbf{y}$ is said to be feasible [15] if $y_{i}-y_{i+1} \leqslant 1, i=p, p+1, \ldots, q-1$. For example, there are two majorizing intervals of (5, 4, 3, 3, 0, 0) and (4, 4, 4, 1, $1,1):[1,3]$ and $[4,6] .(5,4,3,3,0,0)[1,4]=(5,4,3,3)$ is a feasible segment of $(5,4$, $3,3,0,0)$.

## 3.2. $N$-realizablity and D-realizablity

For $\mathbf{x} \prec \mathbf{z} \prec \mathbf{y}$ in $P_{l, n}, \mathbf{z}$ is $N$-realizable from $\mathbf{y}$ if there exists an $N$-path from $\mathbf{y}$ to $\mathbf{z}$, and is said to be downmost $N$-realizable from $\mathbf{y}$ if in addition, for any $N$-realizable element $\mathbf{w}$ from $\mathbf{y}, \mathbf{w} \succ \mathbf{z} . \mathbf{x}$ is $D$-realizable from $\mathbf{z}$ if there exists a $D$-path from $\mathbf{z}$ to $\mathbf{x}$, and is called to be upmost D-realizable from $\mathbf{z}$ if in addition, for any $N$-realizable element $\mathbf{w}$ from $\mathbf{y}, \mathbf{w} \prec \mathbf{z}$.

Theorem 3.2. If $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \prec \mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $P_{l, n}$, then there exist the downmost $N$-realizable element $\mathbf{z}$ from $\mathbf{y}$ and the upmost $D$-realizable element $\mathbf{w}$ to $\mathbf{x}$ in $P_{l, n}$.

Proof. To prove the theorem, we give an algorithm for constructing the downmost $N$-realizable element $\mathbf{z}$ from $\mathbf{y}$ toward $\mathbf{x}$ in $P_{l, n}$. Roughly, we start from finding the leftmost $N$-shift between $\mathbf{y}$ and $\mathbf{x}$ and construct a new element $\mathbf{y}^{(1)}$ in $P_{l, n}$ based on this $N$-shift, then find the leftmost $N$-shift between $\mathbf{y}^{(1)}$ and $\mathbf{x}$ and use this $N$-shift to make a new element $\mathbf{y}^{(2)}$ in $P_{l, n}$, continue toward $\mathbf{x}$ by the leftmost $N$-shifts until no further $N$-shifts are available.

Algorithm 3.1. Given two elements $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \prec \mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $P_{l, n}$, construct the downmost $N$-realizable element $\mathbf{z}$ from $\mathbf{y}$ in $P_{l, n}$.

Step 1: Find the first positive difference $y_{k}-x_{k}$ for $k$ in $[1, n]$ and the smallest index $t$ for which $y_{t}-y_{t+1} \geqslant 2$ with $t \geqslant k$.

Step 2: Check if $[k, t]$ is not a majorizing interval of $\mathbf{x}$ and $\mathbf{y}$. If not, we construct a new element in $P_{l, n}$ as follows: $\mathbf{y}^{(1)}=\mathbf{y}-\mathbf{e}_{t}+\mathbf{e}_{t+1}$. If so, go to Step 1 to look for new $k$ using $[t+1, n]$ instead of $[1, n]$, and then find new $t$ with $t \geqslant k$.

Step 3: Check if $k=n-1$. If so, stop and output $\mathbf{z}=\mathbf{y}^{(1)}$. Otherwise, go to Step 1 substituting $\mathbf{z}$ for $\mathbf{y}$.

Proof of Theorem 3.2 (continued). We first prove that $\mathbf{z} \prec \mathbf{y}^{(1)}$. By definition, there exists an $N$-path $\mathbf{y} \succ \mathbf{z}^{(1)} \succ \cdots \succ \mathbf{z}^{(p)} \succ \mathbf{z}$ from $\mathbf{y}$ to $\mathbf{z}$. Since $\mathbf{x}[1, k-1]=\mathbf{y}[1, k-1]$, we must have that $\mathbf{x}[1, k-1]=\mathbf{z}[1, k-1]=\mathbf{y}[1, k-1]$. Note that $\mathbf{y}[k, t]$ is a feasible segment of $\mathbf{y}$. There does not exist any $N$-shift among the components of $\mathbf{y}[k, t]$. Thus, $\mathbf{x}[1, t]=\mathbf{z}[1, t]=\mathbf{y}[1, t]$. Since $y_{t}-y_{t+1} \geqslant 2, \mathbf{y}^{(1)}$ is decreasing. We distinguish two cases.

Case 1: $[k, t]$ is not a majorizing interval of $\mathbf{x}$ and $\mathbf{y}$. It is easy to verify in this case that $\mathbf{x} \prec \mathbf{y}^{(1)} \prec \mathbf{y}$. Because $t$ is the smallest index of components in $\mathbf{y}$ from which we can do an $N$-shift, we should have that $\mathbf{z}^{(1)} \prec \mathbf{y}^{(1)}$. Thus, $\mathbf{z} \prec \mathbf{y}^{(1)}$.

Case 2: $[k, t]$ is a majorizing interval of $\mathbf{x}$ and $\mathbf{y}$. We can continue to search new $k$ in $[t+1, n]$ and then find new $t$ with $t \geqslant k$. It can be dealt with as did in Case 1. Clearly, we can construct $\mathbf{y}^{(1)}$ in at most $n-1$ stages.

It is not difficult to see that $\mathbf{y}^{(1)}$ is completely determined by both $\mathbf{x}$ and $\mathbf{y}$. If $\mathbf{z} \neq \mathbf{y}^{(1)}$, we can use an $N$-shift to construct in a similar fashion a vector $\mathbf{y}^{(2)}$ from $\mathbf{y}^{(1)}$ such that $\mathbf{z} \prec \mathbf{y}^{(2)}$. Like $\mathbf{y}^{(1)}, \mathbf{y}^{(2)}$ is uniquely decided by $\mathbf{x}$ and $\mathbf{y}$. If $\mathbf{z} \neq \mathbf{y}^{(2)}$, repeating such a construction step, we obtain, in a finite number of steps, say $s(s<n)$, an $N$-path:

$$
\mathbf{y} \succ \mathbf{y}^{(1)} \succ \mathbf{y}^{(2)} \succ \cdots \succ \mathbf{y}^{(s)}=\mathbf{z}
$$

where all of $\mathbf{y}^{(1)}, \mathbf{y}^{(2)}, \ldots, \mathbf{y}^{(s)}$ are totally determined by $\mathbf{x}$ and $\mathbf{y}$. This shows the uniqueness of the downmost $N$-realizable element from $\mathbf{y}$ toward $\mathbf{x}$, which can be constructed by using Algorithm 3.1.

In a similar way, we can prove the following:
Theorem 3.3. If $\mathbf{z}$ is $N$-realizable from $\mathbf{y}$ and $\mathbf{z} \prec \mathbf{w}$ is an $N$-shift where $\mathbf{w} \prec \mathbf{y}$, then $\mathbf{w}$ is also $N$-realizable from $\mathbf{y}$. Dually, if $\mathbf{z}$ is D-realizable from $\mathbf{x}$ and $\mathbf{z} \succ \mathbf{w}$ is an $D$-shift where $\mathbf{w} \succ \mathbf{x}$, then $\mathbf{w}$ is also $D$-realizable to $\mathbf{x}$.

We denote by $\mathbf{y}_{\mathbf{x}}$ the downmost $N$-realizable element in the interval $\mathbf{x} \prec \mathbf{y}$ of $P_{l, n}$. $\underline{\mathbf{y}}_{\mathbf{x}}$ is called the "turning point". The following theorem will play crucial roles in the proof of our main result.

Theorem 3.4. Let $\mathbf{y} \succ \mathbf{w} \succ \mathbf{x}$ in $P_{l, n}$ where $\mathbf{w}$ is D-realizable to $\mathbf{x}$ and is $N$-realizable from $\mathbf{y}$. If $\mathbf{w}$ is not downmost $N$-realizable from $\mathbf{y}$, then there exists a $D$-realizable element $\mathbf{v}$ to $\mathbf{x}$ with $\mathbf{w} \succ \mathbf{v} \succ \mathbf{x}$ such that $\mathbf{w} \succ \mathbf{v}$ is an ND-shift.

Proof. It follows from $D$-realizability of $\mathbf{w}$ to $\mathbf{x}$ that there exists a $D$-path from $\mathbf{w}$ to $\mathbf{x}$ : $\mathbf{w}=\mathbf{w}^{(0)} \succ \mathbf{w}^{(1)} \succ \cdots \succ \mathbf{w}^{(t)}=\mathbf{x}$. Since $\mathbf{w}$ is not downmost $N$-realizable from $\mathbf{y}$, there is an element $\mathbf{v}$ with $\mathbf{w} \succ \mathbf{v} \succ \mathbf{x}$ such that $\mathbf{w} \succ \mathbf{v}$ is an $N$-shift: $\mathbf{v}=\mathbf{w}-\mathbf{e}_{k}+\mathbf{e}_{k+1}$. Thus,

$$
\begin{equation*}
\sigma_{k}(\mathbf{x}) \leqslant \sigma_{k}(\mathbf{v})=\sigma_{k}(\mathbf{w})-1 . \tag{3}
\end{equation*}
$$

Note that each $\mathbf{w}^{(i)} \succ \mathbf{w}^{(i+1)}$ is a $D$-shift. If $\mathbf{w} \succ \mathbf{v}$ is not an $N D$-shift, then there should be no $D$-shifts between the segments $\mathbf{w}[1, k]$ and $\mathbf{w}[k+1, n]$. Consequently, we must have that $\sigma_{k}(\mathbf{w})=\sigma_{k}\left(\mathbf{w}^{(t-1)}\right)=\cdots=\sigma_{k}\left(\mathbf{w}^{(1)}\right)=\sigma_{k}(\mathbf{x})$, which contradicts inequality (3). This means that $\mathbf{w} \succ \mathbf{v}$ is an $N D$-shift. By Theorem 3.3 and $D$-realizability of $\mathbf{w}$ to $\mathbf{x}, v$ is $D$-realizable from $\mathbf{x}$. This completes the proof.

### 3.3. The maximum length function

Now we state and prove our main result in this section, which gives a characterization of the maximum length function $M(\mathbf{x}, \mathbf{y})$ in $P_{l, n}$. We start with two definitions. By Proposition 3.1, a cover $\mathbf{y} \succ \mathbf{x}$ in $P_{l, n}$ is an $N$-shift if and only if $\sigma(\mathbf{x})-\sigma(\mathbf{y})$ is a unit vector, which is equivalent to the following:

$$
\sum_{i=1}^{n}\left(\sigma_{i}(\mathbf{x})-\sigma_{i}(\mathbf{y})\right)=\sum_{i=1}^{n}(i-1)\left(x_{i}-y_{i}\right)=1 .
$$

For convenience, we define the $N$-function $f_{N}(\mathbf{x})$ of an element $\mathbf{x}$ in $P_{l, n}$ as

$$
f_{N}(\mathbf{x})=\sum_{i=1}^{n}(i-1) x_{i} .
$$

Obviously, a cover $\mathbf{y} \succ \mathbf{x}$ in $P_{l, n}$ is an $N$-shift if and only if $f_{N}(\mathbf{x})-f_{N}(\mathbf{y})=1$. Thus, all $N$-paths between $\mathbf{y}$ and $\mathbf{x}$ (if one or more exist) in $P_{l, n}$ have the same length: $M(\mathbf{x}, \mathbf{y})=f_{N}(\mathbf{x})-f_{N}(\mathbf{y})$.

Similarly, we define the $D$-function $f_{D}(\mathbf{x})$ as

$$
f_{D}(\mathbf{x})=\sum_{k=1}^{n}(k-1) x_{k}^{*},
$$

where $\mathbf{x}^{*}=\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{n}^{*}\right)$ is the conjugate of $\mathbf{x}$. A cover $\mathbf{y} \succ \mathbf{x}$ in $P_{l, n}$ is a $D$-shift if and only if $f_{D}(\mathbf{y})-f_{D}(\mathbf{x})=1$. All $D$-paths between $\mathbf{y}$ and $\mathbf{x}$ (if one or more exist) in $P_{l, n}$ have the same length: $M(\mathbf{x}, \mathbf{y})=f_{D}(\mathbf{y})-f_{D}(\mathbf{x})$.

Theorem 3.5. If $\mathbf{x} \prec \mathbf{y}$ in $P_{l, n}$, then all ND-paths from $\mathbf{y}$ to $\mathbf{x}$ have the maximum length:

$$
\begin{equation*}
M(\mathbf{x}, \mathbf{y})=f_{N}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)-f_{N}(\mathbf{y})+f_{D}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)-f_{D}(\mathbf{x}) \tag{4}
\end{equation*}
$$

Proof. By Theorem 3.1, there exists an $N D$-path which is a maximum-length chain between $\mathbf{x}$ and $\mathbf{y}$. Let $C=\left\{\mathbf{y}=\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \cdots \succ \mathbf{y}^{(r-1)} \succ \mathbf{y}^{(r)}=\mathbf{x}\right\}$ be such an NDpath, where $\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \cdots \succ \mathbf{y}^{(t)}$ is an $N$-path and $\mathbf{y}^{(t)} \succ \cdots \succ \mathbf{y}^{(r)}$ is a $D$-path. By the definition of $\underline{\mathbf{y}}_{\mathrm{x}}$, we must have $\underline{\mathbf{y}}_{\mathbf{x}} \prec \mathbf{y}^{(t)}$. By Theorem 3.4, if $\mathbf{y}^{(t)} \neq \underline{\mathbf{y}}_{\mathbf{x}}$, then there exists a $D$-realizable element $\mathbf{w}^{(1)}$ to $\mathbf{x}$ such that $\mathbf{y}^{(t)} \succ \mathbf{w}^{(1)} \succ \mathbf{x}$, and $\mathbf{y}^{(t)} \succ \mathbf{w}^{(1)}$ is an ND-shift. By induction on $M\left(\underline{\mathbf{y}}_{\mathbf{x}}, \mathbf{y}^{(t)}\right)$, we con construct a chain: $\mathbf{y}^{(t)} \succ \mathbf{w}^{(1)} \succ \cdots \succ \mathbf{w}^{(p-1)} \succ \mathbf{w}^{(p)}$ $=\underline{\mathbf{y}}_{\mathrm{x}}$, which is both $\underline{\mathrm{x}}^{\mathbf{x}} D$-path and an $N$-path. Hence,

$$
p=f_{D}\left(\mathbf{y}^{(t)}\right)-f_{D}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)=f_{N}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)-f_{N}\left(\mathbf{y}^{(t)}\right)
$$

Noting that any two $D$-paths from $\mathbf{y}^{(t)}$ to $\mathbf{x}$ have the same length, we obtain

$$
\begin{aligned}
f_{D}\left(\mathbf{y}^{(t)}\right)-f_{D}(\mathbf{x}) & =p+\left(f_{D}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)-f_{D}(\mathbf{x})\right) \\
& =f_{N}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)-f_{N}\left(\mathbf{y}^{(t)}\right)+f_{D}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)-f_{D}(\mathbf{x})
\end{aligned}
$$

Thus, the length of $C$ is

$$
\begin{aligned}
M(\mathbf{x}, \mathbf{y}) & =f_{N}\left(\mathbf{y}^{(t)}\right)-f_{N}(\mathbf{y})+f_{D}\left(\mathbf{y}^{(t)}\right)-f_{D}(\mathbf{x}) \\
& =f_{N}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)-f_{N}(\mathbf{y})+f_{D}\left(\underline{\mathbf{y}}_{\mathbf{x}}\right)-f_{D}(\mathbf{x})
\end{aligned}
$$

This completes the proof.

### 3.4. Algorithm design

Based on Theorem 3.5, we have the following incremental algorithm for constructing a maximum-length chain between $\mathbf{x} \prec \mathbf{y}$ in $P_{l, n}$.

Algorithm 3.2. Given two elements $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \prec \mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $P_{l, n}$, construct an $N D$-path between $\mathbf{y}$ and $\mathbf{x}$, and calculate the maximum length $M(\mathbf{x}, \mathbf{y})$.

Step 1: Begin from $\mathbf{y}$ and continue toward $\mathbf{x}$ by leftmost $N$-shifts, according to Algorithm 3.1, until no further $N$-shifts are available. This appears whenever the "turning point" $\underline{\mathbf{y}}_{\mathbf{x}}$ is reached. We obtain an $N$-path:

$$
\mathbf{y}=\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \cdots \succ \mathbf{y}^{(t)}=\underline{\mathbf{y}}_{\mathbf{x}} .
$$

Step 2: Continue from $\underline{\mathbf{y}}_{\mathbf{x}}$ to $\mathbf{x}$ by leftmost $D$-shifts. We get a $D$-path:

$$
\underline{\mathbf{y}}_{\mathbf{x}}=\mathbf{y}^{(t)} \succ \mathbf{y}^{(t+1)} \succ \cdots \succ \mathbf{y}^{(r)}=\mathbf{x}
$$

and thus we obtain an $N D$-path from $\mathbf{y}$ to $\mathbf{x}$ :

$$
\mathbf{y}=\mathbf{y}^{(0)} \succ \mathbf{y}^{(1)} \succ \cdots \succ \underline{\mathbf{y}}_{\mathbf{x}} \cdots \succ \mathbf{y}^{(r-1)} \succ \mathbf{y}^{(r)}=\mathbf{x} .
$$

Step 3: Compute the value of $M(\mathbf{x}, \mathbf{y})$ by the formula (4).
For example, to construct an $N D$-path between $(4,3,0,0)$ and $(2,2,2,1)$ and to calculate the maximum length $M((2,2,2,1),(4,3,0,0))$ in the partition lattice $P_{8,4}$, we firstly produce an $N$-path starting from ( $4,3,0,0$ ):

$$
(4,3,0,0) \succ(4,2,1,0) \succ(3,3,1,0) \succ(3,2,2,0) \succ(3,2,1,1),
$$

where ( $3,2,1,1$ ) is the downmost $N$-realizable element (turning point) from (4, 3, 0, 0). Then, we make a $D$-path starting from $(3,2,1,1)$ :

$$
(3,2,1,1) \succ(2,2,2,1) .
$$

Finally, we obtain an $N D$-path from $(4,3,0,0)$ to $(2,2,2,1)$ :

$$
(4,3,0,0) \succ(4,2,1,0) \succ(3,3,1,0) \succ(3,2,2,0) \succ(3,2,1,1) \succ(2,2,2,1),
$$

and calculate the maximum length:

$$
M((2,2,2,1),(4,3,0,0))=5
$$

We now turn to computational complexity analysis of Algorithms 3.1 and 3.2. Note that for a given alphabet $\mathbf{A}, n$ is fixed (usually, $n=4$ or 20 ) in biological applications. Step 1 and 2 in Algorithm 3.2 for finding the leftmost $N$-shift require $\mathrm{O}(1)$ time and space. To analyze Step 3 and the loop in Algorithm 3.2, we consider the worst case which occurs when $\mathbf{y}=X_{\max }^{(l)}$ and $\mathbf{x}=X_{\min }^{(l)}$. Let $X$ denote the turning point (downmost $N$-realizable element) in the interval $X_{\min }^{(l)} \prec X_{\text {max }}^{(l)}$. Step 3 and the loop in Algorithm 3.2 for constructing $X$ requires $f_{N}(X)$ stages. We will find a simple expression for $f_{N}(X)$. To this end, we write

$$
l=p n+\frac{q(q+1)}{2}+t
$$

where $p, q$, and $t$ are nonnegative integers, and $0 \leqslant t \leqslant q<n$. Then

$$
X=(p, p, \ldots, p)+(q, q-1, \ldots, t, t, t-1, \ldots, 2,1,0, \ldots, 0) .
$$

For example, the turning point in $P_{7,4}$ is $(3,2,2,1)$ and we have $p=1, q=2$, and $t=1$ in this case.

By an elementary calculation, we have

$$
f_{N}(X)=\frac{1}{2} p n(n-1)-\frac{1}{2}(q-t)(q-t+1)-\frac{1}{3} q(q-1)(q-2)<\frac{1}{2} n l .
$$

Therefore, we obtain the following:

Theorem 3.6. Algorithm 3.2 requires $\mathrm{O}(l)$ time and space to calculate the maximum length between a comparable pair in $P_{l, n}$.

Similarly, we have the following theorem:
Theorem 3.7. Algorithm 3.2 requires $\mathrm{O}(l)$ time and space to construct a maximumlength chain between a comparable pair in $P_{l, n}$.

Recall that the determination of the state vector of a sequence $S$ in $\mathbf{A}^{l}$ requires $\mathrm{O}(l)$ time and space. Thus, Algorithm 3.2 is fully efficient in the sense that the computation of the maximum length is of the same order of computational complexity $\mathrm{O}(l)$ as the determination of the state vector.

## 4. Sizes of covering chains

As mentioned in Section 2.5, there are four typical chains between a comparable pair in the partition lattice $P_{l, n}$ : the longest chain, the shortest chain, the lexicographic chain, and the counter-lexicographic chain. We have developed an algorithm for calculating the size of the longest chain in Section 3. In this section, we will present efficient algorithms for computing the sizes of other three types of chains.

### 4.1. Maximum-size chain and minimum-size chain

For $\mathbf{x} \prec \mathbf{y} \in P_{l, n}$, using the leftmost pure $N$-shift first search, Algorithm 3.2 can be compactly rewritten as the following two-step algorithm to find the maximum size from $\mathbf{y}$ to $\mathbf{x}$.

Algorithm 4.1. Given two elements $\mathbf{x} \prec \mathbf{y}=\mathbf{y}^{(1)}$ in $P_{l, n}$, calculate the maximum size $M(\mathbf{x}, \mathbf{y})$.

Step 1: Check if there exists an $N$-shift in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$. If so, find the leftmost $N$-shift in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ and construct a new element $\mathbf{y}^{(2)}$ in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ based on this $N$-shift. Otherwise, find the leftmost $D$-shift in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ and construct a new element $\mathbf{y}^{(2)}$ in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ based on this $D$-shift.

Step 2: Check if $\mathbf{y}^{(2)}=\mathbf{x}$. If so, stop and output $M(\mathbf{x}, \mathbf{y})=2$. Otherwise, go to Step 1 and continue toward $\mathbf{x}$ by Step 1 until $\mathbf{y}^{(r)}=\mathbf{x}$. Then, stop and output $M(\mathbf{x}, \mathbf{y})=r$.

Similarly, using the rightmost pure $D$-shift first search, we can devise an algorithm to find the minimum size of a comparable pair in $P_{l, n}$.

Algorithm 4.2. Given two elements $\mathbf{x} \prec \mathbf{y}=\mathbf{y}^{(1)}$ in $P_{l, n}$, calculate the minimum size $m(\mathbf{x}, \mathbf{y})$.

Step 1: Check if there exists a pure $D$-shift in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$. If so, find the rightmost pure $D$-shift in $L_{\mathbf{x}}(\mathbf{y})$ and construct a new element $\mathbf{y}^{(2)}$ in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ based on this $D$-shift. Otherwise, find the rightmost $N$-shift in $L_{\mathbf{x}}(\mathbf{y})$ and construct a new element $\mathbf{y}^{(2)}$ in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ based on this $N$-shift.

Step 2: Check if $\mathbf{y}^{(2)}=\mathbf{x}$. If so, stop and output $m(\mathbf{x}, \mathbf{y})=2$. Otherwise, go to Step 1 and continue toward $\mathbf{x}$ by Step 1 until $\mathbf{y}^{(r)}=\mathbf{x}$. Then, stop and output $m(\mathbf{x}, \mathbf{y})=r$.

We have showed in the previous section that there is a "turning point" in any longest chain between $\mathbf{x}$ and $\mathbf{y}$ generated by Algorithm 3.2 or Algorithm 4.1. However, there does not exist in general an intermediate point, similar to the "turning point", in the shortest chain between $\mathbf{x}$ and $\mathbf{y}$ generated by Algorithm 4.2.

### 4.2. L-chain and CL-chain

It is easy to find the relationship among the $L$-chain, the $C L$-chain, and shifts. In fact, the rightmost shift in $\mathbf{y}$ toward $\mathbf{x}$ produces the the largest child of $\mathbf{y}$, while the leftmost shift in $\mathbf{y}$ toward $\mathbf{x}$ always makes the the smallest child of $\mathbf{y}$. Thus, using the rightmost shift-first search and the leftmost shift-first search, we have two algorithms for computing the lexicographic size and the counter-lexicographic size between a comparable pair in the partition lattice, respectively.

Algorithm 4.3. Given two elements $\mathbf{x} \prec \mathbf{y}=\mathbf{y}^{(1)}$ in $P_{l, n}$, calculate the lexicographic size $F(\mathbf{x}, \mathbf{y})$.

Step 1: Find the rightmost shift ( $N$-shift or $D$-shift) in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ and construct a new element $\mathbf{y}^{(2)}$ in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ based on such shift.

Step 2: Check if $\mathbf{y}^{(2)}=\mathbf{x}$. If so, stop and output $f(\mathbf{x}, \mathbf{y})=2$. Otherwise, go to Step 1 and continue toward $\mathbf{x}$ by Step 1 until $\mathbf{y}^{(r)}=\mathbf{x}$. Then, stop and output $f(\mathbf{x}, \mathbf{y})=r$.

Algorithm 4.4. Given two elements $\mathbf{x} \prec \mathbf{y}=\mathbf{y}^{(1)}$ in $P_{l, n}$, calculate the counter-lexicographic size $f(\mathbf{x}, \mathbf{y})$.

Step 1: Find the leftmost shift ( $N$-shift or $D$-shift) in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ and construct a new element $\mathbf{y}^{(2)}$ in $L_{\mathbf{x}}\left(\mathbf{y}^{(1)}\right)$ based on such shift.

Step 2: Check if $\mathbf{y}^{(2)}=\mathbf{x}$. If so, stop and output $F(\mathbf{x}, \mathbf{y})=2$. Otherwise, go to Step 1 and continue toward $\mathbf{x}$ by Step 1 until $\mathbf{y}^{(r)}=\mathbf{x}$. Then, stop and output $F(\mathbf{x}, \mathbf{y})=r$.

### 4.3. Computational complexity analysis

For a comparable pair $\mathbf{x} \prec \mathbf{y}$ in $P_{l, n}$, we have

$$
m(\mathbf{x}, \mathbf{y}) \leqslant f(\mathbf{x}, \mathbf{y}) \leqslant F(\mathbf{x}, \mathbf{y}) \leqslant M(\mathbf{x}, \mathbf{y})
$$

Obviously, there exists a unique $L$-chain and a unique $C L$-chain between $\mathbf{x}$ and $\mathbf{y}$. There may be many maximum-size chains and many minimum-size chains between $\mathbf{x}$ and $\mathbf{y}$, particularly for larger $n$ and $l$.

We now turn to computational complexity analysis of Algorithms 4.1-4.4. In a similar way as in the proof of linearity of Algorithm 3.2 in the previous section, we can prove the following theorem:

Theorem 4.1. Algorithms 4.1-4.4 run in $\mathrm{O}(l)$ time and space for a fixed $n$.
Algorithms 4.1-4.4 are very efficient, and the best possible algorithms in the sense that $\mathrm{O}(l)$ is a lower bound for any algorithm which solves these problems. Note that
the order digram of $P_{l, n}$ is a circle-free and triangle-free directed graph whose vertex number is $p_{n}(l)$. Little information is know about finding the longest path between two vertices in a general directed graph. Traditionally the shortest path problem has received most attention. In fact, many algorithms have been proposed that compute the shortest path information probabilistically fast, over a large class of directed graphs. The best computational complexity bound so far is $\mathrm{O}\left(v^{2} \log v\right)$ expected time, due to Moffat and Takaoka, where $v$ is the number of vertices of the given directed graph. If we directly apply Moffat and Takaoka's graph algorithm to calculating the minimumsize of a comparable pair in $P_{l, n}$, it runs in time $\mathrm{O}\left(p_{n}^{2}(l) \log \left(p_{n}(l)\right)\right)$. According to the asymptotic estimate formula (3), Moffat and Takaoka's shortest path algorithm in this case requires $\mathrm{O}\left((l+n)^{2(n-1)} \log (l+n)\right)$ time, whose computational complexity is much higher than that of our Algorithm 4.2.
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