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Abstract

The aim of the paper is the construction and the analysis of nonlinear and non-separable multiscale representations for multivariate functions defined using a non-diagonal dilation matrix $M$. We show that a function in $L^p$ or Besov spaces can be characterized by means of its multiscale representation. We also study the stability of these representations, a key issue to design adaptive algorithms.
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1. Introduction

A multiscale representation of an abstract object $v$ (e.g. the image intensity function) is defined as $\mathcal{M}v := (v^0, d^0, d^1, d^2, \ldots)$, where $v^0$ is the coarsest approximation of $v$ in some sense and $d^j$, with $j \geq 0$, are additional detail coefficients representing the fluctuations between two successive levels. Several strategies exist to build such representations which are basically linear or nonlinear. The most popular type of linear analysis is the wavelet decomposition. The approximation properties of wavelet bases and their use in image processing are now well understood (see [6,16] for details). Although wavelet bases are optimal to represent univariate...
functions, this is no longer true in the multivariate case such as for the image intensity function where an efficient representation of singularities requires a special treatment.

Overcoming this “curse of dimensionality” for wavelet basis was in the past decade the subject of active research. Several strategies have been developed from the wavelet theory for that purpose. On the one hand, linear representations based on frames adapted to the geometry have been proposed among which are the curvelets transform [3] or the directionlets transform [7] and, on the other hand, nonlinear analyses such as the bandlets transform [14] or the discrete framework of Harten [10,11]. All these approaches allow for a better treatment of singularities and consequently lead to better approximation results.

The specificity of the Harten’s framework is that, in spite it is nonlinear it still uses a multiresolution approach, which makes it very relevant for progressive transmission of data. The applications of that framework to image processing are numerous: let us mention some of these works in image compression [2,1,4]. In all these approaches, the analysis of multivariate functions is carried out using tensor-product representations which are known to be not optimal.

We propose, in the present paper, to analyze a new kind of nonlinear and non-separable multiscale representations based on an extension on the Harten’s framework to the multivariate setting. In these representations, the scales are associated to a non-diagonal dilation matrix $M$. The use of a non-diagonal dilation matrix is motivated by better image compression performance [5,15]. Since, in the proposed framework, the details are computed adaptively, the multiscale representations are completely nonlinear and are no more equivalent to a change of basis. To study these representations, we develop some new analysis tools. In particular, we generalize to the non-separable case the existing results on smoothness and stability of the multiscale representations that were obtained using a tensor-product approach [17]. We prove that these non-separable representations give the same approximation order as for wavelet bases. These thus allow to cope up with the deficiencies of wavelet bases without loosing the approximation order. More precisely, in this paper, we study the characterization of functions in $L^p$ and Besov spaces using the nonlinear multiscale representation.

The outline of the paper is the following. After having introduced the nonlinear and non-separable multiscale representations we will study, we give a practical illustration of their potential use for image representation and compression. Extending the results of [17], we first characterize multivariate functions belonging to some Besov or $L^p$ spaces by means of the coefficients of their nonlinear multiscale representation (Sections 4 and 5). We then study the stability of these representations in Section 6.

2. Multiscale representations on $\mathbb{R}^d$

For the reader convenience, we recall the construction of linear multiscale representations based on multiresolution analysis (MRA). To this end, let $M$ be a $d \times d$ dilation matrix, which is invertible, integer-valued and satisfies $\lim_{n \to \infty} M^{-n} = 0$. For the rest of the paper, $M$ will denote a dilation matrix and $m$ will stand for $|\det(M)|$.

**Definition 1.** A multiresolution analysis of an Hilbert space $V$ is a sequence $(V_j)_{j \in \mathbb{Z}}$ of closed subspaces of $V$ satisfying the following properties:

1. The subspaces are embedded: $V_j \subset V_{j+1}$
2. $f \in V_j$ if and only if $f(M.) \in V_{j+1}$
3. $\bigcup_{j \in \mathbb{Z}} V_j = V$
4. \( \cap_{j} V_{j} = \{0\} \).

5. There exists a compactly supported function \( \varphi \in V_{0} \) such that the family \( \{\varphi(\cdot - k)\}_{k \in \mathbb{Z}^{d}} \) forms a Riesz basis of \( V_{0} \).

The function \( \varphi \) is called the scaling function. Since \( V_{0} \subset V_{1} \), \( \varphi \) satisfies the following equation:

\[
\varphi = \sum_{k \in \mathbb{Z}^{d}} g_{k} \varphi(M \cdot - k), \quad \text{with} \quad \sum_{k} g_{k} = m. \tag{1}
\]

To get the approximation of a given function \( v \) at level \( j \), we consider a compactly supported function \( \tilde{\varphi} \) dual to \( \varphi \) (i.e. for all \( k, n \in \mathbb{Z}^{d} \langle \tilde{\varphi}(\cdot - n), \varphi(\cdot - k) \rangle = \delta_{n,k} \)), where \( \delta_{n,k} \) denotes the Kronecker symbol and \( \langle \cdot, \cdot \rangle \) the inner product on \( V \), which also satisfies a scaling equation

\[
\tilde{\varphi} = \sum_{k \in \mathbb{Z}^{d}: \|k\|_{\infty} \leq P} \tilde{h}_{k} \tilde{\varphi}(M \cdot - k), \quad \text{with} \quad \sum_{k} \tilde{h}_{k} = m. \tag{2}
\]

The approximation \( v_{j} \) of \( v \) we consider is then obtained by projection of \( v \) on \( V_{j} \) as follows:

\[
v_{j} = \sum_{k \in \mathbb{Z}^{d}} v_{k}^{j} \varphi(M^{j} \cdot - k), \tag{3}
\]

where

\[
v_{k}^{j} = \int v(x)m^{j} \tilde{\varphi}(M^{j}x - k)dx, \quad k \in \mathbb{Z}^{d}. \tag{4}
\]

Because \( \tilde{\varphi} \) is compactly supported, one can deduce that \( \{v_{k}^{j}\}_{k \in \mathbb{Z}^{d}} \) is associated to the locations \( \Gamma^{j} := \{M^{-j}k, k \in \mathbb{Z}^{d}\} \). Multiscale representations based on specific choices for \( \tilde{\varphi} \) are commonly used in image processing and numerical analysis. We mention two of them: the first one is the point-values case obtained when \( \tilde{\varphi} \) is the Dirac distribution and the second one is the cell average case obtained when \( \tilde{\varphi} \) is the indicator function on some domain of \( \mathbb{R}^{d} \). In the theoretical study that follows, we assume that the data \( v^{j} \) are obtained through a projection of a functional \( v \) as in (4).

A strategy to build nonlinear multiscale representations in that multiresolution context is to follow the approach of A. Harten introduced in [10], which we now recall. The approach is based on the definition of two inter-scale discrete operators: the projection operator \( P_{j-1}^{j} \) and the prediction operator \( P_{j-1}^{j-1} \).

The projection operator \( P_{j-1}^{j} \) acts from fine to coarse levels, that is, \( v^{j-1} = P_{j-1}^{j} v^{j} \). This operator is assumed to be linear. In our multiresolution framework, the projection operator is completely characterized by the function \( \tilde{\varphi} \). Namely, considering the representation of \( v_{k}^{j} \) given by (4) and, in view of (2), we may write the projection operator as follows:

\[
v_{k}^{j-1} = m^{-1} \sum_{\|n\|_{\infty} \leq P} \tilde{h}_{n} v_{Mk+n}^{j} = m^{-1} \sum_{\|n-Mk\|_{\infty} \leq P} \tilde{h}_{n-Mk} v_{n}^{j} := (P_{j-1}^{j} v^{j})_{k}. \tag{5}
\]

The prediction operator \( P_{j-1}^{j-1} \) acts from coarse to fine levels. It computes the following ‘approximation’ \( \hat{v}^{j} \) of \( v^{j} \) from the vector \( \{v_{k}^{j-1}\}_{k \in \mathbb{Z}^{d}} \):

\[
\hat{v}^{j} = P_{j-1}^{j-1} v^{j-1}.
\]
This operator will be *nonlinear*. Besides, we assume that these operators satisfy the *consistency* property:

\[ P_{j-1}^j P_j^{j-1} = I, \]  

(i.e., the projection of \( \hat{v}^j \) coincides with \( v^{j-1} \)). Having defined the prediction error \( e^j := v^j - \hat{v}^j \), we obtain a redundant representation of vector \( v^j \):

\[ v^j = \hat{v}^j + e^j. \]  

By the *consistency* property, one has

\[ P_{j-1}^j e^j = P_{j-1}^j v^j - P_{j-1}^j \hat{v}^j = v^{j-1} - v^{j-1} = 0. \]

Hence, \( e^j \in \text{Ker}(P_{j-1}^j) \). Using a basis of this kernel, we write the error \( e^j \) in a non-redundant way and then get the detail vector \( d^{j-1} \). The data \( v^j \) is thus completely equivalent to the data \((v^{j-1}, d^{j-1})\). In practice, this non-redundancy amounts to the fact that the size of the data is preserved through the decomposition. In spite this non-redundancy property is not essential for the theoretical part that follows, it is essential in applications such as image compression. In [12], redundant multiscale representation based on frames is proposed. This approach follows the same multiscale structure as Harten’s. Because it preserves the main properties of linear decompositions it can characterize all smoothness spaces that are isotropic such as Besov and Triebel–Lizorkin spaces. In spite redundancy is among the best way to achieve sparsity, it does not, at the present time, leads to good compression rates. For that reason, we will focus in the present paper on non-redundant and adaptive multiscale representations.

Iterating the proposed nonlinear process from the initial data \( v^J \), we obtain its *nonlinear multiscale representation*

\[ \mathcal{M}v^J = (v^0, d^0, \ldots, d^{J-1}). \]  

Assuming the consistency property, we are able to write \( e^j = Ed^{j-1} \), where \( E \) is a matrix made of the basis vectors of \( \text{Ker}(P_{j-1}^j) \) (by construction these are independent of \( j \)). This leads to:

\[ v^j = \hat{v}^j + Ed^{j-1}. \]  

Since the details are computed adaptively, the underlying multiscale representation is nonlinear and no more equivalent to a change of basis. Moreover, as the discrete setting used here is not based on the study of scaling equations as for wavelet basis, the results from the wavelet theory cannot be directly used in our analysis.

To define the type of prediction operators \( P_{j-1}^j \) that we will use, we consider the following class of subdivision rules:

**Definition 2.1.** A data dependent subdivision rule is an operator-valued function \( S \) which associates to each \( w \in \ell^\infty(\mathbb{Z}^d) \) a linear operator \( S(w) \) defined by a rule of type:

\[ (S(w)u)_k := \sum_{l \in \mathbb{Z}^d} a_{k-Ml}(w)u_l, \quad k \in \mathbb{Z}^d, \]  

where

\[ \exists K > 0 \quad \text{s. t. } a_{k-Ml}(w) = 0 \text{ if } \lVert k - Ml \rVert_\infty > K, \]  

(11)
\[ \exists C > 0 \quad \text{s. t.} \forall w \in \ell^\infty(\mathbb{Z}^d) \quad \forall k, l \in \mathbb{Z}^d \quad |a_{k-Ml}(w)| < C. \quad (12) \]

**Remark 2.1.** From (12) it immediately follows that for any \( p \geq 1 \) the norms \( \|S(w)\|_{\ell^p(\mathbb{Z}^d) \rightarrow \ell^p(\mathbb{Z}^d)} \) are bounded independently of \( w \).

The prediction operator we will use is then defined by

\[ \hat{v}^j = P^j_{1-1}v^{j-1} := S(v^{j-1})v^{j-1}. \quad (13) \]

Due to the last equality, the prediction operator will be called *data dependent* prediction operator.

If for all \( k, l \in \mathbb{Z}^d \) and all \( w \in \ell^\infty(\mathbb{Z}^d) \) we put \( a_{k-Ml}(w) = g_{k-Ml} \), where \( g_{k-Ml} \) is defined by the scaling Eq. (1), we get the so-called *linear* prediction operator:

\[ (\tilde{S}v^j)_{k} := \sum_{l} g_{k-Ml}v_{l}^j, \quad (14) \]

In the general case, the *data dependent* prediction operator \( P^j_{1-1} \) can be viewed as a perturbation of the linear prediction operator due to the *consistency* property.

A polynomial \( q \) of degree \( N \) is defined as a linear combination \( q(x) = \sum_{|n| \leq N} c_{n}x^{n} \). Let us denote by \( \Pi_{N} \) the linear space of polynomials of degree \( N \). For what follows, we need to introduce the notion of polynomial reproduction for *data dependent* subdivision rules:

**Definition 2.2.** We say that a data dependent subdivision rule \( S \) reproduces polynomials of degree \( N \) if for any \( w \in \ell^\infty(\mathbb{Z}^d) \) and any \( u \in \ell^\infty(\mathbb{Z}^d) \) such that \( u_{k} = p(k) \forall k \in \mathbb{Z}^d \) for some \( p \in \Pi_{N} \), we have:

\[ (S(w)u)_{k} = p(M^{-1}k) + q_{w}(k), \]

where \( q_{w} \) is a polynomial depending on \( w \) such that \( \deg(q_{w}) < \deg(p) \). If \( q_{w} = 0 \), for all \( w \in \ell^\infty(\mathbb{Z}^d) \), we say that \( S \) exactly reproduces polynomials of degree \( N \).

**Remark 2.2.** Note that the polynomial reproduction for \( \tilde{S} \) is the same as for *data dependent* subdivision rules replacing \( S(w) \) by \( \tilde{S} \) and \( q_{w} \) by \( q \) in **Definition 2.2**.

3. Illustration of the nonlinear and non-separable multiscale framework for image representation

In this section, we illustrate on an example the potential interest of using a nonlinear and non-separable multiscale framework for image representation. The interested reader may consult [5,15] for other illustrations. The dilation matrix we use here is the quincunx matrix defined by:

\[ M = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \]

whose coset vectors are \( \epsilon_0 = (0, 0)^T \) and \( \epsilon_1 = e_1 \). The coset vectors of \( M \) define a partition of \( \mathbb{Z}^2 \) since \( \mathbb{Z}^2 = \bigcup_{i=0}^{m-1} \{ Mk + \epsilon_i, k \in \mathbb{Z}^2 \} \).

In what follows, we define an interpolatory nonlinear multiscale representation which implies that the data to approximate are \( v_{k}^{j} = v(M^{-j}k) \). The consistency property amounts, in that case, to \( v_{MK}^{j} = v_{K}^{j-1} = v(M^{-j}(MK)) \). Due to the partition of \( \mathbb{Z}^2 \) induced by the coset vectors, we
only need to predict \(v(M^{-j}(Mk + e_1))\). To do so, we consider four polynomials of degree 1 (i.e. \(a + bx + cy\)) interpolating \(v^{j-1}\) on the following stencils defined on the grid \(\Gamma^{j-1}\) (corresponding to the locations of \(v^{j-1}\), see Section 2 for the definition of \(\Gamma^{j-1}\)):

\[
\begin{align*}
V_k^{j,1} &= M^{-j+1}\{k, k + e_1, k + e_2\} \\
V_k^{j,2} &= M^{-j+1}\{k, k + e_1, k + e_1 + e_2\} \\
V_k^{j,3} &= M^{-j+1}\{k + e_1, k + e_2, k + e_1 + e_2\} \\
V_k^{j,4} &= M^{-j+1}\{k + e_2, k + e_1 + e_2\},
\end{align*}
\]

and we then define the prediction of \(v(M^{-j}(Mk + e_1))\) as the value of one of these polynomials at \(M^{-j}(Mk + e_1)\). As, in that particular case, \(M^{-j}(Mk + e_1)\) is the center of the cell \(Q_k^{j-1} := M^{-j+1}\{k, k + e_1, k + e_2, k + e_1 + e_2\}\), there is only two potential candidates for prediction:

\[
\begin{align*}
\hat{v}_k^{j,1} &= \frac{1}{2}(v_k^{j-1} + v_{k+e_1+e_2}^{j-1}) \\
\hat{v}_k^{j,2} &= \frac{1}{2}(v_k^{j-1} + v_{k+e_1+e_2}^{j-1}).
\end{align*}
\]  

(15)

(16)

To define the data dependent prediction operator in that context, we need a decision rule to determine which of these potential values to use. This is done by considering the following quantity:

\[
C^j(k) = \arg\min(|v_{k+e_1}^{j-1} - v_k^{j-1}|, |v_k^{j-1} - v_{k+e_2}^{j-1}|).
\]

When \(C^j(k) = 1\) (resp. 2), the prediction (16) (resp. (15)) is used. The motivation to determine the prediction operator this way can be better understood when one studies how it operates close to an edge. Indeed, when an edge intersects the cell \(Q_k^{j-1}\), several cases may happen:

1. Either the edge intersects \([M^{-j+1}k, M^{-j+1}(k+e_1+e_2)]\) and \([M^{-j+1}(k+e_1), M^{-j+1}(k+e_2)]\) in which case no direction is favored.
2. Or the edge intersects \([M^{-j+1}k, M^{-j+1}(k+e_1+e_2)]\) or \([M^{-j+1}(k+e_1), M^{-j+1}(k+e_2)]\), in which case the prediction is made using the extremities of the segment which is not intersected by the edge.

When \(Q_k^{j-1}\) is not intersected by an edge, the gain between choosing one direction or the other is negligible and, in that case, we will apply predictions (15) and (16) successively (which corresponds to the application of the linear prediction operator associated to the bidimensional hat function \(\varphi\)). It thus remains to determine when a cell is intersected by an edge. The locations \(M^{-j}k\) of these cells, called edge-cells, are determined by the following condition:

\[
\begin{align*}
\arg\min(|v_k^{j-1} - v_{k-e_1-e_2}^{j-1}|, |v_k^{j-1} - v_{k+e_1+e_2}^{j-1}|, |v_k^{j-1} - v_{k+e_1+e_2}^{j-1} - v_{k+e_1+e_2}^{j-1}|, |v_k^{j-1} - v_{k+e_1+e_2}^{j-1} - v_{k+e_1+e_2}^{j-1}|) = 2 & \text{ or,} \\
\arg\min(|v_k^{j-1} - v_{k+e_1+e_2}^{j-1} - v_{k+e_1+e_2}^{j-1}|, |v_k^{j-1} - v_{k+e_1+e_2}^{j-1} - v_{k+e_1+e_2}^{j-1}|) = 2
\end{align*}
\]

This means the first order differences are locally maximum in the direction of prediction. Having defined \(\hat{v}_k^{j,1}\), we can compute the prediction error \(d_{Mk+e_1}^{j-1} = v_k^{j,1} - \hat{v}_k^{j,1}\).

Now, assume that \(v^j\) corresponds to an \(N \times N\) image with \(N = 2^J\) and \(J\) even, then \(d^{j-1}\) and \(v^{j-1}\) (defined in (8)) both correspond to \(2^{J-1} \times 2^J\) matrices of coefficients (since \(v^{j-1}\) are associated to the locations \([M^{-j}(Mk), k \in \mathbb{Z}^2]\), and \(d^{j-1}\) to the locations \([M^{-j}(Mk + e_1), k \in \mathbb{Z}^2]\)).
Having computed $d^{J-1}$ we apply on it the just defined prediction algorithm to obtain a low (resp. high) pass version $\tilde{d}^{J-1}$ (resp. $\bar{d}^{J-1}$) of $d^{J-1}$. These sets $\tilde{d}^{J-1}$ and $\bar{d}^{J-1}$ can be rearranged in two $2^{J-1} \times 2^{J-1}$ matrices of coefficients. Similarly, we apply the algorithm on $v^{J-1}$ to obtain $(v^{J-2}, d^{J-2})$. These sets both correspond to $2^{J-1} \times 2^{J-1}$ matrices of coefficients. This algorithm thus replaces the $N \times N$ matrix corresponding to $v^{J}$ by four matrices of size $\frac{N}{2} \times \frac{N}{2}$ corresponding to the sets of coefficients $v^{J-2}, d^{J-2}, \tilde{d}^{J-1}$ and $\bar{d}^{J-1}$. Iterating the decomposition on $v^{J-2}$ we obtain the same kind of representation as with an orthogonal wavelet decomposition.

It is well known that, in general, the prediction error is larger when the resolution is low, which naturally leads us to use the EZW (Embedded zero-tree) encoder to encode and then decode the representation (for details on the EZW algorithm see [19]). The use of the EZW encoder then enables us to assess the robustness to compression of the proposed multiscale representations.

We, now, compare the robustness to compression of the multiscale representation based on the affine data dependent prediction operator defined above and of the linear multiscale representation. The linear multiscale representation corresponds to the case where the rules (15) and (16) are used alternatively to predict at two successive scales. The depth of decomposition is chosen equal to 3, which leads to one approximation subspace and nine detail subspaces for both representations. Considering the image of Fig. 1,(A), one notices that the use of the proposed non-separable multiscale representation enables better image compression than the linear multiscale representation. Indeed, for an intermediate bit-per-pixel (bpp) ratio, the compression results are significantly improved using a data dependent prediction operator as shown on Fig. 1,(B). These encouraging results motivate a deeper study of nonlinear and non-separable multiscale representations which we now carry out.

4. Notation and generalities

We start by introducing some notation that will be used throughout the paper. Let us consider a multi-index $\mu = (\mu_1, \mu_2, \ldots, \mu_d) \in \mathbb{N}^d$ and a vector $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$. We define $|\mu| = \sum_{i=1}^{d} \mu_i$ and $x^\mu = \prod_{i=1}^{d} x_i^{\mu_i}$. For two multi-indices $m, \mu \in \mathbb{N}^d$ we define

$$\binom{\mu}{m} := \binom{\mu_1}{m_1} \cdots \binom{\mu_d}{m_d}.$$
For a fixed integer $N \in \mathbb{N}$, we define
\[ q_N := \#\{\mu, |\mu| = N\} \tag{17} \]
where $\#Q$ stands for the cardinality of the set $Q$. The space of bounded sequences is denoted by $\ell^\infty(\mathbb{Z}^d)$ and $\|u\|_{\ell^\infty(\mathbb{Z}^d)}$ is the supremum of $\{|u_k| : k \in \mathbb{Z}^d\}$. As usual, let $\ell^p(\mathbb{Z}^d)$ be the Banach space of sequences $u$ on $\mathbb{Z}^d$ such that $\|u\|_{\ell^p(\mathbb{Z}^d)} < \infty$, where
\[ \|u\|_{\ell^p(\mathbb{Z}^d)} := \left( \sum_{k \in \mathbb{Z}^d} |u_k|^p \right)^{\frac{1}{p}} \quad \text{for } 1 \leq p < \infty. \]
We denote by $L^p(\mathbb{R}^d)$, the space of all measurable functions $v$ such that $\|v\|_{L^p(\mathbb{R}^d)} < \infty$, where
\[ \|v\|_{L^p(\mathbb{R}^d)} := \left( \int_{\mathbb{R}^d} |v(x)|^p \, dx \right)^{\frac{1}{p}} \quad \text{for } 1 \leq p < \infty, \]
\[ \|v\|_{L^\infty(\mathbb{R}^d)} := \text{ess sup}_{x \in \mathbb{R}^d} |v(x)|. \]
Throughout the paper, the symbol $\| \cdot \|_{\infty}$ is the sup norm in $\mathbb{Z}^d$ when applied either to a vector or a matrix. Let us recall that, for a function $v$, the finite difference of order $N \in \mathbb{N}$, in the direction $h \in \mathbb{R}^d$ is defined by:
\[ \nabla^N_h v(x) := \sum_{k=0}^{N} (-1)^k \binom{N}{k} v(x + kh), \]
and the mixed finite difference of order $n = (n_1, \ldots, n_d) \in \mathbb{N}^d$, in the direction $h = (h_1, \ldots, h_d) \in \mathbb{R}^d$, by:
\[ \nabla^n_h v(x) := \nabla^1_{h_1 e_1} \cdots \nabla^d_{h_d e_d} v(x) = \sum_{k_1=0}^{n_1} \cdots \sum_{k_d=0}^{n_d} (-1)^{|k|} \binom{n}{k} v(x + k \cdot h), \]
where $k \cdot h := \sum_{i=1}^{d} k_i h_i$ is the usual inner product while $(e_1, \ldots, e_d)$ is the canonical basis on $\mathbb{Z}^d$. For any invertible matrix $B$ we put
\[ \nabla^n_{B} v(x) := \nabla^1_{Be_1} \cdots \nabla^d_{Be_d} v(x). \]
Similarly, we define $D^\mu v(x) = D^\mu_1 \cdots D^\mu_d v(x)$, where $D_j$ is the differential operator with respect to the $j$th coordinate of the canonical basis. For a sequence $(u_k)_{k \in \mathbb{Z}^d}$ and a multi-index $n$, we will use the mixed finite difference of order $n$ defined by the formula
\[ \nabla^n u := \nabla^1_{e_1} \nabla^2_{e_2} \cdots \nabla^d_{e_d} u, \]
where $\nabla^i_{e_i}$ is defined recursively by
\[ \nabla^i_{e_i} u_k = \nabla^{i-1}_{e_i} u_{k+e_i} - \nabla^{i-1}_{e_i} u_k. \]
Then, we put for $n \in \mathbb{N}$:
\[ \Delta^N u := \{\nabla^n u, |n| = N, n \in \mathbb{N}^d\}. \]
For the rest of the paper, $\Delta^N u_k$ will thus be considered as a $q_N$-dimensional vector ($q_N$ being defined in (17)) with components $\nabla^n u_k$. We end this section with the following remark on
notations: for two positive quantities $A$ and $B$ depending on a set of parameters, the relation $A \lesssim B$ implies the existence of a positive constant $C$, independent of the parameters, such that $A \leq CB$. Also $A \sim B$ means $A \lesssim B$ and $B \lesssim A$.

4.1. Besov spaces

Let us recall the definition of Besov spaces. Let $p, q \geq 1$, $s$ be a positive real number and $N$ be any integer such that $N > s$. The Besov space $B^s_{p,q}(\mathbb{R}^d)$ consists of those functions $v \in L^p(\mathbb{R}^d)$ satisfying

$$(2^j \omega_N(v, 2^{-j})_{L^p})_{j \geq 0} \in \ell^q(\mathbb{Z}^d),$$

where $\omega_N(v, t)_{L^p}$ is the modulus of smoothness of $v$ of order $N \in \mathbb{N} \setminus \{0\}$ in $L^p(\mathbb{R}^d)$:

$$\omega_N(v,t)_{L^p} = \sup_{h \in \mathbb{R}^d} \frac{\|\nabla_h^N v\|_{L^p(\mathbb{R}^d)}}{\|h\|_2}, \quad t \geq 0,$$

where $\|\cdot\|_2$ is the Euclidean norm. The norm in $B^s_{p,q}(\mathbb{R}^d)$ is then given by

$$\|v\|_{B^s_{p,q}(\mathbb{R}^d)} := \|v\|_{L^p(\mathbb{R}^d)} + \|(2^j \omega_N(v, 2^{-j})_{L^p})_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)}.$$ 

Let us now introduce a new modulus of smoothness $\tilde{\omega}_N$ that uses mixed finite differences:

$$\tilde{\omega}_N(v,t)_{L^p} = \sup_{n \in \mathbb{Z}^d} \sup_{h \in \mathbb{R}^d} \frac{\|\nabla_h^n v\|_{L^p(\mathbb{R}^d)}}{\|h\|_2}, \quad t > 0.$$

It is easy to see that for any $v$ in $L^p(\mathbb{R}^d)$, $\|\nabla_h^N v\|_{L^p(\mathbb{R}^d)} \lesssim \sum_{|n|=N} \|\nabla_h^n v\|_{L^p(\mathbb{R}^d)}$, thus $\omega_N(v,t)_{L^p} \lesssim \tilde{\omega}_N(v,t)_{L^p}$. The inverse inequality $\tilde{\omega}_N(v,t)_{L^p} \lesssim \omega_N(v,t)_{L^p}$ immediately follows from Lemma 4 of [20]. It implies that:

$$\|v\|_{B^s_{p,q}(\mathbb{R}^d)} \sim \|v\|_{L^p} + \|(2^j \tilde{\omega}_N(v, 2^{-j})_{L^p})_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)}.$$ 

Going further, there exists a family of equivalent norms on $B^s_{p,q}(\mathbb{R}^d)$.

**Lemma 4.1.** For all $\sigma > 1$, $\|v\|_{B^s_{p,q}(\mathbb{R}^d)} \sim \|v\|_{L^p(\mathbb{R}^d)} + \|(\sigma^{js} \tilde{\omega}_N(v, \sigma^{-j})_{L^p})_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)}$.

**Proof.** Since $\sigma > 1$, for any $j > 0$ there exists $j' > 0$ such that $2j' \leq \sigma j \leq 2j' + 1$. According to this, we have the inequalities

$$2^j \tilde{\omega}_N(v, 2^{-j-1})_{L^p} \leq \sigma^{j} \tilde{\omega}_N(v, \sigma^{-j})_{L^p} \leq 2^{(j'+1)s} \tilde{\omega}_N(v, 2^{-j'})_{L^p},$$

from which the norm equivalence follows. $\square$

5. Characterization of Besov and $L^p$ spaces via nonlinear multiscale representations

In this section, we prove a norm equivalence of a function $v$ belonging to $B^s_{p,q}(\mathbb{R}^d)$ or $L^p(\mathbb{R}^d)$ with some discrete quantity computed using the nonlinear and non-separable multiscale representation.

Lower estimates of the Besov (or $L^p$) norm are associated to a so-called direct theorem while upper estimates are associated to a so-called inverse theorem. Note that a similar technique was applied in [6] in a wavelet setting.
5.1. Direct theorems

Let \( v \) be a function in some Besov space \( B_{p,q}^s(\mathbb{R}^d) \) with \( p, q \geq 1 \) and \( s > 0 \), \( (v^0, (d^j)_{j \geq 0}) \) be its nonlinear multiscale representation. We now show under what conditions we can get a lower estimate of \( \|v\|_{B_{p,q}^s(\mathbb{R}^d)} \) from \( (v^0, (d^j)_{j \geq 0}) \). To prove such a result, we first need to have an estimate of the norm of the prediction error.

**Lemma 5.1.** Assume that the data dependent subdivision rule \( S \) exactly reproduces polynomials of degree \( N - 1 \) then the following estimation holds

\[
\|e^j\|_{\ell^p(\mathbb{Z}^d)} \lesssim \sum_{|n| = N} \|\nabla^n v^j\|_{\ell^p(\mathbb{Z}^d)}. \tag{18}
\]

**Proof.** Let us compute

\[
e^j_k(w) := v^j_k - \sum_{|k - Ml|_{\infty} \leq K} a_{k-Ml}(w)v^{j-1}_l.
\]

Using (5), we can write it down as

\[
e^j_k(w) = v^j_k - m^{-1} \sum_{l \in \mathbb{Z}^d : \|k - Ml\|_{\infty} \leq K} a_{k-Ml}(w) \sum_{n \in \mathbb{Z}^d : \|n - Ml\|_{\infty} \leq P} \tilde{h}_{n-Ml}v^n
\]

\[
= v^j_k - m^{-1} \sum_{l \in \mathbb{Z}^d : \|k - n\|_{\infty} \leq k + P} v^n \sum_{l \in \mathbb{Z}^d : \|k - Ml\|_{\infty} \leq K} a_{k-Ml}(w) \tilde{h}_{n-Ml} = \sum_{n \in F(k)} b_{k,n}(w)v^n,
\]

where \( b_{k,n}(w) = \sum_{l \in \mathbb{Z}^d} a_{k-Ml}(w) \tilde{h}_{n-Ml} \), and \( F(k) = \{ n \in \mathbb{Z}^d : \|n - k\|_{\infty} \leq P + K \} \) is a finite set for any given \( k \). For any \( k \in \mathbb{Z}^d \), let us define a vector \( b_k(w) := (b_{k,n}(w))_{n \in F(k)} \). By hypothesis, \( e^j_k(w) = 0 \) if there exists \( p \in \Pi_{N'} \), \( 0 \leq N' < N \) such that \( v^j_k = p(M^{-j}k) \).

Consequently, for any \( n \in \mathbb{N}^d \), \( |n| < N \), \( b_k(w) \) is orthogonal to any polynomial sequence associated to the polynomial \( l^n = l_1^{n_1} \cdots l_d^{n_d} \), thus it can be written in terms of a basis of the space orthogonal to the space spanned by these vectors. According to [13], Theorem 4.3, we can take \( \{ \nabla^\mu \delta_{-l} \mid |\mu| = N, l \in \mathbb{Z}^d \} \) as a basis of this space. By denoting \( c^\mu_l(w) \) the coordinates of \( b_k(w) \) in this basis, we may write:

\[
b_{k,n}(w) = \sum_{|\mu|=N} \sum_{l \in \mathbb{Z}^d} c^\mu_l(w) \nabla^\mu \delta_{n-l}
\]

and taking \( w = v^{j-1} \) we get

\[
e^j_k := e^j_k(v^{j-1}) = \sum_{n \in F(k)} \sum_{|\mu|=N} \sum_{l \in \mathbb{Z}^d} c^\mu_n(v^{j-1}) \nabla^\mu \delta_{n-l}v^j_l
\]

\[
= \sum_{n \in F(k)} \sum_{|\mu|=N} c^\mu_n(v^{j-1}) \nabla^\mu v^j_n. \tag{19}
\]

Finally, we use (12) to conclude that the coefficients \( b_{k,n}(v^{j-1}) \) and \( c^\mu_l(v^{j-1}) \) are bounded independently of \( k, n \) and \( w \), and (18) follows from (19). \( \square \)

The following direct theorems assume the *consistency* of the prediction operator which is not necessary from a theoretical point of view. However, since the kind of *nonlinear*
multiscale representation we study have potential interest for image compression (as shown in the illustration of Section 3), we require the consistency of the data dependent prediction operator.

As far as the lower estimates in $L^p$ are concerned, we then have.

**Theorem 5.1.** Let $S$ be a data dependent subdivision rule reproducing the constants. Assume that $\varphi$ belongs to $L^p(\mathbb{R}^d)$ and that the data dependent prediction operator satisfies the consistency property, then its multiscale representation is such that:

$$\| v^0 \|_{L^p(\mathbb{Z}^d)} + \sum_{j \geq 0} m^{-j/p} \| d^j \|_{L^p(\mathbb{Z}^d)} \lesssim \| v \|_{L^p(\mathbb{R}^d)}. \quad (20)$$

**Proof.** Using the Hölder inequality and the fact that $\tilde{\varphi}$ is compactly supported, we first obtain

$$\| v^0 \|_{L^p(\mathbb{Z}^d)} = \| (\langle v, \tilde{\varphi}(\cdot - k) \rangle)_{k \in \mathbb{Z}^d} \|_{L^p(\mathbb{Z}^d)} \lesssim \| v \|_{L^p(\mathbb{R}^d)}.$$  

Moreover, for any given norm on $\mathbb{R}^d$ there exist constants $C_1, C_2 > 0$ such that for any integer $n$ and for any $v \in \mathbb{R}^d$

$$C_1 n^\frac{1}{2} \| v \| \leq \| M^n v \| \leq C_2 n^\frac{1}{2} \| v \|.$$  

**Lemma 5.1** enables us to compute the lower estimates in Besov spaces.

**Theorem 5.2.** If for $p, q \geq 1$ and some positive $s$, $v$ belongs to $B^s_{p,q}(\mathbb{R}^d)$, if the data dependent subdivision rule $S$ exactly reproduces polynomials of degree $N - 1$ with $N > s$, if the matrix $M$ is isotropic and if the consistency property holds for the data dependent prediction operator, then

$$\| v^0 \|_{L^p(\mathbb{Z}^d)} + \sum_{j \geq 0} m^{-j/p} \| d^j \|_{L^p(\mathbb{Z}^d)} \lesssim \| v \|_{B^s_{p,q}(\mathbb{R}^d)}. \quad (22)$$

**Proof.** We have already proved that $\| v^0 \|_{L^p(\mathbb{Z}^d)} \lesssim \| v \|_{L^p(\mathbb{R}^d)}$.

Let us then consider a data dependent subdivision rule which exactly reproduces polynomials of degree $N - 1$. Since $\| e_j \|_{L^p(\mathbb{Z}^d)} \sim \| d_j \|_{L^p(\mathbb{Z}^d)}$, due to the consistency property satisfied by the data dependent prediction operator and, using Lemma 5.1, we get

$$\| (m^{(s/d - 1/p)} j \| d^j \|_{L^p(\mathbb{Z}^d)} \|_{L^p(\mathbb{Z}^d)} \lesssim \sum_{|n| = N} \| (\nabla_n v^j) \|_{L^p(\mathbb{Z}^d)} \|_{L^p(\mathbb{Z}^d)} \|_{L^p(\mathbb{Z}^d)}.$$
We then successively have
\[
\sum_{|n|=N} \| \nabla^n v_j \|_{\ell_p(\mathbb{Z}^d)} = \sum_{|n|=N} \| \nabla^n (\langle v, m^j \tilde{\phi}(M^j \cdot -k) \rangle)_{k \in \mathbb{Z}^d} \|_{\ell_p(\mathbb{Z}^d)} \\
= \sum_{|n|=N} \| (\nabla^n_{M-j} v, m^j \tilde{\phi}(M^j \cdot -k))_{k \in \mathbb{Z}^d} \|_{\ell_p(\mathbb{Z}^d)} \\
\lesssim m^{j/p} \sum_{|n|=N} \| \nabla^n_{M-j} v \|_{L_p(\text{Supp}(\tilde{\phi}(M^j \cdot -k)))_{k \in \mathbb{Z}^d}} \|_{\ell_p(\mathbb{Z}^d)} \\
\lesssim m^{j/p} \sum_{|n|=N} \| \nabla^n_{M-j} v \|_{L_p(\mathbb{Z}^d)} \\
\lesssim m^{j/p} \tilde{\omega}_N(v, C_2 m^{-j/d})_{L_p},
\]
since \( M \) is isotropic. Furthermore, for any integer \( C > 0 \) and any \( t > 0 \), \( \tilde{\omega}_N(v, Ct)_{L_p} \leq C \tilde{\omega}_N(v, t)_{L_p}. \) Thus,
\[
\sum_{|n|=N} \| \nabla^n v_j \|_{\ell_p(\mathbb{Z}^d)} \lesssim m^{j/p} \tilde{\omega}_N(v, m^{-j/d})_{L_p},
\]
which implies (22). \( \square \)

5.2. Inverse theorems

We consider the sequence \((v^0, (d^j)_{j \geq 0})\) and we study the convergence of the reconstruction process:
\[
v_j = S(v^{j-1})v^{j-1} + Ed^{j-1},
\]
that is the existence of a limit function for the sequence of functions
\[
v_j(x) = \sum_{k \in \mathbb{Z}^d} v_k^j \phi(M^j x - k), \quad (23)
\]
where \( \phi \) is defined in (1). More precisely, we show that under certain conditions on the sequence \((v^0, (d^j)_{j \geq 0})\) and on \( \phi, v_j \) converges to some function \( v \) belonging to a Besov space.

For that purpose, we first establish the existence of some difference operator when the data dependent subdivision rule \( S \) reproduces polynomials of degree \( N - 1 \):

**Proposition 5.1.** Let \( S \) be a data dependent subdivision rule reproducing polynomials of degree \( N - 1 \). Then for any \( l, \) \( 0 < l \leq N \) there exists a difference operator \( S_l \) such that:
\[
\Delta^l S(w)u := S_l(w) \Delta^l u,
\]
for all \( u, w \in \ell_\infty(\mathbb{Z}^d). \)

The proof is available in [18], Proposition 1. We bring the reader’s attention to the fact that, in the proof of this proposition, the authors make extensive use of the fact that \( S \) is defined as in (10).

In contrast to the tensor-product case studied in [17], the operator \( S_l(w) \) is multi-dimensional and is defined from \((\ell_\infty(\mathbb{Z}^d))^{q_l} \) onto \((\ell_\infty(\mathbb{Z}^d))^{q_l} \) (i.e. the vector space made of vectors of length \( q_l \) (see (17)) in which each component is a sequence of \( \ell_\infty(\mathbb{Z}^d) \)), and cannot be reduced to a set of difference operators in some given directions.

The inverse theorem proved in this section is based on the study of the difference operator \( S_l \). This is done by studying the joint spectral radius, which we now define:
Definition 5.2. Let us consider a set of difference operators \((S_i)_{i \geq 0}\), defined in Proposition 5.1 with \(S_0 \equiv S\). The joint spectral radius in \((\ell^p(\mathbb{Z}^d))^q\) of \(S_i\) is given by

\[
\rho_p(S_i) := \inf_{j > 0} \sup_{(u^0, \ldots, u^{j-1}) \in (\ell^p(\mathbb{Z}^d))^j} \|S_i(u^{j-1}) \cdot \cdots \cdot S_i(u^0)\|^{1/j}_{(\ell^p(\mathbb{Z}^d))^q} \rightarrow (\ell^p(\mathbb{Z}^d))^q
\]

\[
= \inf_{j > 0} \{\rho, \|S_i(u^{j-1}) \cdot \cdots \cdot S_i(u^0)\Delta^j v\|_{(\ell^p(\mathbb{Z}^d))^q} \leq \rho \|\Delta^j v\|_{(\ell^p(\mathbb{Z}^d))^q}, \forall v \in \ell^p(\mathbb{Z}^d)\}.
\]

Remark 5.1. When \(v^j = S(v^{j-1})v^{j-1}\), for all \(j > 0\) we may write:

\[
\Delta^j S(v^j)v^j = S_i(S(v^{j-1})v^{j-1})\Delta^j v^j = S_i(S(v^{j-1})v^{j-1})\Delta^j v^{j-1} = \cdots := (S_i)^j \Delta^j v^0.
\]

This naturally leads to another definition of the joint spectral radius by putting \(w^j = S^j v^0\) in the above definition. In [8], the following definition was introduced to study the convergence and stability of one-dimensional power-P scheme. In that context, the joint spectral radius in \((\ell^p(\mathbb{Z}^d))^q\) of \(S_i\) is changed into

\[
\tilde{\rho}_p(S_i) := \inf_{j > 0} \|S_i^j\|^{1/j}_{(\ell^p(\mathbb{Z}^d))^q} \rightarrow (\ell^p(\mathbb{Z}^d))^q
\]

\[
= \inf_{j > 0} \{\rho, \|\Delta^j S^j v\|_{(\ell^p(\mathbb{Z}^d))^q} \leq \rho \|\Delta^j v\|_{(\ell^p(\mathbb{Z}^d))^q}, \forall v \in \ell^p(\mathbb{Z}^d)\}.
\]

Since our prediction operator is data dependent, Definition 5.2 is more appropriate.

Before we prove the inverse theorem, we need to establish some extensions to the non-separable case of results obtained in [17].

Lemma 5.2. Let \(S\) be a data dependent subdivision rule, \(\tilde{S}\) be the linear prediction operator defined in (14) and assume that they both exactly reproduce polynomials of degree \(N - 1\). Assume also that \(\rho_p(S_N) < m^{1/p}\). Then,

\[
\|v_{j+1} - v_j\|_{L^p(\mathbb{R}^d)} \leq m^{-j/p} \|\Delta^N v^j\|_{\ell^p(\mathbb{Z}^d)^q} + \|d^j\|_{\ell^p(\mathbb{Z}^d)}. 
\]

Moreover, for any \(\rho_p(S_N) < \rho < m^{1/p}\) there exists an \(n\) such that,

\[
m^{-j/p} \|\Delta^N v^j\|_{\ell^p(\mathbb{Z}^d)^q} \leq \delta_j \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{r=0}^{l-1} \delta^{rn} \sum_{l=j-(r+1)n+1}^{l+j-rn} m^{-l/p} \|d^{l-1}\|_{\ell^p(\mathbb{Z}^d)}
\]

where \(\delta = \rho m^{-1/p}\) and \(t = \lfloor j/n \rfloor\).

Proof. Using the definition of functions \(v_j\) and the scaling equation (1), we get

\[
v_{j+1}(x) - v_j(x) = \sum_k v_k^{j+1} \varphi(M^{j+1}x - k) - \sum_k v_k^j \varphi(M^jx - k)
\]

\[
= \sum_k ((S(v^j)v^j)_k + d_k^j) \varphi(M^{j+1}x - k) - \sum_k v_k^j \sum_l g_{l-M^jx} \varphi(M^{j+1}x - l)
\]

\[
= \sum_k ((S(v^j)v^j)_k - \sum_l g_k - \tilde{S} v_k^j) \varphi(M^{j+1}x - k) + \sum_k d_k^j \varphi(M^{j+1}x - k)
\]

\[
= \sum_k ((S(v^j)v^j)_k - \tilde{S} v_k^j) \varphi(M^{j+1}x - k) + \sum_k d_k^j \varphi(M^{j+1}x - k).
\]
Since $S$ and $\tilde{S}$ exactly reproduce polynomials of degree $N - 1$, using the same arguments as in Lemma 5.1, we get

$$
\left\| \sum_k ((S(v^j))v^j)_k - S v^j \varphi(M^{j+1} x - k) \right\|_{L^p(\mathbb{R}^d)} \lesssim m^{-j/p} \| \Delta^N v^j \|_{(\ell_2)_{\infty}}. \tag{26}
$$

The proof of (24) is thus complete. To prove (25), we note that, by definition of the joint spectral radius, for any $\rho_p(S_N) < \rho < m^{1/p}$, there exists an $n$ such that for all $v$:

$$
\| (S_N)^n v \|_{(\ell_2)_{\infty}} \leq \rho^n \| v \|_{(\ell_2)_{\infty}}. \tag{27}
$$

Using the boundedness of the operator $S_N$, we obtain:

$$
\| \Delta^N v^n \|_{(\ell_2)_{\infty}} \leq \| S_N \Delta^N v^{n-1} \|_{(\ell_2)_{\infty}} + \| \Delta^N d^{n-1} \|_{(\ell_2)_{\infty}}
\leq \| (S_N)^n \Delta^N v^0 \|_{(\ell_2)_{\infty}} + D \sum_{l=0}^{n-1} \| d^l \|_{\ell_2}
\leq \rho^n \| \Delta^N v^0 \|_{(\ell_2)_{\infty}} + D \sum_{l=0}^{n-1} \| d^l \|_{\ell_2}.
$$

For any $j$, define $t := \lfloor j/n \rfloor$, after $t$ iterations of the above inequality, we get:

$$
\| \Delta^N v^j \|_{(\ell_2)_{\infty}} \leq \rho^{nt} \| \Delta^N v^{j-nt} \|_{(\ell_2)_{\infty}} + D \sum_{r=0}^{t-1} \rho^{nr} \sum_{l=nr}^{(r+1)n-1} \| d^{j-l} \|_{\ell_2}.
$$

Then putting, as in [9], $\delta = \rho m^{-1/p}$, and $A_j = m^{-j/p} \| \Delta^N v^j \|_{(\ell_2)_{\infty}}$, we obtain:

$$
A_j \leq \delta^{nt} A_{j-nt} + D \sum_{r=0}^{t-1} \delta^{nr} \sum_{l=nr}^{(r+1)n-1} m^{-(j-l)/p} \| d^{j-l} \|_{\ell_2}.
$$

We may also write, due the boundedness of $S_N$, for $j' < n$:

$$
A_{j'} \lesssim \| v^0 \|_{\ell_2} + \sum_{l=1}^{j'} m^{-l/p} \| d^{l-1} \|_{\ell_2}
$$

which finally leads to:

$$
m^{-j/p} \| \Delta^N v^j \|_{(\ell_2)_{\infty}} \lesssim \delta^j \| v^0 \|_{\ell_2} + \sum_{r=0}^{t-1} \delta^{nr} \sum_{l=j-nr}^{j-1-r} m^{-l/p} \| d^{l-1} \|_{\ell_2}.
$$

We are now ready to state the inverse theorems: the first one deals with $L^p$ convergence under the main hypothesis $\rho_p(S_1) < m^{1/p}$, while the second deals with the convergence in $B^s_{p,q}(\mathbb{R}^d)$ under the main hypothesis $\rho_p(S_N) < m^{1/p-s/d}$ for some $N > 1$ and $N - 1 \leq s < N$.

**Theorem 5.3.** Let $S$ be a data dependent subdivision rule, $\tilde{S}$ be the linear prediction operator defined in (14) and assume that they both reproduce the constants and that $\rho_p(S_1) < m^{1/p}$. If

$$
\| v^0 \|_{\ell_2} + \sum_{j=0}^{\infty} m^{-j/p} \| d^j \|_{\ell_2} < \infty,
$$

then $\tilde{S}$ is the unique solution of the inverse problems $\tilde{S} \varphi(M x - k) = v^j$.
then the limit function $v$ belongs to $L^p(\mathbb{R}^d)$ and
\begin{equation}
\|v\|_{L^p(\mathbb{R}^d)} \leq \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{j \geq 0} m^{-j/p} d^j \|d^j\|_{\ell^p(\mathbb{Z}^d)}. \tag{28}
\end{equation}

**Proof.** From estimates (24) and (25), for any $\rho_p(S_1) < \rho < m^{1/p}$ there exists an $n$ such that:

\[
\|v_{j+1} - v_j\|_{L^p(\mathbb{R}^d)} \lesssim \delta^j \|v^0\|_{\ell^p(\mathbb{Z}^d)}
+ \sum_{r=0}^s \delta^{nr} \sum_{l=j-n(r+1)+1}^{l=j-nr} m^{-l/p} d^{l-1} \|d^{l-1}\|_{\ell^p(\mathbb{Z}^d)}
+ m^{-j/p} d^j \|d^j\|_{\ell^p(\mathbb{Z}^d)},
\]

from which we deduce that:

\[
\|v\|_{L^p(\mathbb{R}^d)} \leq \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{j \geq 0} \|v_{j+1} - v_j\|_{L^p(\mathbb{R}^d)}
\leq \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{j \geq 0} \|v^0\|_{\ell^p(\mathbb{Z}^d)}
+ \sum_{r=0}^{t-1} \delta^{nr} \sum_{l=j-n(r+1)+1}^{l=j-nr} m^{-l/p} d^{l-1} \|d^{l-1}\|_{\ell^p(\mathbb{Z}^d)}
+ m^{-j/p} d^j \|d^j\|_{\ell^p(\mathbb{Z}^d)}
\leq \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{t=0}^{\infty} \sum_{q=0}^{n-1} \delta^{n(t-r')} \sum_{l=0}^{l=r'n+q} m^{-l/p} d^{l-1} \|d^{l-1}\|_{\ell^p(\mathbb{Z}^d)}
+ \sum_{j > 0} m^{-j/p} d^j \|d^j\|_{\ell^p(\mathbb{Z}^d)}
\leq \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{j > 0} m^{-j/p} d^{j-1} \|d^{j-1}\|_{\ell^p(\mathbb{Z}^d)}. \tag{29}
\]

The last equality being obtained remarking that $\sum_{t \geq r'} \delta^{n(t-r')} = \frac{1}{1-\delta}$. This proves (28). \qed

Now, we extend this result to the case of Besov spaces.

**Theorem 5.4.** Let $S$ be a data dependent prediction rule, $\tilde{S}$ be the linear prediction operator defined in (14) and assume that they both exactly reproduce polynomials of degree $N - 1$. Assume that $\rho_p(S_N) < m^{1/p-s/d}$ for some $N > s \geq N - 1$. If $(v^0, d^0, d^1, \ldots)$ are such that

\[
\|v^0\|_{\ell^p(\mathbb{Z}^d)} + (m^{(s/d-1/p)} \|(d_k^j)\|_{\ell^p(\mathbb{Z}^d)})_j \geq 0 \|d^j\|_{\ell^p(\mathbb{Z}^d)} < \infty,
\]

the limit function $v$ belongs to $B^{s,q}_{p,q}(\mathbb{R}^d)$ and

\[
\|v\|_{B^{s,q}_{p,q}(\mathbb{R}^d)} \lesssim \|v^0\|_{\ell^p(\mathbb{Z}^d)} + (m^{(s/d-1/p)} \|(d_k^j)\|_{\ell^p(\mathbb{Z}^d)})_j \geq 0 \|d^j\|_{\ell^p(\mathbb{Z}^d)}. \tag{30}
\]
Proof. First, by Hölder inequality for any $q, q' > 0, \frac{1}{q} + \frac{1}{q'} = 1$, it holds that
\[
\sum_{l \geq 0} \|d^l\|_{\ell^p(\mathbb{Z}^d)} m^{-l/p} \leq \|m^{(s/d-1/p)}\|_{\ell^p(\mathbb{Z}^d)} \sum_{j \geq 0} \|\tilde{d}_j\|_{\ell^q(\mathbb{Z}^d)} \|m^{-j/s}\|_{\ell^q(\mathbb{Z}^d)} \]
\[
\lesssim \|m^{(s/d-1/p)}\|_{\ell^p(\mathbb{Z}^d)} \sum_{j \geq 0} \|\tilde{d}_j\|_{\ell^q(\mathbb{Z}^d)} ,
\]
and finally,
\[
\|v\|_{L^p(\mathbb{R}^d)} \lesssim \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \|m^{(s/d-1/p)}\|_{\ell^p(\mathbb{Z}^d)} \|\tilde{d}_j\|_{\ell^q(\mathbb{Z}^d)} \]
It remains to evaluate the semi-norm $|v|_{B^s_{p,q}(\mathbb{R}^d)} := \|m^{j/s} \tilde{\omega}_N(v, m^{-j/d})\|_{L^p(\mathbb{Z}^d)} j \geq 0 \|\ell^q(\mathbb{Z}^d)}$. For each $j \geq 0$, we have
\[
\tilde{\omega}_N(v, m^{-j/d})_{L^p} \leq \tilde{\omega}_N(v - v_j, m^{-j/d})_{L^p} + \tilde{\omega}_N(v_j, m^{-j/d})_{L^p} . \quad (31)
\]
Note that the Property (25) can be extended to the case where $\rho_p(S_N) < m^{1/p-s/d}$. Making the same kind of computation as in the proof of (25), one can prove that for any $\rho_p(S_N) < \rho < m^{1/p-s/d}$ there exists an $n$ such that:
\[
m^{-j(1/p-s/d)} \|\Delta^N v^j\|_{\ell^p(\mathbb{Z}^d)} \lesssim \delta^j \|v^0\|_{\ell^p(\mathbb{Z}^d)}
\]
where $\delta := \rho m^{-1/p+s/d}$ and $t = \lfloor j/n \rfloor$. Then, we can deduce that:
\[
\|\Delta^N v^j\|_{\ell^p(\mathbb{Z}^d)} \lesssim \rho^j (\|v^0\|_{\ell^p(\mathbb{Z}^d)}
\]
\[
+ \delta^{-j} \sum_{r=0}^{s-1} \sum_{l=j-(r+1)n+1}^{l=j-rn} m^{-l(1/p-s/d)} \|d^{l-1}\|_{\ell^p(\mathbb{Z}^d)}
\]
\[
\lesssim \rho^j (\|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{r=0}^{s-1} \sum_{l=j-(r+1)n+1} \rho^{-l} \|d^{l-1}\|_{\ell^p(\mathbb{Z}^d)}
\]
\[
\lesssim \rho^j (\|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{l=0}^{j} \rho^{-l} \|d^{l-1}\|_{\ell^p(\mathbb{Z}^d)} . \quad (32)
\]
For the first term on the right hand side of (31), one has using (32):
\[
\tilde{\omega}_N(v - v_j, m^{-j/d})_{L^p} \lesssim \sum_{l \geq j} \|v_{l+1} - v_l\|_{L^p(\mathbb{R}^d)}
\]
\[
\lesssim \sum_{l \geq j} m^{-l/p} (\|\Delta^N v^j\|_{\ell^p(\mathbb{Z}^d)} + \|d^j\|_{\ell^p(\mathbb{Z}^d)})
\]
\[
\lesssim \sum_{l \geq j} m^{-l/p} \left( \rho^j \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{k=0}^{l} \rho^{-k} \|d^k\|_{\ell^p(\mathbb{Z}^d)} \right).
\]
For the first term in the last estimate, since $\rho < m^{1/p}$, we have
\[
\sum_{l \geq j} m^{-l/p} \rho^j \|v^0\|_{\ell^p(\mathbb{Z}^d)} \sim m^{-j/p} \rho^j \|v^0\|_{\ell^p(\mathbb{Z}^d)}
\]
while, for the second term, we get
\[
\sum_{l \geq j} m^{-l/p} \sum_{k=0}^{j} \rho^{l-k} \|d^k\|_{\ell^p(\mathbb{Z}^d)} = m^{-j/p} \sum_{k=0}^{j} \rho^{j-k} \|d^k\|_{\ell^p(\mathbb{Z}^d)} + \sum_{l > j} m^{-l/p} \sum_{k=0}^{j} \rho^{l-k} \|d^k\|_{\ell^p(\mathbb{Z}^d)}
\]
\[
\lesssim m^{-j/p} \sum_{k=0}^{j} \rho^{j-k} \|d^k\|_{\ell^p(\mathbb{Z}^d)} + \sum_{k=0}^{j} \sum_{l > \max(k,j)} m^{-l/p} \rho^{l-k} \|d^k\|_{\ell^p(\mathbb{Z}^d)}
\]
\[
\lesssim m^{-j/p} \sum_{k=0}^{j} \rho^{j-k} \|d^k\|_{\ell^p(\mathbb{Z}^d)} + \sum_{k=0}^{j} \|d^k\|_{\ell^p(\mathbb{Z}^d)} \rho^{-k} \sum_{l > \max(k,j)} \rho^l m^{-l/p}
\]
\[
\lesssim m^{-j/p} \sum_{k=0}^{j} \rho^{j-k} \|d^k\|_{\ell^p(\mathbb{Z}^d)} + \sum_{k=0}^{j} m^{-k/p} \|d^k\|_{\ell^p(\mathbb{Z}^d)}.
\]

Similarly, for the second term on the right hand side of (31), one has
\[
\tilde{\omega}_N(v_j, m^{-j/d})_{L^p} \lesssim \|v_j\|_{L^p(\mathbb{R}^d)} \lesssim \|v\|_{L^p(\mathbb{R}^d)}.
\]

The estimate of the semi-norm \(|v|_{B^p_{q'}}\) is then reduced to the estimates of \(\|(m^{j/s/d} a_j)_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)}\), \(\|(m^{j/s/d} b_j)_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)}\) and \(\|(m^{j/s/d} c_j)_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)}\), with
\[
a_j := m^{-j/p} \rho^j \|v^0\|_{\ell^p(\mathbb{Z}^d)},
\]
\[
b_j := m^{-j/p} \rho^j \sum_{l=0}^{j} \rho^{-l} \|d^l\|_{\ell^p(\mathbb{Z}^d)},
\]
\[
c_j := \sum_{l > j} m^{-l/p} \|d^l\|_{\ell^p(\mathbb{Z}^d)}.
\]

Recalling \(\delta = m^{s/d-1/p} \rho < 1\), we write:
\[
\|(m^{j/s/d} a_j)_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)} = \|v^0\|_{\ell^p(\mathbb{Z}^d)} \|(\delta^j)_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)} \lesssim \|v^0\|_{\ell^p(\mathbb{Z}^d)}. \tag{33}
\]

In order to estimate \(\|(m^{j/s/d} b_j)_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)}\), we rewrite it in the following form:
\[
\|(m^{j/s/d} b_j)_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)} = \left\| \left( m^{j(s/d-1/p)} \rho^j \sum_{l=0}^{j} \rho^{-l} \|d^l\|_{\ell^p} \right)_{j \geq 0} \right\|_{\ell^q(\mathbb{Z}^d)}
\]
\[
= \left\| \left( \delta^j \sum_{l=0}^{j} \delta^{-l} m^{(s/d-1/p)l} \|d^l\|_{\ell^p(\mathbb{Z}^d)} \right)_{j \geq 0} \right\|_{\ell^q(\mathbb{Z}^d)}. \tag{34}
\]

We, now, make use of the following discrete Hardy inequality: if \(0 < \delta < 1\), then
\[
\left\| \left( \delta^j \sum_{l=0}^{j} \delta^{-l} x_l \right)_{j \geq 0} \right\|_{\ell^q(\mathbb{Z}^d)} \lesssim \|(x_j)_{j \geq 0}\|_{\ell^q(\mathbb{Z}^d)}.
\]
Applying it to \( x_l = m^{(s/d-1/p)} \| d \|_{L^p(\mathbb{Z}^d)} \) yields

\[
(m^{s/d} b_j)_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)} \lesssim (m^{s/d-1/p} j \| (d^j_k)_{k \in \mathbb{Z}^d} \|_{\ell^p(\mathbb{Z}^d)})_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)}.
\]  

(34)

To estimate \( (m^{s/d} c_j)_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)} \), we rewrite it as follows

\[
(m^{s/d} c_j)_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)} = \left( \left( m^{s/d} \sum_{l > j} m^{-ls/d} (m^{s/d-1/p}) \| (d^j_k)_{k \in \mathbb{Z}^d} \|_{\ell^p(\mathbb{Z}^d)} \right)_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)} \right)
\]

and make use of another discrete Hardy inequality: if \( \beta > 1 \), then

\[
\left( \sum_{l > j} \beta^{-l} y_l \right)_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)} \lesssim \| (y_j)_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)}.
\]

Taking \( y_l = m^{l(s/d-1/p)} \| d \|_{L^p(\mathbb{Z}^d)} \), we obtain, since \( s > N - 1 \),

\[
(m^{s/d} c_j)_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)} \lesssim (m^{j(s/d-1/p)}) \| (d^j_k)_{k \in \mathbb{Z}^d} \|_{\ell^p(\mathbb{Z}^d)}_{j \geq 0} \|_{\ell^q(\mathbb{Z}^d)}.
\]  

(35)

Then (30) follows by combining (33)–(35). \( \square \)

6. Stability of the multiscale representations

Here, we consider two data sets \( (v^0, a^0, d^1, \ldots) \) and \( (\tilde{v}^0, \tilde{a}^0, \tilde{d}^1, \ldots) \) corresponding to two reconstruction processes

\[
v^j = S(v^{j-1}) v^{j-1} + e^j = S(v^{j-1}) v^{j-1} + E \tilde{d}^{j-1}
\]  

(36)

and

\[
\tilde{v}^j = S(\tilde{v}^{j-1}) \tilde{v}^{j-1} + \tilde{e}^j = S(\tilde{v}^{j-1}) \tilde{v}^{j-1} + E \tilde{d}^{j-1}.
\]  

(37)

In that context, \( v \) is the limit of \( v_j(x) = \sum_{k \in \mathbb{Z}^d} v^j_k \varphi(M^j x - k) \) (and similarly for \( \tilde{v} \)).

To study the stability of the multiscale representation in \( L^p(\mathbb{R}^d) \), we need the following lemma.

**Lemma 6.1.** Let \( S \) be a data dependent subdivision rule, \( \tilde{S} \) be the linear prediction operator defined in (14) and assume that they both exactly reproduce polynomials of degree \( N - 1 \). Then, putting \( u_j = v_j - v_{j-1} \) and \( \tilde{u}_j = \tilde{v}_j - \tilde{v}_{j-1} \) we get

\[
\| u_j - \tilde{u}_j \|_{L^p(\mathbb{Z}^d)} \lesssim m^{-j/p} (\| \Delta^N (v^{j-1} - \tilde{v}^{j-1}) \|_{\ell^p(\mathbb{Z}^d)}) + \| d^{j-1} - \tilde{d}^{j-1} \|_{\ell^p(\mathbb{Z}^d)}.
\]  

(38)

**Proof.** By definition of the linear prediction operator \( \tilde{S} \), we can write

\[
\| u_j - \tilde{u}_j \|_{L^p(\mathbb{Z}^d)} \leq m^{-j/p} (S(v^{j-1}) - \tilde{S}) v^{j-1} + d^{j-1} - ((S(\tilde{v}^{j-1}) - \tilde{S}) \tilde{v}^{j-1} + \tilde{d}^{j-1}) \|_{\ell^p(\mathbb{Z}^d)}
\]

\[
\leq m^{-j/p} (\| \Delta^N (v^{j-1} - \tilde{v}^{j-1}) \|_{\ell^p(\mathbb{Z}^d)}) + \| d^{j-1} - \tilde{d}^{j-1} \|_{\ell^p(\mathbb{Z}^d)}.
\]  

(38)

Now, we study the stability of the multiscale representation in \( L^p(\mathbb{R}^d) \), which is stated in the following result.
Theorem 6.1. Let $S$ be a data dependent subdivision rule, $\tilde{S}$ be the linear prediction operator defined in (14) and assume that they both reproduce the constants and assume that there exist a $\rho < m^{1/p}$ and an $n$ such that
\[
\| (S_1)^{n} w - (S_1)^{n} v \|_{\ell^p(\mathbb{Z}^d)^d} \leq \rho^n \| v - w \|_{\ell^p(\mathbb{Z}^d)^d} \quad \forall v, w \in (\ell^p(\mathbb{Z}^d)^d)^d.
\] (39)
Assume also that $v_j$ and $\tilde{v}_j$ converge to $v$ and $\tilde{v}$ in $L^p(\mathbb{R}^d)$. Then, we have:
\[
\| v - \tilde{v} \|_{L^p(\mathbb{R}^d)} \lesssim \| v^0 - \tilde{v}^0 \|_{\ell^p(\mathbb{Z}^d)} + \sum_{l \geq 0} m^{-l/p} \| d^l - \tilde{d}^l \|_{\ell^p(\mathbb{Z}^d)}.
\] (40)

Proof. First remark that due to the hypothesis (39) and the fact that $S_1$ is bounded, we may write that
\[
\| \Delta^1(v^n - \tilde{v}^n) \|_{(\ell^p(\mathbb{Z}^d))^d} \leq \| S_1 \Delta^1 v^{n-1} - S_1 \Delta^1 \tilde{v}^{n-1} \|_{(\ell^p(\mathbb{Z}^d))^d}
+ \| \Delta^1(d^{n-1} - \tilde{d}^{n-1}) \|_{(\ell^p(\mathbb{Z}^d))^d}
\leq \| (S_1)^{n} \Delta^1 v^0 - (S_1)^{n} \Delta^1 \tilde{v}^0 \|_{(\ell^p(\mathbb{Z}^d))^d} + D \sum_{l=0}^{n-1} \| d^l - \tilde{d}^l \|_{\ell^p(\mathbb{Z}^d)}
\leq \rho^n \| \Delta^1 v^0 - \Delta^1 \tilde{v}^0 \|_{(\ell^p(\mathbb{Z}^d))^d} + D \sum_{l=0}^{n-1} \| d^l - \tilde{d}^l \|_{\ell^p(\mathbb{Z}^d)}.
\]
Then, using the same kind of arguments as in the proof of (25), we can write:
\[
m^{-j/p} \| \Delta^1(v^j - \tilde{v}^j) \|_{(\ell^p(\mathbb{Z}^d))^d} \lesssim \delta^n \| v^0 - \tilde{v}^0 \|_{\ell^p(\mathbb{Z}^d)}
+ \sum_{r=0}^{l-1} \delta^{nr} \sum_{l=j-(r+1)+1}^{l=j-nr} m^{-l/p} \| d^{l-1} - \tilde{d}^{l-1} \|_{\ell^p(\mathbb{Z}^d)}.
\] (41)
Now, by Lemma 6.1, relation (41) and using the same kind of argument as in (29), one has:
\[
\| v - \tilde{v} \|_{L^p(\mathbb{R}^d)} \leq \| v^0 - \tilde{v}^0 \|_{L^p(\mathbb{R}^d)} + \sum_{j>0} \| u_j - \tilde{u}_j \|_{L^p(\mathbb{R}^d)}
\leq \| v^0 - \tilde{v}^0 \|_{L^p(\mathbb{R}^d)} + \sum_{j>0} m^{-j/p} \| \Delta^1(v^{j-1} - \tilde{v}^{j-1}) \|_{(\ell^p(\mathbb{Z}^d))^d}
+ \| d^{j-1} - \tilde{d}^{j-1} \|_{\ell^p(\mathbb{Z}^d)}
\leq \| v^0 - \tilde{v}^0 \|_{\ell^p(\mathbb{Z}^d)} + \sum_{l=0}^{j} m^{-l/p} \| d^{l-1} - \tilde{d}^{l-1} \|_{\ell^p(\mathbb{Z}^d)}.
\]
In view of the inverse inequality (30), it seems natural to define the stability of the multiscale representation through an inequality of type
\[
\| v - \tilde{v} \|_{B_{p,q}(\mathbb{R}^d)} \lesssim \| v^0 - \tilde{v}^0 \|_{\ell^p(\mathbb{Z}^d)} + \| (m^{(s/d-1/p)}j) \| d^j - \tilde{d}^j \|_{\ell^p(\mathbb{Z}^d)} \|_{\ell^q(\mathbb{Z}^d)}.
\] (42)
We now prove a stability theorem of the multiscale representation in Besov spaces.

Theorem 6.2. Let $S$ be a data dependent subdivision rule, $\tilde{S}$ be the linear prediction operator defined in (14) and assume that they both exactly reproduce polynomials of degree $N - 1$. Assume
that \( v_j \) and \( \tilde{v}_j \) converge to \( v \) and \( \tilde{v} \) in \( B_{p,q}^s(\mathbb{R}^d) \) respectively and that there exist a \( \rho < m^{1/p-s/d} \) and an \( n \) such that:

\[
\|(S_N)^n w - (S_N)^n v\|_{\ell^p(\mathbb{Z}^d)^q_N} \leq \rho^n \|w - v\|_{\ell^p(\mathbb{Z}^d)^q_N} \quad \forall v, w \in (\ell^p(\mathbb{Z}^d))^q_N.
\]  
(43)

Then, we get that:

\[
\|v - \tilde{v}\|_{B_{p,q}^s(\mathbb{R}^d)} \leq \|v^0 - \tilde{v}^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{l \geq 0} m^{-l/p} \|d^l - \tilde{d}^l\|_{\ell^p(\mathbb{Z}^d)},
\]  
(44)

Remark 6.1. We shall note that a similar study was proposed in the one-dimensional case to study the stability of the multiscale representation based on so-called \( r \)-shift invariant subdivision operators [8]. In that paper, the stability is obtained when \( \rho^p(S_N) < 1 \), while in our approach the condition for the stability is not directly related to the joint spectral radius of \( S_N \) but uses a contraction property of this operator.

Proof. Using the same technique as in the proof of Theorem 6.1, replacing \( S_1 \) by \( S_N \) and remarking that \( \rho \) of hypothesis (44) is smaller than \( m^{1/p} \), we immediately get:

\[
\|v - \tilde{v}\|_{L^p(\mathbb{R}^d)} \leq \|v^0 - \tilde{v}^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{l \geq 0} m^{-l/p} \|d^l - \tilde{d}^l\|_{\ell^p(\mathbb{Z}^d)},
\]

from which we deduce that:

\[
\|v - \tilde{v}\|_{L^p(\mathbb{R}^d)} \leq \|v^0 - \tilde{v}^0\|_{\ell^p(\mathbb{Z}^d)} + \|m^{s/d-1/p} j \|d^l - \tilde{d}^l\|_{\ell^p(\mathbb{Z}^d)} + \sum_{l \geq 0} m^{-s/d} \|d^l - \tilde{d}^l\|_{\ell^p(\mathbb{Z}^d)}.
\]

It remains to estimate the semi-norm

\[
\|w\|_{B_{p,q}^s(\mathbb{R}^d)} := \|(m^{s/d} \tilde{\omega}_N(w, m^{-s/d})_{L^p})\|_{L^p(\mathbb{Z}^d)}.
\]

for \( w := v - \tilde{v} \). For every \( j \geq 0 \), denoting \( w_j = v_j - \tilde{v}_j \), we have

\[
\tilde{\omega}_N(w, m^{-s/d})_{L^p} \leq \tilde{\omega}_N(w - w_j, m^{-s/d})_{L^p} + \tilde{\omega}_N(w_j, m^{-s/d})_{L^p}.
\]  
(45)

For the first term, using successively Lemma 6.1, hypothesis (44), and then making the same kind of computation as in (32) one has

\[
\tilde{\omega}_N(w - w_j, m^{-s/d})_{L^p} \leq \sum_{l \geq j} \|w_{l+1} - w_l\|_{L^p(\mathbb{R}^d)} + \sum_{l \geq j} m^{-l/p} (\|\Delta^N(v^l - \tilde{v}^l)\|_{\ell^p(\mathbb{Z}^d)^q_N} + \|d^l - \tilde{d}^l\|_{\ell^p(\mathbb{Z}^d)})
\]

\[
\leq \sum_{l \geq j} m^{-l/p} \left( \rho^l \|v^0 - \tilde{v}^0\|_{\ell^p(\mathbb{Z}^d)} + \rho^{l-k} \|d^k - \tilde{d}^k\|_{\ell^p(\mathbb{Z}^d)} \right).
\]

For the first term in this estimate and since \( \rho < m^{1/p} \), we have

\[
\sum_{l \geq j} m^{-l/p} \rho^l \|v^0 - \tilde{v}^0\|_{\ell^p(\mathbb{Z}^d)} \sim m^{-j/p} \rho^j \|v^0 - \tilde{v}^0\|_{\ell^p(\mathbb{Z}^d)},
\]
while for the second term, we get
\[
\sum_{l \geq j} m^{-l/p} \sum_{k=0}^{j} \rho^{l-k} \|d^k - \tilde{d}^k\|_{\ell_p(\mathbb{Z}^d)}
\]
\[
= m^{-l/p} \sum_{k=0}^{j} \rho^{l-k} \|d^k - \tilde{d}^k\|_{\ell_p(\mathbb{Z}^d)} + \sum_{l > j} m^{-l/p} \sum_{k=0}^{l} \rho^{l-k} \|d^k - \tilde{d}^k\|_{\ell_p(\mathbb{Z}^d)}
\]
\[
\leq m^{-j/p} \sum_{k=0}^{j} \rho^{j-k} \|d^k - \tilde{d}^k\|_{\ell_p(\mathbb{Z}^d)} + \sum_{k=0}^{j} \sum_{j \leq l \leq k+1} m^{-l/p} \rho^{(l-k)} \|d^k - \tilde{d}^k\|_{\ell_p(\mathbb{Z}^d)}
\]
\[
\leq m^{-j/p} \sum_{k=0}^{j} \rho^{j-k} \|d^k - \tilde{d}^k\|_{\ell_p(\mathbb{Z}^d)} + \sum_{k=0}^{j} m^{-k/p} \|d^k - \tilde{d}^k\|_{\ell_p(\mathbb{Z}^d)}.
\]

The second term in (45) is evaluated as follows:
\[
\tilde{\omega}_N (v_j - \tilde{v}_j , m^{-j/d})_{L^p} \leq \|v_j - \tilde{v}_j\|_{L^p(\mathbb{R}^d)}
\]
\[
\leq m^{-j/p} \rho^j \|v^0 - \tilde{v}^0\|_{\ell_p(\mathbb{Z}^d)} + m^{-j/p} \sum_{l=0}^{j} \rho^{j-l} \|d^l - \tilde{d}^l\|_{\ell_p(\mathbb{Z}^d)}.
\]

The second term on the right hand side of (45), can be evaluated in the same way. We have thus reduced the estimate of \(|w|_{B^{p,q}_r(\mathbb{R}^d)},\) to the estimates of the discrete norms \(||(m^{js/d}a_j)_{j \geq 0}||_{\ell_q(\mathbb{Z}^d)},\) and \(||(m^{js/d}b_j)_{j \geq 0}||_{\ell_q(\mathbb{Z}^d)},\) where the sequences are defined as follows:
\[
a_j := \rho^j m^{-j/p} \|v^0 - \tilde{v}^0\|_{\ell_p(\mathbb{Z}^d)},
\]
\[
b_j := m^{-j/p} \sum_{l=0}^{j} \rho^{j-l} \|d^l - \tilde{d}^l\|_{\ell_p(\mathbb{Z}^d)},
\]
\[
c_j := \sum_{l \geq j} m^{-l/p} \|d^l - \tilde{d}^l\|_{\ell_p(\mathbb{Z}^d)}.
\]

Note that these quantities are identical to that obtained in the convergence theorem replacing \(v^l\) by \(v^l - \tilde{v}^l\) and \(d^l\) by \(d^l - \tilde{d}^l\), so that the end of the proof is identical.

7. Conclusion

In this paper, we have presented a new kind of nonlinear and non-separable multiscale representations based on the use of non-diagonal dilation matrices and on the discrete framework of Harten. We have shown convergence and stability results in \(L^p\) and Besov spaces. The key idea is to use the characterization of Besov spaces by means of mixed finite differences and then to study the associated difference operators. Because these operators involve all potential mixed finite differences their study cannot be reduced to that of one-dimensional difference operators. Most of the theoretical results we obtained involve multiscale representations which are generated by data dependent subdivision rules exactly reproducing polynomials, future work should thus involve the study of more general data dependent subdivision rules which do not necessarily exactly reproduce polynomials.
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