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Absrruct: A numerical method is described for the conformal mapping of simply connect&d domains whose boundaries 
contains sharp corner points. The method is based on a first kind integral equation formulation due to Wendland [15]. 
On each component analytic arc of the boundary, the dominant singularities of the unknown source density Y are 
incorporated in a Jacobi weight function w, so that v/w may be approximated by a finite Jacobi polynomial series. 
The coefficients in these series are determined by collocation. Numerical examples illustrate the accuracy of the 
proposed technique. 
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1. Introduction 

This paper describes a particular technique for computing approximations to the function f 
which maps conformally a given simply connected domain a onto an appropriate canonical 
domain A. The technique consists essentially of a weighted orthogonal polynomial scheme for the 
numerical solution of the integral equation formulation of Wendland [15], this formulation being 
a modification of equations due originally to Symm [13] and Gaier [l]. The proposed method is 
specifically directed towards dealing with singularities in j arising from the presence of corner 
points on the boundary as2. The present report should be regarded as a preliminary study, in so 
far as our chief concern is to investigate the potential accuracy of the proposed method without, 
at this stage, being unduly concerned with computational efficiency. 

In this introductory section we define the mapping problem, explain how a boundary integral 
representation for f may be obtained and derive the integral equation system of Wendland [15]. 
At the end of this section we explain our approach to the treatment of corner singularities and 
outline the contents of the rest of the paper. Let aa = U r_-lI’k be a piecewise analytic Jordan 
curve in the complex z-plane whose component anaytic arcs r,, r,, . . . , r, are defined by 

z+{z: z=&&), -l<t<l}, k=l(l)N, (1.1) 

where Sk is analytic on a domain containing [ - 1, l] and satisfies 

S;(t) + 0, -l<t<l, k=l(l)iV. (1.2) 
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We assume that these arcs are numbered consecutively, so that lk(l) = Sk+,( - 1). and that the 
positive direction on each r, keeps 52, = Int(aSZ) on the left. 

Let 52 denote one of the two simply connected domains whose boundary is aa, i.e. either 
D = $2, or D = 52, = Ext(aS2), and let f denote the function which maps conformally rR onto the 
domain A in the complex w-plane, where 

(1.3) 

Also let g: A --) Q be the inverse function to f. 
We assume without loss of generality that the origin lies in 52,. In the case Q = !2, we assume 

that 

f(0) = 0, f’(0) = b-l > 0 

whilst for the case D = 0, we assume 

Limf(z)/z = c-’ > 0. 
L-CO 

The restrictions b > 0, c > 0 impose particular orientations on the domain A. Of course, b and c 
are domain constants whose actual values are initially unknown. In particular, c is a practically 
important constant known variously as the capacity of i3Q, the transfinite diameter of 3, or the 
outer radius of 0,. Similarly, b is known as the conformal or inner radius of 52,. 

The above mapping function f exists uniquely, is analytic almost everywhere in a and is 
continuous on aa; see Henrici [4, Section 5.10-5.111. The only finite points in a at which f may 
fail to be analytic are sharp corner points on aa, at which points f generally has a branch point 
singularity. In particular 1 f ‘( z ) 1 is unbounded at any corner point on i3Q where the angle interior 
to 52 is re-entrant. 

The boundary correspondence function 8, associated with the arc r, is defined by 

e,(t) = arg(f(L(t))), k = N)K (1.6) 

where arg(-) is a continuous argument. Hence, it follows that 

f(L(t)) = exp(%(f)), k = l(l)N, 0.7) 

and 

g(exp(ie&>)) = Sk(t), k = I(I)N. 0 -8) 

In order to derive a boundary integral representation for f we follow an approach suggested by 
Henrici [5] and consider the function K defined by 

K(z) =$J 
log( z - gcw)) dw 

7 0 -9) 
lwl=r W 

where log( z - l) is a continuous function of 3 = g(w) E aJ2. Parametric equations for each arc 
[S,( - l), 8,(l)], k = l(l)N, on ]w] = 1 are given by (1.7) and by substituting these, together with 
(1.8), into (1.9) we obtain the expression 

K(z)=& f I1 &(t) lo& - S&))dt. 
k-l -1 

(1 .lO) 
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The integrals (1.9) may be evaluated explicitly by elementary complex 
obtain the results 

K(z) = 

i 

log(z/f(z))+iB,(l), z#O, 52=D,, zEn, 

In b + i8,(1), z = 0, L?=L$, 

In c+ log j(z), 52=D,, ZEQ, 
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integration techniques to 

(1.11) 

see [6]. Clearly, by combining (1.10) and (1.11) we produce a representation for f in terms of the 
boundary integrals (1.10); for later convenience we write this representation in the form 

f(z) = 
zexp(-y+ie,(l)-K(z)), Q=Q,, zE52, 

exp(y + K(z)), 9=&, LEG, 

where 

K(z) = : /’ ~0) log(z - L(t)) dt 
k=, -1 

and 

Since If(lJ7))1= 1, -1 < r < 1, j = l(l)N, it follows from (1.12)-(1.13) that vi, v2, 
satisfy the Fredholm first kind integral equation system 

-lgrgl, j=l(l)N, 

whilst (1.14) implies that the side condition 

k$i j;ivil(f) dt = 1 

(1.12) 

(1.13) 

(1.14) 

*,vjV, y 

(1.15a) 

(1.15b) 

is also satisfied. As remarked earlier, the system (1.15) is due to Wendland [15] and is a 
modification of the earlier integral equation formulations of Symm [13] and Gaier [l]. The 
advantage of the system (1.15) is that it always has the unique solution (1.14) whereas the 
equations considered in [1,13] have a unique solution only if c + 1. Clearly, if (1.15) can be solved 

for vi, v2,“‘~vN, y then equations (1.12)-(1.13) enable f(z) to be computed for all z E a. 
In [9] we proposed a technique for dealing with corner singularities in which each density 

function vk( t), k = l(l)N, is approximated either by a cubic spline, when t E [-I,, uk] (for 
certain numbers I,, uk satisfying 0 < I,, uk < l), or by appropriate singular functions, when 

tE[--l, -lklU[Uk, 11, these two types of approximation being blended together with C’ 
continuity at the points t = - I,, uk. The technique of [9] has proven to be capable of achieving a 
high degree of accuracy in approximating f in all examples to which it has been applied. 
However, the use in [9] of two families of basis functions for the approximation of the densities 
leads to computer programs of some logical complexity. 
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In the present work we propose a somewhat simpler approach to the problem of corner 
singularities. In this approach the dominant end point singularities in vk( t) at t = + 1 are 
incorporated in a single weight function w, and the smoother quotient function $Q = vk/wk is 
approximated by a linear combination of the orthogonal polynomials associated with wk. In 
Section 2 we identify the weight functions wk, k = l(l)N; these turn out to be classical Jacobi 
weight functions, In Section 3 we describe the proposed numerical method based on Jacobi 
polynomial expansions. In Section 4 we give two simple numerical examples which demonstrate 
that the proposed method gives accurate approximations to mapping functions f with serious 
comer singularities. 

2. Comer singularities and Jacobi polynomial expansions 

In this section let r denote a typical component analytic arc on a&? and let v, 8 and l denote 
the associated density, boundary correspondence and parametric functions. The boundary 
correspondence function may be eliminated from (1.6) and (1.14) to obtain 

v(t) = -if(z)f’(z)l’(t)/2T, z = l(t). (2.1) 

This equation demonstrates that corner singularities in f(z) at z = [( f 1) induce end point 
singularities in v(t) at t = + 1, the singularities in v being one order stronger than those in f. It 
may also be noted from (2.1) that our assumption regarding the analyticity of c(t) ensures that 
v E P( - 1, 1). Asymptotic expansions for v(t) in the vicinity of t = f 1 are given in detail in 
[9]. For our present purposes we require only the dominant singular behaviour of v near t = + 1, 
which is simply described as follows. 

Let Xn, ~7 denote respectively the angles interior to a at the corner points S(l), [( - 1) and 
assume 

o<x, E”<2. (2.2) 

Then it follows from results given in [9] that 

(l-$b+o(l)), ast-,l-0, 

i (l+r)‘(b+o(l)), asr-, -l+O, 
(2.3) 

where a, b are strictly positive constants and 

(Y= -1+X-‘, p= -1 +/l-l. (2.4) 

We observe that the most serious singularity occurs at a re-entrant corner. For example, if X > 1 
then a < 0 so that Lim,,,_,v(t) = + co. 

The expression (2.3) suggests that we consider representing v in the form 

v(t)=(l-f)a(l+t)Bc$(t), -l<t<l, (2.5) 

where, from (2.1) and (2.3), $I E C[ - 1, 11. The appearance of the Jacobi weight function in (2.5) 
further suggests that we consider expanding + in a Jacobi polynomial series; i.e. 

#J(t) = E MPB’(G (2.6) 
PI-0 
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where 

&I =/1 (1 - t)“(l + t)‘~;“.~‘( t)+( t) dt (2.7) 
-1 

and p,!a.B), n = 0, 1, 2,. . . , denote the orthonormal Jacobi polynomials; see Szego [14, $4.31. The 
above expansion has the following properties: 

(i) The series (2.6) is uniformly convergent on 

[-1+&,1-e] foranyfixede,O<e<l. 

(ii) If on each arc r an m-term partial sum of (2.6) is used to approximate +. then (1.12), 
(1.13) and (2.5) generate an approximation f, to f. it may be shown that f,(z) *f(z) as 
m --, cx and that this convergence is either uniform on s2 if D = s2, or uniform on any compact 
subset of D if 52 = 0,. 
These results are proved in [7]. 

We observe that the boundary correspondence function 8 associated with r may be de- 
termined from (1.14), (2.5), (2.6) by using term-by-term integration. For this integration we need 
the result 

d 
(1 - t)“(l + t)Q”.fi’(t) = - -& 

(1 - t)a+‘(l + t)P+‘~;::‘.8+1)(I) 1 (n(n+a.+p+l))“* ’ 
n>, 1, (2.8) 

which is a generalisation of the Rodrigues’ formula for the orthonormal Jacobi polynomials; see 
Szego [14, eq. (4.10.1)]. We conclude that 

0(~)=8(-1)+2n$+,j~ (l-t)“(l+t)Pp~“,B’(f)dt 
-1 

_(l _ 7)a+l(l + +3+1 2 QJ~::‘~p+lY~) 

n=l (++(Y+p+l))“* 
(2.9) 

where the integral term in this expression is a multiple of the incomplete beta function. One 
consequence of (2.9), which also follows directly from (2.5)-(2.6) by the orthonormality of the 
p’“*p’, is that n 

e(l)=e(-l)+2q+e,h(a, P), (2.10) 

where 

h(0)=(2 a+P+Q( (Y + 1, p + l))l’* (2.11) 

and B denotes the usual complete beta function. Thus, the spacing on the unit circle of the 
images under f of the end points of the arc r depends only on the leading coefficient in the series 
(2.6). 

3. The numerical method 

In view of the observations made in the previous section we propose a numerical method for 
the solution of (1.15) whereby yl, v2,. . ., vN are 
corresponding quotient functions 9,, $*, . . . , $N 

polynomial series 

&= 2 LPI! =,.fl+), k = l(l)N. 
n-0 

each represented in the form (2.5) and the 
are approximated by the truncated Jacobi 

(3.1) 
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Here CY~, Pk are the values obtained from (2.4) for each arc F,, k = l(l)N. We note that in the 
case where N = 1 and aA2 has no corner points, this scheme reduces to a Legendre series 
approximation for the single density function v = v,. 

The approximate Jacobi coefficients &n and an approximation 7 to the domain constant y 
are determined from (1.15) by collocation, as follows. Let the parameter values of the collocation 
points on F, be rkn where 

-I <r/,,<l, k = l(l)N, n = O(l)+ (3.2) 

i.e. we do not collocate at corner points on 352 and the number of collocation points on each arc 
I’, is the same as the number of unknown coefficients in the expansion (3.1) associated with F,. 
Substituting (3.1) into (1.15) and collocating at the points (3.2) yields the approximating linear 

system 

F ? Ajkmn6kn + 7 = bjm 9 j= l(l)N, m = O(l)dj, 
k-l n=o 

N 

c hkik0 = 1 
k-l 

where 

Ajkmn = 
/ 

’ 
-1 

(1 -t)““(l +t)“~A~k*~k)(r) lnl[j(~,)-S’,(t)i dt, 

(3.3) 

(3.4) 

(3.5) 

h, = hb,, &) (3 -6) 

and h is defined by (2.11). Equations (3.3) constitute a square linear system for the (N + 1 + 
Cf_idk) unknowns 7, ;i)k,,, k = l(l)N, n = O(l)dk. 

In general, the coefficients Ajkmn cannot be evaluated analytically so that approximate 

quadrature methods must be used. If j # k then it follows from (3.2) that the logarithmic kernel 
in (3.4) is non-singular. Therefore we estimate Ajkmn, j # k, by using a single high order 

Gauss-Jacobi quadrature formula associated with the weight (1 - t)““(l + t)B*. 

For the evaluation of Ajkmn in the singular case j = k, we have to approximate integrals of the 

type 

For this, we introduce the decomposition 

I,(r) = K(r) + S,(r), 

where 

K(d = j~,‘l - t)“(l + ~)~pA”.~‘(t) ln]{[ r, t] 1 dt, 

(3.7) 

(3.8) 

(3.9) 

&(d = j;,o - t)“(l + t)B~~“*B’( t) ln] r - t 1 dt, (3.10) 
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and 

(l(T)-_3(f))/(T--d. rff. 
lb, 4 = ( [y7), 

r= t. 
(3.11) 

In view of (1.2) and the assumed analyticity of each parametric function 5, it follows that the 
logarithmic kernel in (3.9) is infinitely differentiable with respect to t on [ - 1, 11. Hence we 
estimate R, by using an appropriate Gauss-Jacobi quadrature formula, as described above. It is 
of interest to note that if S(t) is linear in t then f[ 7, t] is a constant, say l’(O). Therefore, by the 
orthogonality of the Jacobi polynomials, (3.9) gives 

h(ay b) 1nl~‘(o)17 n=O- 
0, n>l. 

(3.12) 

For example, if afi is a polygon then (3.12) may be used exclusively. 
Although the singular integrals (3.10) are independent of the parametric function 3, they 

cannot generally be evaluated analytically as a finite combination of elementary functions. 
However, these integrals are closely related to Jacobi functions of the second kind and may be 
shown to satisfy a three-term recurrence formula of the type 

s*(r) = (A,r - B,)&(r) - C,, 

S,+,(T) = (A,7 - B&,(r) - C,.&(r), n >, 2. 
(3.13) 

In order to initiate the recurrence sequence, S,( 7) and S,(T) are computed to high accuracy 

directly from (3.10) by using the NAG library routine DQlAPF; see [12]. We note that the 
formula (3.13) is reasonably stable in that it does not possess a minimum solution in the sense 
described by Gautschi [2]; see [8] for a discussion of some properties of the integrals (3.10) and 
formula (3.13). 

Regarding the choice of collocation points, we observe that if the full infinite series expansions 
corresponding to (3.1) are substituted into (1.15), then the exact Jacobi coefficients r&, 
k = l(l)N, n = 0, 1, 2,. . . , satisfy the linear system 

5 ? Ajkmn+kn + Y + Elm = him 9 j = l(l)N, m = O(l)d,, 
k-l n=O 

N 

c hk+ko = 1. 
k=l 

(3.14) 

where 

Ejm = f f Ajkmn@kn* 
k-l n=d,+l 

(3.15) 

Comparing (3.3) and (3.14) we see that an optimum choice for the collocation parameters is one 
which minimises maxi ,,,I Ej,I. The best we can suggest at the moment is to choose the collocation 
points so as to reduce’the magnitude of the leading term 

A,,,,,+ I@‘j,d / + I = +j d + 1 ’ I 
/-1,(1 -t)“‘(l +t)‘piy<?‘(t) lnlS,(T,,,)-[j(l)/ dt (3.16) 
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of the series (3.15). If 7/m, m = O(l)d,, are the zeros of pd,+, ca~~8~)(t) then the integrand in (3.16) is 
continuous on ( - 1, 1) and is actually zero at t = T,,,. This choice of collocation points will 
therefore have the effect of significantly reducing the magnitude of the leading contribution to 

Ejmm 

We observe that the inner radius b and the capacity c are estimated by 

d, 
b=exp f c 6,,/’ (1 -t)“‘(l+t)P,~~“‘~BA’(t) InIl, dt i2=f2,, (3.17) 

k=l h=O -1 

C=exp(-y), a=QE, 

where the integrals in (3.17) may be approximated by the same Gauss-Jacobi formulae which are 
used for the non-singular integrals of (3.4). 

4. Numerical examples 

In this section we present two examples to illustrate the application of the method described in 
Section 3. We consider only domains for which the exact mapping function is known and may be 
obtained from Kober [lo]. The accuracy of the computed mapping is measured by the quantity 

(4.1) 

where t?k is the exact argument (1.6) and e, is the approximation obtained by using the truncated 
series (3.1) in (2.9). We estimate E, by means of 

&,=krm,;‘j8k(-1 +0.04+8,(-1 +0.04,-)I. 

r-0(1)50 

(4.2) 

The values which are given to the degrees d, of the approximating polynomials Qk are, of course, 
of crucial importance in determining the accuracy of the resulting approximations. Our principal 
aim in this section is to indicate the level of accuracy that the proposed method is capable of 
achieving and, therefore, we go to some lengths to estimate the best values for d,, k = l(l)N, as 
follows. Given initial values for d,, d,, . . . , d, we collocate at the zeros of pifgp) on each arc r,, 
k = l(l)N. From the resulting solution to (3.3) we compute &, which value occurs at some point 

on a certain arc rk. say. We then increase d,. by 1 and repeat the above process. In this way a 
sequence of & values is generated. The optimum values for d,, d,, . . . , d, are taken to be those 
for which ,??@ achieves its minimum value, the investigation being terminated as soon as the 
sequence of i$ values fails to be strictly monotonically decreasing. 

In each example, in order to illustrate the effectiveness of collocating at Jacobi points, we also 
present results obtained by collocating at uniformly distributed points on each arc rk. These 
results are indicated by the abbreviation J/U. Similarly, in order to demonstrate the effect of 
using the correct Jacobi weight function, we present results obtained by using Legendre 
polynomial approximations to the densities Y,, vz, . . . , vN with collocation at the corresponding 

Legendre points. These results are indicated by the abbreviation L/L. 
In each example we make use of symmetry of afi so as to reduce the volume of arithmetic and 

the size of the linear system which is to be solved. The number of equations actually solved is 
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denoted by M. All results are based on the use of 40-point Gauss-Jacobi quadrature formulae 
for the approximate evaluation of the integrals (3.4), (3.9). (3.17). The weights and abscissae for 
these formulae are generated by the eigenvalue technique of Golub and Welsch [3]. All 
computations were performed on a Harris 800 computer using arithmetic correct to approxi- 
mately 11 significant figures. 

Example 1. Interior of a circular sector of radius 1 and angle SIT: 

“={ z: z=zO+p e’+, z0 = +,-in/d, O<p<l,O~~<$f}. 

This region is symmetrical on reflection about the line joining z = 0 and z = z0 and has a 
re-entrant corner of angle +R at z = zO. The parametric functions and density components on the 

various arcs of as2 are as follows: 

l,(t) = zo + f(1 + t>, Vi(f) = (1 - t)(l + t)-“‘+,(r), 

s,(t) = z0 + exp(iiT(l + f)), v2(t) = (1 + t)+,(f), 

I,(t) = -ii,( Yj(l) = +-t), 

(4.3) 

l,(t) = --ii,( V4(f) = Y1( 4). 

The above expressions indicate the manner in which we treat symmetric regions. In particular, we 
adopt the convention that if an axis of symmetry cuts afi at a point which is not a sharp corner 
point, then we treat this point as if it is a ‘corner’ of interior angle IT. This convention allows a 
simple logical structure to be given to the general computer program for the automatic treatment 
of symmetric domains. 

The optimum degrees for &, & are found to be d, = 13, d, = 10. A selection of numerical 
results is given in Table 1. The superiority of the proposed method over the J/U and L/L 
schemes is clear. By comparison we note that the cubic spline-singular function technique of [9] 
gives E, = 5.5 X 10e5 for the solution of 73 linear equations; see [6]. As a further comparison we 
note that this example is considered by Levin, Papamichael and Sideridis [ll], who use a 
technique based on the theory of Bergman kernel functions, and their results give E, = 1.7 X 10e4. 
The exact value of the inner radius is b = 1.5(1 - 2-4/3)/(1 + 2-4/3) and, of course, y = 0. 

Example 2. Region exterior to the union of two overlapping circles: 

~={z:~z]>l}n{z:)z+JS]>2}. 

Table I 

d, d, M ItI & 

(b = 0.64768904) 

4 4 11 5.4x 10-3 1.7x10-5 0.64774 
6 7 16 3.3 x 1o-4 9.8x10-* 0.6476886 
9 9 21 4.2x10-’ 1.6~10-‘~ 0.64768898 

13 10 26 6.8 x 10-6 8.7 x 1O-9 0.64768897 

J/U: 13 10 26 1.5 x 1o-4 1.3 x 10-6 0.64768912 
L/L: 13 10 26 2.5 x 10-3 2.6 x lo-’ 0.64775 
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d, d, M 6 
fc = 2.121320344) 

4 4 11 1.7x10-3 2.12134 
4 10 17 2.3x10-’ 2.121320339 
7 13 23 3.2 x 1O-6 2.121320345 
9 17 29 5.9x lo-’ 2.121320345 

11 21 35 2.2x lo-’ 2.121320347 

J/U: 11 21 35 2.6~10-~ 2.121320336 
L/L: 11 21 35 4.9xlo-s 2.12132031 

This region is symmetrical on reflection about the real axis and a1(2 has corners of interior angle 
f~ at z = f i. The parametric functions and density components on the various arcs of i!lG are as 
follows: 

l,(t) = exp(i$n(l + t)), Y*(f) = (I - $‘2+,(t), 

l,(t) = -6 + 2 exp(i+r(% + 7)), v2(t) = (1 + 1)“‘+,(f), 

s;(t) = !2(--4 $(f) = 44, 

L(t) = &( -07 Q(f) = v,( -1). 

The optimum degrees for &, 62 are found to be d, = 11, d, = 21 and a selection of numerical 
results is given in Table 2. Although the singularities in Y,, . . . , v4 are an order weaker than the 
singularity in Example 1, the superiority of the proposed method over the J/U and L/L schemes 
remains clear. The exact value of the capacity of 36’ is c = 3/a. 

5. Conclusions 

The numerical results represented in the previous section demonstrate that the proposed 
technique is capable of achieving a high level of accuracy for domains with sharp corners. 
Furthermore, the computer implementation of the method is relatively straightforward. 

We recognise that there are various features of the method as presented that need further 
development in order to produce a more efficient computational scheme. For example, the 
principal difficulty for the effective implementation of the method concerns the determination of 
the optimum degrees of the approximating Jacobi polynomials. In this connection, we note the 
orthogonal polynomial property that, if the degree of the approximating polynomial on a 
particular arc is increased and additional collocation points are chosen on this arc, then the 
coefficient matrix of the original collocation equation system remains as a submatrix in the new 
larger linear collocation system. It should be possible to exploit this property in an adaptive 
scheme for determining the optimum degrees of the approximating polynomials. 

In conclusion, we believe that the method has the potentiality to be developed into an accurate 
and reasonably efficient algorithm for automatic conformal mapping, and this development is 
being actively pursued. 
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