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Abstract The aim of sentiment classification is to efficiently identify the emotions expressed in the

form of text messages. Machine learning methods for sentiment classification have been extensively

studied, due to their predominant classification performance. Recent studies suggest that ensemble

based machine learning methods provide better performance in classification. Artificial neural net-

works (ANNs) are rarely being investigated in the literature of sentiment classification. This paper

compares neural network based sentiment classification methods (back propagation neural network

(BPN), probabilistic neural network (PNN) & homogeneous ensemble of PNN (HEN)) using vary-

ing levels of word granularity as features for feature level sentiment classification. They are vali-

dated using a dataset of product reviews collected from the Amazon reviews website. An

empirical analysis is done to compare results of ANN based methods with two statistical individual

methods. The methods are evaluated using five different quality measures and results show that the

homogeneous ensemble of the neural network method provides better performance. Among the two

neural network approaches used, probabilistic neural networks (PNNs) outperform in classifying

the sentiment of the product reviews. The integration of neural network based sentiment classifica-

tion methods with principal component analysis (PCA) as a feature reduction technique provides

superior performance in terms of training time also.
� 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is

an open access article under theCCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Sentiment analysis is an interdisciplinary area which comprises

of natural language processing, text analysis and computational
linguistics to identify the text sentiment. Web has been a rapidly
growing platform for online users to express their sentiment and

emotion in the form of text messages. As the opinionated texts
are often too many for people to wade through to make a deci-
sion, an automatic sentiment classification method is necessary
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to classify text messages into different sentiment orientation
categories (e.g. positive/negative). Researchers explored various
interesting approaches on the development of sentiment classi-

fication models for the classification of review sentiments, but
work is still in progress. Many researchers investigated using
various machine learning methods on English text sentiment

classification (Prabowo and Thelwall, 2009; Chaovalit and
Zhou, 2005; Turney, 2002; Pang et al., 2002) and a few studies
on Chinese text sentiment classification (Ye et al., 2005, 2009;

Wang et al., 2007; Tan and Zhang, 2008).
Neural networks have seen a rapid growth over the years,

and are being applied successfully in various application
domains for the classification problems. But the state of the

art technique for neural network based text sentiment classifi-
cation are found to be rare from the literature (Zhu et al.,
2010; Chen et al., 2011; Sharma and Dey, 2012; Moraes

et al., 2013). In recent years, there has been a growing interest
in using ensemble learning techniques, which combine the out-
puts of several base classification techniques to enhance classi-

fication accuracy. However, compared with other research
domains, related work about neural network based ensemble
methods contributing to sentiment classification are still lim-

ited and more extensive experimental work is needed in this
area (Wilson et al., 2006; Tsutsumi et al., 2007; Abbasi et al.,
2008; Lu and Tsou, 2010; Whitehead and Yaeger, 2010; Xia
et al., 2011; Su et al., 2013; Li et al., 2012). To fill this research

gap, this paper makes a comparative study of the effectiveness
of neural network based ensemble learning for sentiment clas-
sification. Feature selection is a crucial problem in the text

classification. The aim of feature selection methods is to reduce
the original feature set by removing irrelevant features for sen-
timent classification in order to improve accuracy of classifica-

tion models (Wang et al., 2007; Tan and Zhang, 2008; Ahmed
et al., 2008). PCA is used in this study in order to extract math-
ematically the most common features in all the models.

In this study, three different neural network models such as
PNN, BPN and a homogeneous ensemble of PNN (HEN) are
compared. The investigation is carried out for predicting the
sentiment of product reviews with product attributes as fea-

tures. Results of the evaluation of three different ANN based
models are compared with that of the two different statistical
methods (support vector machine and linear discriminant anal-

ysis) by computing five different quality attributes. Further, to
analyze the relationship more clearly three different feature
vector models are developed in each method. Model I is cre-

ated using only unigram features. Model II is created using
unigram and bigram features. Model III is obtained using uni-
gram, bigram and trigram features.

1.1. Motivation and contribution

Existing works on the effectiveness of neural network based
classification methods have been mainly conducted on text

based topic classification (Ghiassi et al., 2012). There is lack
of a comparative study on the effectiveness of neural networks
based methods in text sentiment classification. The emerging

interest and importance of text sentiment classification in the
real world applications, motivates us to perform a comparative
study of neural network based methods in sentiment classifica-

tion. This study will greatly benefit application developers as
well as researchers in the areas related to sentiment analysis.
Specifically, in this paper, we study the effectiveness of the
neural networks based methods in sentiment classification as
the interest of this study for three reasons.

� First, neural network based models has been very success-
fully applied to text classification and many other super-

vised learning tasks (Ur-Rahman and Harding, 2012;
Ghiassi et al., 2012).

� The deep architectures of neural networks with layers (hid-

den) represents intelligent behavior more efficiently than
‘‘shallow architectures” like support vector machines
(SVMs).

� The major features of neural networks such as adaptive

learning, parallelism, fault tolerance, and generalization
provide superior performance.

In spite of the above mentioned features of neural network
methods, a few of the present research work on sentiment clas-
sification addressed the importance of integrating classification

results provided by multiple classifiers (Xia et al., 2011). In
addition, not much investigation has been carried out in senti-
ment classification to evaluate the benefits of combining neural

network algorithms in order to increase the accuracy. More-
over, most existing studies in sentiment classification used
the traditional measures for performance evaluation. A recent
study (Kanmani et al., 2007), however, showed that various

quality measures can be proposed to evaluate the accuracy
of classification models in another domain like software fault
prediction. This further motivates this study to evaluate the

various performance evaluation metrics.
This work distinguishes itself from existing works in the fol-

lowing ways: In this work, probabilistic neural network and an

ensemble of PNN are used for sentiment prediction which is
not considered so far in sentiment analysis literature. This
paper also provides a comparative study of existing neural net-

work methods for sentiment classification through extensive
experiments on a review dataset. Though proposing new tech-
niques for sentiment prediction is not the main focus, we devel-
oped a homogeneous ensemble of PNN for classification which

is not done so far in sentiment classification literature (Xia
et al., 2013). Most of the earlier studies used various feature
reduction methods but we attempted to use a hybrid combina-

tion of PCA and neural network (Cambria et al., 2013). In
order to evaluate the prediction models in addition to tradi-
tional measures, five different quality parameters are used to

capture the various quality aspects of the classification model.
Training time is measured to show the superiority of feature
reduction with the neural network based approach.

This paper outline follows the paper model of Kanmani

et al. (2007). Section 2 is for the methodology used to develop
the models. The data source used is reported in Section 3. The
methods used to model the classification are introduced in Sec-

tion 4. Section 5 lists out the various evaluation measures used.
The findings from the experiments are discussed in Section 6.
Section 7 describes the related work and Section 8 concludes

the work done and proposes future works.

2. Model methodology

The methodology of the work is summarized below for
developing and validating the classification models.



Table 1 Properties of data source.

Model I Model II Model III

Product Camera Camera Camera

No. of

reviews

1200 1200 1200

Positive

reviews

600 600 600

Negative

reviews

600 600 600

Feature Unigram Unigram,

bigram

Unigram,

bigram &

trigram

No. of

attributes

155 attributes,1

class label

(sentiment)

196 attributes, 1

class label

(sentiment)

215 attributes, 1

class label

(sentiment)

Attribute

type

Integer Integer Integer

Class

attribute

Binomial Binomial Binomial

Vector

space

1200 � 156 1200 � 197 1200 � 216
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i. Perform data pre-processing and segregate the features

(product attributes).
ii. Develop word vector for model I using unigram fea-

tures, model II using unigram and bigram features and

model III using unigram, bigram and trigram features.
iii. Perform PCA on the model I, II and III to produce

reduced feature set for all the models.
iv. Develop the classification methods using the respective

training data set with the dimension reduced feature set.
a. Develop support vector machine model.
b. Develop linear discriminant analysis model.

c. Develop the BPN based neural network model.
d. Develop the PNN based neural network model.
e. Develop the homogeneous ensemble model based on

PNN.

v. Classify the class (positive or negative) of each review in
the test data set.

vi. Compare the classification results with actual results.
vii. Compute the quality parameters such as the overall

error rate (misclassification), completeness, correctness,

efficiency and effectiveness and compare the classifica-
tion accuracy of the methods and compute training time
of learning models.

3. Data source

The polarity data set used is a set of product review sentences

which were labeled as positive or negative or neutral. We col-
lected the review sentences from the publicly available customer
review website www.amazonreviews.com. The domain chosen

for the study is digital camera reviews. A Java web crawler
was developed to download 970 positive reviews and 710 nega-
tive reviews randomly. In the crawled reviews, it is found that,
there are borderline and neutral reviews in between along with

the clear positive and negative reviews. We discard a review if
it is not clearly aligned toward positive or negative sentiment.
Outliers analysis is performed (Briand and Wust, 2002).

Twenty-five sentences are identified as outliers and are not con-
sidered for further processing. As a result, there are 950 positive
and 705 negative reviews. For our binary classification problem,

to avoid the imbalanced class distribution, we selected 600 pos-
itive and 600 negative reviews randomly to establish the data set.

3.1. Data pre-processing

Previous studies revealed that pre-processing of text messages
can improve the performance of text classification (Salton
et al., 1997). The steps involved in data pre-processing are tok-

enization and transformation to reduce ambiguity. Then stop
words are filtered to remove common English words such as
‘a’ and ‘the’ etc. Porter stemmer is then used for stemming.

After pre-processing, the reviews are represented as unordered
collections of words (bag of words).

3.2. Feature identification

Each product has its own set of features. As product reviews
are about product features (also defined as product attributes)

the product features are good indicators in classifying the sen-
timent of product reviews for product review based sentiment
classification. Hence, the right features can be selected based
on product features. To construct a feature space for product
feature based sentiment classification, product features can be

included and treated as features in the feature space. For each
of the positive and negative review sentences represented as
bag of words, the product features in the review sentences

are collected. From the machine learning perspective, it is use-
ful for the features to include only relevant information and
also to be independent of each other .The unique characteristic

of a product feature is that they are mostly nouns and noun
phrases by part of speech tagging. In order to identify the
nouns and noun phrases, part of speech (Stanford POS) tag-
ging is applied and then association mining is done on the

review sentences of nouns and noun phrases to identify fre-
quent features. Compactness pruning and redundancy pruning
are applied on the frequent features to obtain more accurate

features (Hu and Liu, 2004).
The product features extracted from review sentences are

unigram, bigram and trigrams. Table 1 shows the description

of the data models used.

3.3. Feature vector

Converting a piece of text into a feature vector model is an
important part of machine learning methods for sentiment
classification. A word vector representation of review sen-
tences is created using the features identified. The feature vec-

tor model is constructed by using term presence method.
Another focus of the work is to compare the influence of using
different n-gram schemes. For this reason, the product features

identified are grouped based on the word granularity as uni-
gram, bigram and trigram (Table 2). In order to find the effect
of the word size in the classification, three different models are

developed with varying levels of word granularity. Model I is
represented as feature vector with only unigram features,
model II is represented as a feature vector with a combination

of unigram and bigram features and model III is represented as
feature vector with combination of unigram, bigram and

http://www.amazonreviews.com


Table 2 Sample unigram, bigram and trigram features

identified.

Word granularity Sample product features identified

Unigrams (155) Camera, digital, price, battery, flash, quality,

setting, lens, lcd, manual, etc

Bigrams (41) Raw format, exposure control, zoom option,

indoor picture, indoor image, manual

function, etc

Trigrams (19) Mb memory card, image raw format, indoor

image quality, etc

Table 3 Description of models (feature reduced).

Properties Model I Model II Model III

No. of components PC1–PC4 PC1–PC6 PC1–PC6

Variance (%) <50.7 <52.9 <53.4

Standard deviation 0.67 0.67 0.67

No. of features (original) 155 196 215

No. of principal components

(reduced)

4 6 6

No. of reviews 1200 1200 1200

Positive reviews 600 600 600

Negative reviews 600 600 600
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trigram features. In order to reduce the dimensionality of the
feature space, PCA is employed as a dimensionality reduction

technique.

3.4. Feature reduction

Principal component analysis is a linear technique for dimen-
sionality reduction which performs a linear mapping of the
data to a lower dimensional space. The mapping is done in

such a way that the variance of the data in the low dimensional
representation is maximized (Cambria et al., 2013), thus result-
ing in new principal component variables (PC’s). The steps
involved are given in Fig. 1.

Using weka, the principal components of the models I, II
and III are identified. The stopping rule used is ‘eigen-
value > 1’. Due to this stopping rule used the number of prin-

cipal components are reduced to 4, 6 and 6 for the models I, II
and III respectively. Four components with 50.7% cumulative
variance are obtained for model I. Six components are

obtained for model II with a cumulative variance of 52.9%.
Six components with cumulative variance of 53.4% are
obtained for model III. The percentage of variance is less

due to the stopping rule selected. The feature vector models
for models I, II and III are reconstructed using the reduced
principal components as features. The description of principal
components obtained for models is shown in Table 3.

4. Methods

The methods used to develop the classification system in this

work are three neural networks based and two statistical
based. Support vector machine and linear discriminant analy-
sis are statistical methods used which are employed using rapid

miner tool. The neural network approaches used are BPN and
PNN which are implemented using Matlab.

4.1. Linear discriminant analysis

Linear discriminant analysis (LDA) is a popular data classifi-
cation method used in various application domains. LDA cal-
i. Calculate the covariance matrix.
ii. Obtain the eigen values and eigenvectors.

iii. Reduce the dimensionality of the data  
iv. Calculate PC’s for each review .

Figure 1 Steps of PCA.
culates a rule to classify reviews as positive or negative by
reducing misclassification probability. LDA is suitable for
cases where the within class frequencies are not equal. LDA

aims to maximize the ratio of between-class variance to the
within class variance in a data set thus assuring maximal sep-
arability (Li et al., 2008).

4.2. SVM

Support vector machine is a popular classifier arising from sta-
tistical learning theory that has proven to be efficient for var-

ious classification tasks in text categorization. SVMs are a
supervised machine learning classification technique which
uses a kernel function to map an input feature space into a

new space where the classes are linearly separable (Joachims,
1998). The SVM model is employed using the rapid miner tool.
The kernel type chosen is a polynomial kernel with default val-

ues for kernel parameters like cache size and an exponent.
Other parameters like tolerance, numFolds, epsilon and
filter-type use the default values available.

4.3. Back propagation neural network (BPN)

Neural networks have many influencing properties like adap-
tive learning, fault tolerance, and generalization. In this work,

BPN is employed because of its superior classification ability.
The BPN training pseudo code is summarized as follows
(Sharma and Dey, 2012).

While the error is too large.

Step 1. For each training pattern presented in random order
do the following.

a. The inputs are applied to the network.

b. Calculate the output for every neuron from the input
layer, through the hidden layer(s), to the output layer.

c. Calculate the error at the outputs.
d. Use the output error to compute error signals for pre-

output layers.
e. Use the error signals to compute weight adjustments.
f. Apply the weight adjustments.

Step 2. Periodically evaluate the network performance.

In order to obtain an optimal neural network architecture,
different architectures are tested. The architectures are varied



Table 4 BPN parameters.

Model Neurons in

three layers

Learning

rate

Momentum Gain Epochs

I 4,7,2 0.1 0.4 1 358

II 6,19,2 0.1 0.4 1 379

III 6,19,2 0.1 0.4 1 388

Input: 
D, a set of d training tuples; 
K, the number of models in the ensemble; (K=5)
A, learning scheme ( PNN)
Output: A composite model, M*. 
Process:
for i = 1 to k do // create k models: 
create bootstrap sample, Di, by sampling D with replacement.
use Di to derive a model, Mi; 
end for 
//To use the composite model on a tuple, X: 
if classification then 
let each of the k models classify X and return the majority vote

Figure 2 Pseudo code of ensemble approach.
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by changing the number of hidden layer neurons, learning rate,
momentum rate and epochs. Table 4 summarizes the details of
suitable architecture for the models I, II and III. The neural

network architecture is designed using Matlab neural network
tool box.

The logistic function is used as activation function. After
training, the network is simulated for the validation data set

and the classification outputs are obtained.

4.4. Probabilistic neural network (PNN)

A PNN is based on statistical Bayesian classification algo-
rithm. The functions are organized into multilayered feed for-
ward network with four layers such as input layer, pattern

layer, summation layer and output layer. The input layer con-
sists of input nodes which are the set of measurements. The
pattern layer is fully connected to the input layer, with one

neuron for each pattern in the training set. The pattern layer
outputs are selectively connected to the summation units
depending on the class of patterns. The following are the steps
involved in the PNN model (Savchenko, 2013).

Step 1. The input layer neurons distribute input measure-

ments to all the neurons in the pattern layer.

Step 2. The second layer has the Gaussian kernel function

formed using the given set of data points.

Step 3. The third layer performs an average operation of the
outputs for each review class.

Step 4. The fourth layer performs a vote, selecting the largest
value and class label is then determined.

PNN was implemented using the Matlab tool box. The size
of the training data set is the number of (1200) neurons in the

hidden layer. The smoothing factor value is 1 for the models I,
II and III.

4.5. Homogeneous ensemble (HEN)

Ensemble methods combine the predictions of multiple base
models. Base models are created by resampling, of the training
data. A homogeneous ensemble method integrates similar

types of base classifiers. Homogeneous ensembles train base
learners (PNN) each from a different bootstrap sample by call-
ing a base learning algorithm. A bootstrap sample is obtained

by sub sampling the training data set with replacement, where
the size of a sample is the same as that of the training data set.
After obtaining the base learners, ensemble model combines

them by majority voting and the majority voted class is
predicted (Su et al., 2013). The pseudo-code and design of
HEN approach are shown in Figs. 2 and 3 respectively.
5. Evaluation measures

Tenfold cross validation is used for validating the classification
methods. The classification methods are evaluated using the

five different quality measures used by Kanmani et al. (2007)
in their research work on software fault prediction. As these
measures are not investigated so far in the sentiment analysis

domain, we have used these measures.

5.1. Misclassification rate

Misclassification rate is defined as the ratio of number of
wrongly classified reviews to the total number of reviews clas-
sified by the prediction model. The wrong classifications fall

into two categories. If negative reviews are classified as positive
(C1), it is named as type I error. If positive reviews are classi-
fied as negative (C2), it is named as Type II error (Kanmani
et al., 2007) (Eqs. (1)–(3)).

Type I error ¼ C1=ðTotal no: of positive reviewsÞ ð1Þ
Type II error ¼ C2=ðTotal no: of negative reviewsÞ ð2Þ
Overall misclassification rate

¼ ðC1þ C2Þ=ðTotal no: of reviewsÞ ð3Þ
5.2. Correctness

Correctness is defined as the number of reviews correctly clas-
sified as positive to the total number of reviews classified as

positive. Low correctness means that a high percentage of
the classes are being classified as positive, which is not actually
positive (Kanmani et al., 2007).

5.3. Completeness

Completeness is defined by Briand and Wust (2002) as the

ratio of number of positive reviews classified as positive to
the total number of reviews. It is a measure of the percentage
of positive that would have been found if we used the predic-

tion model in the stated manner (Kanmani et al., 2007).



Figure 3 Design of HEN approach.
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5.4. Effectiveness

Effectiveness is defined as the proportion of positive reviews

considered high risk out of all reviews (Eq. (4)). Let, Type II
misclassification is Pr(nfp/fp) and Pr(fp/fp) is number of
reviews predicted and in actual are positive(Kanmani et al.,
2007).

Effectiveness ¼ Prðfp=fpÞ ¼ 1� Prðnfp=fpÞ ð4Þ
5.5. Efficiency

Efficiency is defined as the proportion of predicted positive

reviews that are inspected out of all reviews (Eq. (5)). Type I
misclassification is Pr(fp/nfp).

Q
nfp be the expected proportion
Figure 4 Precision of classifiers.
of negative review sentences.
Q

fp be expected proportion of

positive review sentences (Kanmani et al., 2007).

Efficiency ¼ Prðfp=fpÞQfp

Prðfp=nfpÞQnfp þ Prðfp=fpÞQ½fp� ð5Þ
6. Results and discussion

The classification systems are developed using the methods
described in Section 4. Models I, II and III are used as feature
vector models for classification. The obtained sentiment results

are compared to the actual sentiment. Results of precision and
recall measured for all the classification methods used in this
study are shown in Figs. 4 and 5. It is observed from the Figs. 4
and 5. That the precision and recall values are higher for the
Figure 5 Recall of classifiers.
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HEN approach. Moreover, precision and recall values are
higher for PNN compared to the individual classifiers used.
For all classification methods used, model III performs better

than other models.
In addition to precision and recall, all the five quality

parameters mentioned above are calculated. Tables 5–9 sum-

marize the classification results of all five classification meth-
ods. In the table representation of the classification results
(Tables 5–9), type II error is represented as G1G2 (actual pos-

itive and predicted negative) and type I error is represented as
G2G1 (actual negative and predicted positive – type I error).
The overall misclassification is also computed.

Tables 5–9 summarize the classification results. The classi-

fication results obtained for the LDA model are tabulated in
Table 5 Results of LDA method.

Model I (predicted) Model II

Positive (G1) Negative (G2) Total Positive (

Actual Positive (G1) 458

76.3%

142

23.7%

600

100%

464

77.4%

Type II error Type II e

Actual negative (G2) 161

26.8%

439

73.2%

600

100%

140

23.3%

Type I error Type I er

Total % 6191

50.6%

581

49.4%

1200

100%

604

50.3%

Overall misclassification: 25.3% Overall m

Table 6 Results of SVM method.

Model I (predicted) Model II

Positive (G1) Negative (G2) Total Positive (

Actual Positive (G1) 483

80.6%

117

19.4%

600

100%

495

82.5%

Type II error Type II e

Actual negative (G2) 125

20.8%

475

79.2%

600

100%

119

19.9%

Type I error Type I er

Total % 608

50.6%

592

49.4%

1200

100%

614

51.2%

Overall misclassification:20.2% Overall m

Table 7 Results of BPN method.

Model I (predicted) Model II

Positive (G1) Negative (G2) Total Positive (

Actual Positive (G1) 513

85.4%

87

14.6%

600

100%

530

87.3%

Type II error Type II e

Actual negative (G2) 93

15.5%

507

84.5%

600

100%

73

12.9%

Type I error Type I er

Total % 606

50.5%

594

49.5%

1200

100%

603

50.3%

Overall misclassification: 15% Overall m
Table 5. Results in Table 5 depict that the model III has better
performance in terms of type I error and type II error com-
pared to models I and II. Table 6 gives the classification results

for the SVM method. The classification results show that the
type I and type II errors are considerably lesser when com-
pared to LDA for models I, II and III. This shows the superi-

ority of SVM compared to LDA in sentiment classification. As
type I and type II errors are less, the overall misclassification is
also less for SVM compared to LDA. Back propagation based

neural network prediction results are presented in Table 7. The
type I and II error rates of the BPN method is much lower
than the two individual classification models (SVM, LDA).
But, a variation in performance of the feature vector model

is noted. The overall misclassification rate is less for model II
(predicted) Model III (predicted)

G1) Negative (G2) Total Positive (G1) Negative (G2) Total

136

22.6%

600

100%

471

78.4%

129

21.6%

600

100%

rror Type II error

460

76.7%

600

100%

135

22.5%

465

77.5%

600

100%

ror Type I error

596

49.7%

1200

100%

606

50.5%

594

49.5%

1200

100%

isclassification: 23% Overall misclassification: 22.1%

(predicted) Model III (predicted)

G1) Negative (G2) Total Positive (G1) Negative (G2) Total

105

17.5%

600

100%

497

82.8%

103

17.2%

600

100%

rror Type II error

481

80.1%

600

100%

113

18.8%

487

81.2%

600

100%

ror Type I error

586

48.8%

1200

100%

610

50.8%

590

49.2%

1200

100%

isclassification: 18.7% Overall misclassification: 18%

(predicted) Model III (predicted)

G1) Negative (G2) Total Positive (G1) Negative (G2) Total

70

11.7%

600

100%

521

86.8%

79

13.2%

600

100%

rror Type II error

527

87.%

600

100%

84

14%

516

86%

600

100%

ror Type I error

597

49.7%

1200

100%

605

50.4%

595

49.6%

1200

100%

isclassification: 12.3% Overall misclassification: 13.6%



Table 8 Results of PNN method.

Model I (predicted) Model II (predicted) Model III (predicted)

Positive (G1) Negative (G2) Total Positive (G1) Negative (G2) Total Positive (G1) Negative (G2) Total

Actual Positive (G1) 539

89.8%

61

10.17%

600

100%

541

90.2%

59

9.8%

600

100%

549

91.4%

52

8.6%

600

100%

Type II error Type II error Type II error

Actual negative (G2) 74

12.3%

526

87.6%

600

100%

73

12.1%

527

87.9%

600

100%

65

10.8%

534

89.2%

600

100%

Type I error Type I error Type I error

Total % 613

51.1%

587

48.9%

1200

100%

614

51.2%

586

48.8%

1200

100%

614

51.2%

586

48.8%

1200

100%

Overall misclassification:11.2% Overall misclassification:11% Overall misclassification:9.7%

Table 9 Results of HEN method.

Model I (predicted) Model II (predicted) Model III (predicted)

Positive

(G1)

Negative (G2) Total Positive

(G1)

Negative (G2) Total Positive

(G1)

Negative (G2) Total

Actual Positive (G1) 545

90.8%

55

9.17%

600

100%

548

91.3%

52

8.6%

600

100%

558

93%

42

7%

600

100%

Type II error Type II error Type II error

Actual negative (G2) 69

11.3%

531

88.6%

600

100%

65

10.8%

535

89.2%

600

100%

60

10%

540

90%

600

100%

Type I error Type I error Type I error

Total % 614

51.2%

586

48.8%

1200

100%

613

51.1%

587

48.9%

1200

100%

618

51.5%

582

48.5%

1200

100%

Overall misclassification: 10.2% Overall misclassification: 9.7% Overall misclassification: 8.5%

Table 10 Results of correctness (in%).

Classifier Model-I Model-II Model-III

HEN 88.7 89.4 90.3

PNN 87.9 88.1 89.4

BPN 84.7 87.6 86.1

SVM 79.4 80.6 81.5

LDA 73.9 76.8 77.7
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than the models I & III. Similarly a lesser type I and type II
error are observed for of model II than the models I & III.

BPN results show that the BPN method classifies better with
unigram and bigrams combination rather than with unigram
alone or with a combination of unigram, bigram and trigram

features. It is also observed that BPN performs better com-
pared to SVM and LDA in terms of error rate. This shows
the predominant nature of neural networks in sentiment clas-

sification. Table 8 shows results of the PNN classification.
Results in Table 8 depict that the model III has better perfor-
mance in terms of type I error and type II error compared to
models I and II of PNN. The classification results also show

that the type I and type II errors are considerably lesser when
compared to BPN, SVM and LDA for models I, II and III.
This shows the superiority of PNN compared to other individ-

ual classification methods used. As type I and type II errors are
less, the overall misclassification is also less for PNN.

Among the individual models the overall misclassification

rate of PNN shows better accuracy in the performance of
the classification methods for models I, II &III. This is due
to the nature of PNN model that as soon as one pattern rep-
resenting each category has been observed, the network can

begin to generalize to new patterns. As additional patterns
are observed and stored into the network, the generalization
will improve and the decision boundary can become more

complex. Among the different models used, model III per-
forms with low error rate for all classification methods (with
BPN as an exception). As PNN is found to perform better

from the tabulated results (Tables 5–8), a homogeneous
ensemble of PNN is developed for classification in order to
increase the accuracy further. Table 9 shows results of a homo-
geneous ensemble of PNN methods. Type I and type II errors

are observed to reduce considerably for all the models (I, II
and III). This result in a minimum overall misclassification rate
compared to PNN. The lesser the overall misclassification rate

the greater the accuracy of the classifier. The result shows that
the ensemble approach performs better than individual PNN
neural network model. Among the models, the performance

of homogeneous ensemble model is appreciable for model
III. The homogeneous ensemble method gave a relatively more
reliable prediction than those using a single classifier (PNN)
for models I, II and III.

From results in Table 10, it is found that the support vector
machine and linear discriminant analysis methods have less
correctness for models I, II and III. This represents that a

larger number of non positive review values would have
been examined. The correctness value is much higher for
HEN method compared to other methods used for models I,

II and III (88.7%, 89.4% and 90.3%). Among the individual
classifiers, highest correctness of 89% is achieved by model
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III of PNN in classifying positive review sentences. Among the
models I, II and III, classification results are good for model
III for most of the classifiers in terms of correctness. This

proves that the combination of the unigram, bigram and
trigram has a strong relationship to review sentiment classifica-
tion. Thus the PNN based model classifies the reviews very

accurately with high correctness.
Completeness of the classification models is shown in

Table 11. Table 11 shows that a homogeneous ensemble of

neural network predicts the maximum positive and negative
reviews present compared to other methods used for all models
I, II and III. Among three models, model III of HEN predicts
the maximum positive and negative reviews. Among the

individual classification methods used, probabilistic neural
network predicts the maximum positive and negative reviews
present compared to BPN, SVM and LDA for the models I,

II and III. All individual classifiers perform better for model
III, but with an exception that the BPN model performs better
with unigram and bigram features rather than including

trigram features. The effectiveness of the classification meth-
ods is represented in Table 12. The efficiency of the model is
represented in the Table 13. Both effectiveness and efficiency

capture the productive effort to be spent in inspecting the real
positive and negative review sentences. Homogeneous ensem-
ble of PNN proves to be more effective and efficient for all
models I, II and III. The efficiency of model III of HEN is

90%, this is because of the 558 actual positive review sentences
being classified as the positive review. Among the individual
classification methods used, BPN and PNN models classify

the positive review with better efficiency and effectiveness.
The higher effectiveness indicates that the waste of effort
Table 11 Results of completeness (in%).

Classifier Model-I Model-II Model-III

HEN 90.8 91.3 93

PNN 89.8 90.1 91.5

BPN 85.5 88.3 86.8

SVM 80.5 82.5 82.8

LDA 76.3 77.3 78.5

Table 12 Results of effectiveness (in%).

Method Model-I Model-II Model-III

HEN 89.7 90.25 91.5

PNN 88.7 89.05 90.3

BPN 84.95 87.15 86.4

SVM 79.9 81.3 82

LDA 74.75 77.05 77.95

Table 13 Results of efficiency (in%).

Method Model-I Model-II Model-III

HEN 85.7 87.9 90.1

PNN 84.3 85.9 87.1

BPN 80.2 81.8 81.6

SVM 74.4 75.3 76.6

LDA 70.4 70.9 72.3
during analysis is very minimum. The efficiency of model III
of PNN is 87%, this is because of 539 actual positive review
sentences being classified as the positive review. This is due

to the fact that PNN has the single pass training and ability
to approximate any PDF by the sum of multivariate Gaussian
functions.

In general, our experimental results show that among the
classification methods used, a homogeneous ensemble of
PNN performs better on all quality measures. Among the indi-

vidual classification methods PNN achieves better perfor-
mance in all quality measures. Model III suites better for
almost all classification methods except for BPN with a mini-
mum variation. Thus the inclusion of bigrams and trigrams

provides better performance compared to the performance of
the classifiers using unigrams alone.

Next, we wanted to know the effect of feature reduction

(PCA) by measuring the training time. The average training
time of the classification methods used is summarized in
Table 14. There is a drastic reduction in training time with

PCA being used as a feature reduction method. This shows
that high volume of data dimension of textual data will
degrade the performance of classifiers and lead to a long train-

ing time. Table 14 shows that the training time is reduced con-
siderably for individual neural network method. Among the
neural network methods used, the PNN method has more
reduction in the percentage of training time. This is because

of the practical advantage of PNN, unlike BPN, PNN operates
totally in parallel without a need for feedback from the indi-
vidual neurons to the inputs.

The training time of the ensemble method with PCA is very
minimal compared to that of without using PCA. But the
training time of the ensemble method is high compared to

other individual classification methods with PCA because of
the multiple classifier combination. Thus the proposed ensem-
ble approach is applicable where more reliable prediction is

needed rather than considering the training time. But the use
of PCA shows a drastic reduction in training time for the
HEN method also.

6.1. Threats for validity

A few numbers of threats are there to the validity of this study
on a reasonable number of reviews. The proposed methods

need to be investigated on other domains because of the
domain specific nature of sentiment analysis. The POS tagging
approach involved in segregating the nouns describing the

product attributes in review sentences may not be guaranteed
as 100% complete, because there are rare cases where part
of speech of product attributes may not be a noun.
The performance of neural network based models used need
Table 14 Summary of the training time.

Method Without PCA (in sec) With PCA (in sec)

Model-

I

Model-

II

Model-

III

Model-

I

Model-

II

Model-

III

HEN 243.3 262.7 277.5 82.4 89.9 92.3

PNN 102.8 143.3 150.4 33.3 36.4 41.0

BPN 127.6 174.2 198.7 42.1 45.5 53.4

SVM 140.5 186.9 220.2 48.7 62.5 75.7

LDA 148.1 197.1 237.5 68.6 95.0 128.1
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to be investigated for multi class classifications i.e. consider
neutral reviews for classification. The dominating nature of
the neural network based model is shown with a balanced data-

set and results of models may vary if class distribution is unbal-
anced. Further, we restricted our analysis with product features
of maximum word size to 3 (trigrams). Rare possibilities may

exist where product attributes can be of higher n-grams.
Though most of the sentiment mining work on product reviews
has been carried out using reviews collected from Amazon

reviews, very few benchmark dataset are also available for pro-
duct reviews. So the investigation is to be carried out using
benchmark datasets available. Though a reasonable number
of reviews (1200) are used in this analysis, the performance

needs to be proved by increasing the number of reviews.

7. Related work

In this section, a brief review of related work on sentiment
classification methods that have been so far proposed is dis-
cussed. The focus is on sentiment classification studies to clas-

sify the text into positive or negative sentiments. Among the
many studies conducted on sentiment classification using
machine learning algorithms, SVM and naive bayes have been

used widely for classification of online reviews (Pang et al.,
2002; Wilson et al., 2005; Wang et al., 2007; Tan and Zhang,
2008; Prabowo and Thelwall, 2009), The comparative studies

in the literature also showed that SVM outperformed other
classifiers such as naive bayes, centroid classifier, K-nearest
neighbor, winnow classifier (Tan and Zhang, 2008). Among
the application domains, researchers have focused much on

sentiment classification of product reviews for business intelli-
gence (Wu et al., 2006; Tang et al., 2009; Prabowo and
Thelwall, 2009). Moreover, in recent years we witnessed the

advance in neural network methodology, like fast training
algorithm for deep multilayer neural networks. Few research-
ers attempted back propagation neural network based senti-

ment prediction (Zhu et al., 2010; Chen et al., 2011; Sharma
and Dey, 2012; Moraes et al., 2013). Experiments indicated
that ANN produces superior results. Ghiassi et al. (2013) very

recently used dynamic neural network for sentiment analysis
on twitter sentiments. This motivated us to evaluate the use
of another popular neural network based approach the
PNN. From the literature work done, the PNN model is not

applied so far in sentiment mining of product reviews to our
knowledge. But many researchers have proved that the PNN
model is more effective than other models for data classifica-

tion in various other domains (Savchenko, 2013; Ciarelli and
Oliveira, 2009). Also, in recent years there has been a growing
interest in using ensemble learning techniques, which combine

the outputs of several base classification techniques to form an
integrated output, to enhance classification accuracy. Related
work about ensemble methods contributing to sentiment clas-
sification are still limited compared with other research

domains and more extensive experimental work is needed in
this area (Wilson et al., 2006; Tsutsumi et al., 2007; Abbasi
et al., 2008; Lu and Tsou, 2010; Whitehead and Yaeger,

2010; Xia et al., 2011; Su et al., 2013; Li et al., 2012). However,
to the best of our knowledge, no work has investigated neural
networks ensemble impact on improving the accuracy of

feature level sentiment mining.
Though several machine learning approaches have been
developed, selection of feature size results in improved
performance. Previous work used various methods for

selecting the features such as gradable adjectives, parts of
speech as features, log likelihood ratio, information gain,
mutual information, chi square test and document

frequency (Hatzivassiloglou and Wiebe, 2000; Yu and
Hatzivassiloglou, 2003; Dave et al., 2003; Gamon, 2004;
Wang et al., 2007, 2011; Tan and Zhang, 2008). Except the

work of Cambria et al. (2013) the literature does not con-
tribute much work using the popular feature reduction
method PCA in sentiment classification. Thus in the proposed
method, the probabilistic neural network, BPN and a homo-

geneous ensemble of neural networks has been selected as
the classification model. The effect of PCA as a feature reduc-
tion technique with neural network based sentiment classifica-

tion is also investigated, as SVM is the most commonly used
sentiment classification method and linear discriminant analy-
sis is another popular statistical method used in classification

problems. The performances of three neural network models
are shown by comparing with two statistical models such as
SVM and LDA.

8. Conclusion

Performances of neural network based approaches are com-

pared with two statistical approaches. The homogeneous
ensemble method performs better than other classification
methods used. Among the individual neural network
approaches used, PNN was highly robust. The performance

was analyzed through the five quality parameters along with
traditional techniques. The proposed approach of combining
the neural network with PCA shows its superiority not only

in quality measures, but also in training time. This indicates
that feature reduction is an essential issue for learning methods
in sentiment classification. Our experimental analysis shows

that a hybrid combination of PNN and PCA could be a better
solution for reducing the training time and increasing the clas-
sification performance. Our analysis also shows that the com-

pound combination of unigram, bigram and trigram performs
better for almost all the prediction models. The possible reason
for the better performance of PNNs is because of the combined
effect of the computational capability and flexibility, by retain-

ing its simplicity. The prediction accuracy of the ensemble
method can still be increased by increasing the number of clas-
sifier combinations. To test the limitations of the proposed

method, future works could use different data domains and
classification approaches probably with a data set of much a
larger number of reviews.
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