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ARTICLE INFO ABSTRACT

Keywords: . The semantics of process calculi has traditionally been specified by labelled transition

Behavioral equivalences systems (LTss), but, with the development of name calculi, it turned out that reaction

Eggicctl]‘perOSg{Satniﬁsing rules (i.e., unlabelled transition rules) are often more natural. This leads to the question

Petri nets of how behavioral equivalences (bisimilarity, trace equivalence, etc.) defined for LTS can be
transferred to unlabelled transition systems. Recently, in order to answer this question,
several proposals have been made with the aim of automatically deriving an LTs from
reaction rules in such a way that the resulting equivalences are congruences. Furthermore,
these equivalences should agree with the standard semantics, whenever one exists.

In this paper, we propose saturated semantics, based on a weaker notion of observation
and orthogonal to all the previous proposals, and we demonstrate the appropriateness of
our semantics by means of two examples: logic programming and open Petri nets. We also
show that saturated semantics can be efficiently characterized through the so called semi-
saturated games. Finally, we provide coalgebraic models relying on presheaves.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

The operational semantics of process calculi is usually given in terms of transition systems labelled with actions, which,
when visible, represent both observations and interactions with the external world. The abstract semantics is given in
terms of behavioral equivalences, which depend on the action labels and on the amount of branching structure considered.
Behavioral equivalences are often congruences with respect to the operations of the language, and this property expresses
the compositionality of the abstract semantics.

A simpler approach, inspired by classical formalisms like A-calculus, Petri nets, term and graph rewriting, and pioneered
by the Chemical Abstract Machine [5], defines operational semantics by means of structural axioms and reaction rules. Process
calculi representing complex systems - in particular those able to generate and communicate names - are often defined in
this way, since structural axioms give a clear idea of the intended structure of the states, while reaction rules, which are often
non-conditional, give a direct account of the possible steps. Transitions caused by reaction rules, however, are not labelled,
since they represent evolutions of the system without interactions with the external world. Thus reduction semantics in itself
is neither abstract nor compositional. To enhance the expressiveness of reduction semantics, Leifer and Milner proposed,
in [33], a systematic method for deriving bisimulation congruences from reduction rules. The main idea is the following:
a process p can do a move with label c[—] and become p' iff c[p] ~ p’. This definition was inspired by the work of Sewell
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[51]. Also, the approach of observing contexts imposed on agents at each step was introduced in [43], yielding the notion of
dynamic bisimilarity.

Leifer and Milner also introduced the categorical notions of relative pushout (RPO) and idem relative pushout (IPO) in
order to specify a/the minimal context that allows the state to react with a given rule. This construction leads to labelled
transition systems (LTs) that use only contexts generated by IPOs, and not all contexts, as labels, and thus are smaller than
in the latter case. Bisimilarity, trace equivalence and failure equivalence on this LTs (called IPO semantics) are congruences
under rather restrictive conditions.

In this paper our aim is, as in the ordinary case, to derive a bisimilarity congruence from given reduction rules. However,
we introduce in the transition system all context-labelled transitions which make a state and a rule match. We call the
resulting equivalences saturated. Saturated equivalences are coarser than IPO ones and have nice properties, e.g., they are
always congruences, but the LTs is infinite-branching in more cases. Here we develop a semi-saturated technique that allows
one to compute saturated equivalences without considering all matching contexts. In fact, if we call Alice the player choosing
the move and Bob the player choosing a matching reply, we prove that if Alice chooses an IPO move and Bob replies with
any matching move, the resulting equivalence is the saturated one, even if the moves to be considered are usually much
less.

Moreover, we show that in some relevant cases saturated equivalences are exactly what we want, while IPO equivalences
are too fine. In the paper we discuss two important cases: logic programming and open Petri nets.

We model logic programming in a way similar to [15]. It turns out that saturated trace congruence coincides with the
ordinary logic semantics of logic programming, while the IPO trace congruence yields a finer semantics, know in the logic
programming community as S-semantics [22]. Interestingly enough, a goal (i.e., a conjunction of atomic goals) and the head
of a clause must adapt in two different ways: both must be instantiated, but in addition the head must be (A-)composed
with other formulas which stay idle in the reduction. We are able to obtain both adaptations at the same time within our
approach, without resorting to an infinite number of rules, as it is usually the case for the ordinary construction, since agents
are normally forced to be closed.

Open Petri nets [30,4] are an interactive extension of P/T nets. They can interact with each other by exchanging tokens
through open places, i.e., those places that are visible from the environment. We model open Petri nets as a special kind
of multiset rewriting systems, where multisets of tokens can be added only into open places. Again, while IPO bisimilarity
yields a finer semantics, the saturated bisimilarity coincides with the semantics previously proposed in [4].

In the last part of the paper, we introduce coalgebraic models for IPO and saturated bisimilarity. Universal Coalgebra
[47] provides a categorical framework where abstract semantics of interactive systems are described as morphisms to their
minimal representatives. More precisely, given an endofunctor B on a category C, a coalgebra is an arrowa: X — B(X) of C
and a coalgebra morphism from « to 8 isanarrow h: X — X’ of Cwith h ; 8 = « ; B(h). Under certain conditions on C and
B, a category of coalgebras admits a final object. Ordinary labeled transition systems (with finite or countable branching)
can be represented as coalgebras with final object for a suitable functor on Set. Then, in order to prove that two states are
equivalent, we have to check if they are identified by the final morphism, and the image of the given coalgebra through the
latter is the minimal representative.

However, this representation of interactive systems forgets about the algebraic structure, which is usually very relevant
in practical cases, since compositionality is the key to master complexity. In particular, the property that bisimilarity respects
the operations (i.e., that it is a congruence, which is essential for making abstract semantics compositional) is not reflected
in the structure of the model.

In [54], bialgebras are introduced as a model with both algebraic and coalgebraic structure, while a related approach based
on structured coalgebras is presented in [19]. In this paper we will use coalgebras on a category of presheaves Set®, where
objects of C represent interfaces of systems and arrows represent environment, i.e., (unary) contexts in which systems can be
embedded. Coalgebras on presheaves have been widely used in order to model nominal process calculi [53,24,23] but with
a slightly different flavor. In these works, the index category only models the names of systems: usually, objects are sets of
names and arrows are (injective) names substitutions. Here instead, the index category C is a Lawvere-like category where
arrows are algebraic contexts. By using such kind of categories, standard results of the theory of coalgebras guarantee the
compositionality of bisimilarity.

This paper is an extended version of [11,12]. In the former, we have introduced saturated semantics and the semi-
saturated game by using, as examples, logic programming and a fragment of open m-calculus [48] that is not presented
here, since it could be more conveniently modeled via an extended framework that we have introduced in [13]. In [12], we
have introduced coalgebraic models for IPO and saturated semantics by means of structured coalgebras. The coalgebraic
models based on presheaves that we will show in this paper are essentially the same as the structured coalgebraic ones of
[12], but they are presented in a new perspective that highlights the links between coalgebras on presheaves and reactive
systems. Most of the examples come from the Ph.D. thesis of the first author [6] and they have never been published.

2. The theory of reactive systems

In this section, we summarize the theory of reactive systems proposed in [33] to derive labelled transition systems (LTSS)
and bisimulation congruences from a given reaction semantics. The theory is centered on the concepts of term, context and
reaction rules: contexts are arrows of a category, terms are arrows having as source 0 (a special object that denotes “no
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holes”), and reaction rules are pairs of terms. Hereafter, given a category C, |C| denotes the class of its objects, ||C|| the class
of its arrows and C[i, j] (with i, j € |C|) the class of arrows having source i and target j.

Definition 1 (Reactive System). A reactive system R consists of:

. acategory C,

. a distinguished object 0 € |C|,

. a composition-reflecting subcategory D of reactive contexts,
. aset of pairs R C Uie\q C[0, i] x C[O0, i] of reaction rules.

AW N =

The reactive contexts are those in which a reaction can occur. By composition-reflecting we mean that d; d’ € D implies
d,d € D. Note that the rules have to be ground, i.e., left-hand and right-hand sides have to be terms without holes and,
moreover, with the same codomain.

From reaction rules, one generates the reaction relation by closing them under all reactive contexts. Formally the reaction
relation is defined by taking p ~ q if thereis (I, r) € R andd € Dsuchthatp =1I;dandq =r; d.

Definition 2 (Free Lawvere Theory and Free Term Category [32]). Let X be a signature. The free Lawvere theory for X', denoted
as Th[X'], is a category with object natural numbers and morphisms ¢ : m — n being n-tuples of m-holed terms.
Composition is substitution of terms, and identities id, : n — nare (—1, —2, ..., —). Anarrowt : m — n of Th[X]
is linear if each of the m holes appears exactly once in t. The free term category of X, denoted as Cy, is the subcategory of
Th[ X'] having the same objects, but only linear arrows.

During the whole paper, we will think of the base category C as a Lawvere-like category (i.e., a category where arrows
represent terms and contexts of a signature). Thus we will often refer to an arrow ¢ € ||C|| as to a unary context c[—], and
to the composition of arrows c; d as to d[c[—]].

Example 1 (Term Rewriting). A term rewriting system consists of a signature X' and a set of rules R of the form | — r,
where [ and r are terms of X. The operational semantics is simply obtained by contextualizing and instantiating [ and r. In
other words, p ~ q if and only if there exist | — r € fR such that there exist a context c[—] and an instantiation i, such that
p = cll[il] and q = c[r[i]].

In order to see a term rewriting system as a reactive system, we have to restrict our attention to ground term rewriting
systems, i.e., those where the rules are ground (namely, these cannot be further instantiated). Every ground term rewriting
system defines a reactive system where Cyx is the base category, the distinguished object is the natural number 0, all the
contexts are reactive (i.e., D = Cyx) and the set of rules is fR.

Definition 3 (Quotiented Lawvere Theory and Quotiented Term Category). Let X be a signature and E be a congruence
relation over the arrows of Th[X']. The Lawvere theory quotiented by E is the category Th[ X' /E] having the same objects
as Th[ X'], but arrows [p] : m — n are equivalence classes of arrows p : m — n of Th[X']. It is easy to verify that the
composition operator is well defined and Th[ X' /E] is still a category. In the same way, we can define the term category
quotiented by E, denoted as C')E:.

Example 2 (Simple Process Calculus (SPC) [51,52]). Consider the following fragment of CCS for a set of channels name .
p.q=0|a|a|plq acwN.

The signature X' consists of a set of input and output constants parametrized over , the null process 0, and the binary
operator of parallel composition |. Processes are considered up to structural congruence = which is the smallest congruence
that ensures associativity, commutativity and identity (w.r.t. 0) of the parallel operator. The intuitive operational semantics
is that a process sending on a channel named a € .V and a process receiving on the same channel, can react and disappear.
In symbolsa | a ~ 0.

The reactive system of simple process calculus is ¢ = (C%,0,C5, R) where C5 is the term category over X
quotiented by =, the object 0 is the natural number, all contexts are reactive and the set of rules R is {(a | a,0) s.t.a € N}.

The operational behavior of a reactive system is expressed as an unlabelled transition system. On the other hand, many
useful behavioral equivalences are only defined for LTss. In order to obtain an LTS, we can plug a term p into some context
c[—] and observe if areaction occurs. In this case, we have that p N Categorically speaking, this means that p; ¢ matches[; d
for somerule (I, r) € R and some reactive context d. This situation is formally depicted by diagram (i) in Fig. 1: a commuting
diagram like this is called a redex square. Formally, a redex square is four arrows p, c, [, d such that p; c = I; d, d € D and,
for somer, (I, 1) € R.

Definition 4 (Saturated Transition System). The saturated transition system (SATTS for short) is the LTS having as states arrows
with source 0 and transitions are defined as p —>CSAT qiff c[p] ~ q.
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Fig. 1. Redex Square and RPO.
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Fig. 2. (i) An open input Petri net; (ii) bb —>ySAT bc; (iii) bb —")ygAT bex; (iv) The 1poTs of a, b and cx.

Note that saTTs is often infinite-branching since all contexts that allow reactions may occur as labels. Another problem of
SATTS is that it has redundant transitions. For example, consider the term a of SPC. The observer can put this term into the

context a | — and observe a reaction. This corresponds to the transition a —a|>_5AT 0]0. However we also have a %;‘S_AT pl0]|O
as a transition, yet p does not contribute to the reaction. Hence we need a notion of “minimal context that allows a reaction”.
Leifer and Milner define idem pushouts (IPOs) to capture this notion.

Definition 5 (RPO). Let the diagrams in Fig. 1 be in some category C. Let (i) be a commuting diagram. Any tuple (is, e, f, g)
which makes (ii) commute is called a candidate for (i). A relative pushout( RPO) is the smallest such candidate. More formally,
it satisfies the universal property that, given any other candidate (ig, €, f', g’), there exists a unique mediating morphism
h : is — ig such that (iii) and (iv) commute.

Definition 6 (IPO). A commuting square like diagram (i) of Fig. 1 is called idem pushout (IPO) if (i4, c, d, id;,) is its RPO.
Definition 7 (Redex RPOs). A reactive system has redex RPOs if every redex square has an RPO.

Definition 8 (IPO Transition System) The IPO transition system (1PoTs for short) is the LTs having as states arrows with source
0 and transitions are defined as p —>, r;diffd € D, (I, r) € R and diagram (i) in Fig. 1 is an IPO.

In other words, if inserting p into the context c[—] matches [; d, and c[—] is the “smallest” such context (according to the
IPO condition), then p transforms to r; d with label c[—], where r is the reduct of L.

Bisimilarity on 1PoTs is referred to as IPO bisimilarity (denoted by ~'), and Leifer and Milner have shown that if the reactive
system has redex RPOs, then it is a congruence (i.e., it is preserved under all contexts).

Theorem 1 (From [33]). If R has redex-RPOs, then ~' is a congruence.

It can be easily shown that bisimilarity over sATTs is always a congruence, whether or not the underlying category has redex
RPOs. In this paper, we will focus on this bisimilarity, which will be called saturated bisimilarity (denoted by ~%).

Proposition 1. In all reactive systems, ~° is a congruence.

Example 3 (Running Example: Open Input Petri Net). Given a set X, we write X® for the free commutative monoid over X.
A multiset m € X® is a function from X to w (the set of natural numbers) that associates a multiplicity to every element
of X. Given two multisets m; and m;, m; @ m, is defined as Vx € X, m; @ my(x) = my(x) + my(x). We write ¥ and ¢ to
denote, respectively, the empty set and the empty multiset. In order to make the notation lighter, we will use aab to denote
the multiset {a, a, b}. Sometimes we will use a"b™ to denote the multisets containing n copies of a and m copies of b.

An open input Petri net [4] (open net, for short) is N = (S, T, pre, post, IP) where S is the set of places, IP C S is the set
of input places, T is the set of transitions (with S N T = @), pre, post : T — S® are functions mapping each transition to
its pre- and post-set’. A marking m over a net N is a multiset of tokens over the places of N, i.e., m € S®. A marked net is an
open net N together with a marking m.

Fig. 2(i) shows an open net where, as usual, circles represents places and rectangles transitions. Arrows from places to
transitions represent pre, while arrows from transitions to places represent post. Ingoing arrows without source denote
input places. Thus in Fig. 2(i) the input places are x and y.

2 Open input Petri nets are a subclass of Open nets [4]. Besides input places, open nets have also output places. We consider only input places in order to
make the example simpler.
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The operational semantics of marked nets is expressed by the following rules, where we use °t and t* to denote,
respectively, pre(t) and post(t).

teT ieIp®

N*t&c>Nt'dc NmINmai
The transitions generated by the leftmost rules are the standard transitions of P/T nets, while the rightmost rule allows
the environment to insert tokens into input places. The abstract semantics of open nets is defined in [4] as the standard
bisimilarity over such LTs.
Given an open input Petri net N = (S, T, pre, post, IP), we can define the corresponding reactive system as N =
(OPNy, 0, OPNy, %), where OPNy, is defined as follows:

- 0 and 1 are the only objects,
- arrows 0 — 0 and 0 — 1 are multisets on S, while arrows 1 — 1 are multisets on IP,
- identities are the empty multisets and composition is the union of multiset.

The set of rules T is {(°t,t*) : 0 — 0 | t € T}. Intuitively, each transition of the net defines a reaction rule as a pair of
arrows with source and target 0. Instead, arrows from 0 to 1 model the states of the net (i.e., multisets over all the places),
while arrows from 1 to 1 model contexts (i.e., multisets over input places).

It is easy to see that (when restricting to OPNy [0, 1]) the reaction relation (~) for & coincides with the r-transitions
defined by the ordinary operational semantics. For saturated transition instead, look at Fig. 2(ii). It describes the transition

bb —QISAT bc. The rule is the pair of arrows (by, c) : 0 — 0 (corresponding to the left-topmost transition of Fig. 2(i)). This
rule is contextualized with b : 0 — 1 (that is a token in a closed place), while the state bb : 0 — 1 can be contextualized
only with tokens in input places. Note that the state bb can use only the rule (by, c). Indeed all the other rules containa, c, e
in the left hand side and tokens in those places cannot be added to bb : 0 — 1.

i1
However, the saturated transition system for bb is infinite branching, since bb Q]) sar bex'y for alli, j € w. As an example,
look at the outer square of Fig. 2(iii). For this reason, instead of considering all possible contexts, we want to consider only
the minimal ones. By applying the definition of IPO to the category OPNy, we get that the 1poTs (restricted to OPNy[O0, 1])
coincides with the one generated by the following rule.

teT m=mN"t)®c iclP® t=mN*t)Pi

N,m— N, t*®c
Fig. 2(iv) shows the 1poTs of multisets a, b and cx. This labeled transition system is finite because it takes into account only

the minimal contexts. Now, reconsider the multiset bb. We have that bb X 1 bc, but bb ﬂ 1 bex. Indeed, in Fig. 2, diagram (i)
is an IPO, while diagram (ii) is not, since the multiset x is not really needed to perform the transition.

It is worth noting that OPNy has RPOs, while it does not have pushouts. For example there is no pushout for the arrows
a:0— landby:0— 0.

3. Suitability of IPO and saturated semantics

After their introduction, several attempts have been made to encode several specification formalisms (Petri nets [38,
34,49], Mobile Ambients [9,10], CCS [39,8], A-calculus [40,20], asynchronous r -calculus [29], fusion calculus [27], etc.) as
reactive systems, either hoping to recover the standard observational equivalences, whenever such a behavioral semantics
exists, or trying to distill a meaningful new semantics. Unfortunately, IPO semantics is often too fine-grained. As shown in
[10], IPO bisimilarity for Mobile Ambients is strictly contained in the one proposed in [35]. In [11], we showed that, for the
open s -calculus, IPO bisimilarity is strictly included into open bisimilarity. For the case of CCS, IPO bisimilarity is strictly
included in the ordinary bisimilarity for a bigraphical encoding [39], while the two coincide when encoding CCS into ordinary
graphs [8]. In [29], it is shown that [PO bisimilarity coincides with the ordinary semantics of a summation-free fragment of
the asynchronous -calculus. However, we conjecture that extending the encoding to processes with summation, the two
semantics do not coincide anymore. Indeed, in our opinion, the axiom a?x.(a!x | p) 4+ t.p ~ t.p is hard to capture with IPO
bisimilarity.

Also, for open nets, IPO bisimilarity is too strict.

Example 4 (~' is Too Strict in Open Input Petri Nets). Consider the 1poTs of the multisets e and cx of the net N shown in

Fig. 2(iv). The former can interact both with the rule (e, f) generating the transition e —8>, f and with the rule (ey, fy)

generating the transition e X 1 fy. The latter can interact only with the rule (cx, d) generating the transition cx =  d. Thus
e ! cx, but they are equivalent according to the standard abstract semantics (Example 3). Intuitively, e and cx cannot be
distinguished by an external observer that can insert tokens into input places and observe if some reaction occurs. Moreover,

v . v .
e ~5 cx. Indeed, when e proposes the SATTS move e — g7 fy, cx can answer with cx — a7 dy and fy ~° dy since both cannot
move.
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Now consider the multiset a and b. We have that a «;pg b but they are bisimilar according to the ordinary semantics, and

Xy . Xy
moreover a ~° b. Indeed when a proposes a —sar e, b can answer with b —>s47 cx and, as shown above, e ~° cx.

The above examples show that ~/ is strictly finer than the standard semantics for nets. It is easy to prove that the latter
coincides with ~° (restricted to the homset OPNy[0, 1]).

In the above example, saturated semantics coincides with ordinary semantics. However, when considering full process
calculi equipped with recursion, saturated semantics are often too coarse. For example, the CCS processes w = 7.£2 and
® = 1.2 + a.f2 are saturated bisimilar [42], yet not strong bisimilar. This problem becomes potentially serious when
considering weak semantics. Intuitively, two systems are saturated bisimilar if they cannot be distinguished by an external
observer that, in any moment of their execution, can insert them into some context and observe a reduction. However, since
in weak semantics, reductions cannot be observed, all systems are equivalent.

This argument suggests to us that, in general terms, saturated semantics should be equipped with some basic
observations on the states, in the style of barbs [42]. In [10], the first author together with Gadducci and Monreale, has
shown that for Mobile Ambients [16], IPO bisimilarity is still too strict, while saturated bisimilarity (properly extended with
barbs) coincides with the bisimilarity defined in [45]. Moreover, a weak variant of saturated bisimilarity with barbs coincides
with the one defined in [35].

In Section 5, we will show that, in Logic Programming, saturated trace equivalence (extended with an observation ¢)
coincides with the ordinary logic equivalence of Logic Programming.

In the next section, we will introduce semi-saturated semantics that allows us to “efficiently characterize” saturated
semantics. The idea is presented for the case of bisimilarity (using, as a running example, open nets), but it is very general,
and can be employed also for barbed bisimilarity (as shown in [16]).

4. Semi-saturated semantics

In this section, we introduce semi-saturated game: a general technique that allows one to efficiently characterize saturated
semantics. By efficiently, we mean that we avoid considering the whole saturated transition system (SATTS) that is usually
too big, since it is labeled with all possible contexts. Instead of the sATTS, we use the IPO transition system (IPOTS), whose
labels are just the minimal contexts that allow some reaction. However, we do not consider the usual abstract semantics over
the 1poTs but a slightly refined version of them: if we call Alice the player choosing the move and Bob the player choosing a
matching reply, when Alice chooses an IPO move, Bob can reply with a move from SATTS.

We will prove that semi-saturated semantics coincide with saturated semantics whenever the reactive system has redex
IPOs.

Definition 9 (Redex IPOs). A reactive system has redex IPOs, if every redex square has at least one IPO as candidate.

Clearly this constraint is weaker than having redex RPOs (Definition 7) that is required by Theorem 1. Having RPOs means
to have a minimum candidate (i.e., a candidate smaller than all the others), while having IPOs allows one to have several
minimal candidates (also not comparable among them). The following example shows the difference between redex IPOs
and redex RPOs.

Example 5 (IPOs in Simple Process Calculus). Recall the category C5 of Example 2. This is the term category of a signature
having some constants and a binary operator that is associative, commutative and with identity. This category does not
posses RPOs: consider the exterior squares in diagrams (i) and (ii) below (note that they are equal). This square has no RPOs
since it has, as candidates, the arrows inside which are not comparable (in the sense that neither is smaller than the other).
But note that both the candidates are IPOs, since they have, as candidates, only isomorphic diagrams.

In this section we will show semi-saturated games for both bisimilarity (Section 4.1) and a generalization of trace
equivalence (Section 4.2).

4.1. Semi-saturated and symbolic bisimilarity

Here we introduce two alternative and, in some cases, finitary characterization of saturated bisimilarity and we will prove
that they coincide with ~5,

Definition 10 (Semi-saturated Bisimulation). A symmetric relation R is a semi-saturated bisimulation if and only if whenever
PRgq,
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e ifp —; p'thenq —>sr ¢ and p'R(q.
We call the union of all semi-saturated bisimulations semi-saturated bisimilarity (denoted by ~gs).

Theorem 2 states that, in the presence of redex IPOs, this kind of bisimilarity coincides with saturated bisimilarity (and thus
it is a congruence). In this way, we can prove that two processes are saturated bisimilar just starting with IPO moves. Once
an IPO move is chosen, the context c[—] is fixed, and thus only the ~ moves from c[q] must be considered. Leifer and Milner
have shown that ~ is a congruence if the reactive system has redex RPOs, i.e., if for each redex-square there exists an RPO.
For ~ it is sufficient to require that the reactive system has redex IPOs.

Theorem 2. If R has redex-IPOs, then semi-saturated bisimilarity coincides with saturated bisimilarity (i.e.,p ~* q <= p ~*
q)

Proof. We prove that ~% C ~°, showing that the contextual closure S of semi-saturated bisimilarity

S = {{clpl.clql) | p~* g, c € C}

is a saturated bisimulation.
is is
N N
i4 i5 i4 iS
g d g e
i i3 i i3
N A N
0 0

(1) (ii)

Suppose that c[p] —);s,qr p’. Then for some (I, r) € % and d € D we have that the exterior square of diagram (i) commutes
and p’ = d[r]. Since R has redex IPOs we are able to construct an IPO as the inner square of diagram (i) and then p —g>, d'[r].

Since p ~% g we have that g —sar e[r'] for some e € D and (I, ') € % with d'[r] ~5 e[r']. Now we can put the upper
square of diagram (i) on the redex square generating this transition and we obtain diagram (ii) that trivially commutes.

Hence c[q] —j;gAT d’[e[r']], and (p', d"[e[r']]) € S because p’ = d[r] = d"[d'[r]] and d'[r] ~5 e[’].

To prove that ~5 € ~55 it is sufficient to observe that if p —; p’ thenp —sur p. O
The above theorem allows one to recover saturated bisimilarity without considering all the transitions of sATTs, i.e., all
possible contexts that allow some reaction. The following definition offers an alternative characterization of semi-saturated

bisimulations: when Alice propose an IPO move labeled with ¢, Bob can reply with another IPO move labeled with a contexts
d smaller than c.

Definition 11 (Symbolic Bisimulation). A symmetric relation R is a symbolic bisimulation if and only if whenever pRg,

e ifp —>; p/then3d € C,e € Dsuch thatd; e = ¢, q —d>, q andp’'Rq'; e.

Theorem 3. If R has redex-IPOs, then a symmetric relation R is a semi-saturated bisimulation if and only if it is a symbolic
bisimulation.

ig ig
1 13 lp —d> 15 <8— 13
NN
0 0
(i) (ii)

Proof. Suppose that R is a semi-saturated bisimulation. Let p, q be processes such that pRq. Then, p =S 1 p’ implies that
q — s q'and p’ Rq'. Then, by definition of —gar, there exists a redex square like diagram (i) where ¢ = r; f. Since the
reactive system has redex IPOs, then there exists an IPO candidate like that in (ii). Note that both g and e are reactive contexts,
. . . d
since f is reactive. Then ¢ —; r; g. Now note that p’ Rq’ = (r; g); e.
The inverse implication is immediate by Theorem 2. O
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It is worth noting that the definition does not require that the arriving states p’ and ¢’ are bisimilar. Indeed, it requires that p’
is bisimilar to q'; e, that is the process q’ inserted into the context e that is missing to d to equate c. This reminds us of several
abstract semantics of different process calculi. Among these, symbolic open bisimilarity [48], asynchronous bisimilarity [2],
efficient bisimilarity for explicit fusion [55] and large bisimilarity [3]. The links between these abstract semantics and the
above definition have been exploited in [13].

Example 6 (~55 in Open Input Petri Nets). Recall the input net in Fig. 2(i). In Example 4 we have informally shown that
a ~° band e ~° cx. Here we formally prove it by showing that

R={(a,b), (b,a), (c,c), (e,cx), (cx,e), (d,f), (f,d), (dy,fy), (fy,dy)}
is a symbolic bisimulation. Consider the 1poTs of marking a, b and cx in Fig. 2(iv).
We can prove that R is a symbolic bisimulation just using — ;. As an example consider the pair (a, b). When a —y>, c then

b —y>, ¢ and ¢ Rc. In this case the arrow d of Theorem 3 is y and e is the identity. When a ﬂ, ethenb —y>, c and e R cx. In this
case the arrow d of Theorem 3 is y and e is x. For all the other pairs, we can proceed analogously.

Alternatively, we can show that R is a semi-saturated bisimulation. Consider (a, b). When a —y>, c then b —“>V5AT c and
Xy Xy
cRc.Whena —; ethen b —s4r cx and eRcx.

4.2. Semi-saturated trace equivalences

In this subsection we introduce ¢-trace equivalence, an abstract semantics that is parametric w.r.t. a predicate ¢ and that
generalizes canonical trace equivalence. In the theory of reactive system, this semantics is not be considered yet. We are
introducing it, because it will be relevant in Section 5 as abstract semantics of logic program. All the proofs are in Appendix
A.

As in the case of bisimilarity, we define saturated and IPO ¢-trace equivalence. The former is always a congruence, while
the latter only when there exists redex and context RPOs. Moreover, we will introduce a semi-saturated version of it and we
prove that this coincides with the saturated one, whenever the system has redex and context IPOs.

Definition 12 (¢-trace Equivalence). Let X be a set of states, L a set of labels and — C X x L x X a transition relation. Let
—; — : L x L — L be an associative operator on labels and let ¢ be a property on X. We say that p, q € X are ¢-trace
equivalent (p ~¢ q) if the following conditions hold:

e ¢(p) if and only if ¢p(q),
H l / / l ! /
o ifp—p ' A@(p)thenqg — ¢ A p(q),
H l / ! l / /
o ifqg - q A¢(q)thenp — p' A (D),

wherep—l»p/iffpgpz...p,,gp/andl:h;lz;...;lnwithnz 1.

Note that the above definition generalizes the notion of trace equivalence: when ¢ holds in every state of X and ; is string
concatenation, then we have the classical trace semantics for —.

In the rest of this section we will study this equivalence in the setting of reactive systems, and we will fix the ; operator
to be context composition. As we did for bisimilarity, we can define this equivalence on the 1poTs (IPO ¢-trace equivalence
denoted by :f) or on the SATTS (saturated ¢-trace equivalence denoted by :?AT).

In order to obtain a congruence, we have to require the following conditions:

1. ¢ is defined on all arrows, and the arrows satisfying ¢ form a composition-reflecting subcategory;
2. all contexts are reactive.

The first requirement is not very strong, and we will show that, in our encoding of logic programming, it holds. The second
constraint is rather restrictive, but there are many formalisms for which it holds, as, for example, term rewriting ( Example 1),
pro graph rewriting [21], logic programming (Section 5) and open input Petri nets (Example 3).

Proposition 2. In a reactive system where all contexts are reactive and ¢ defines a composition-reflecting subcategory, :?AT is
a congruence.

IPO bisimilarity is a congruence under the constraint of having all redex RPOs, while here IPO ¢-trace equivalence is a
congruence under the assumption that RPOs exist not only for redex squares but also for squares where the four arrows
are contexts. We say that a reactive system has redex and context RPOs if it satisfies this constraint. We have to require this
condition since we are working with the transitive closure of —. A similar condition is needed in [14] where the authors
require one to have all RPOs, in order to show that weak bisimulation is a congruence.

Let us explain what we mean by contexts. When defining the encoding of a formalism into a reactive system, one is
interested only in some arrows of the base category that represent the state of the formalism. For example, in the reactive
system for open nets ./, only the arrows of OPNy of type 0 — 1 represent the state of the open net. In the case of logic
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programming (Section 5) only arrows of type p — t" represent logic formulas. By contexts we mean only those arrows of the
base category that can be be post-composed with such arrows. In the case of open nets, contexts are arrows of type 1 — 1,
while in logic programming arrows of type t" — t™. Then the existence of RPOs is not needed for all the arrows of the base
category, but only for such contexts.

Proposition 3. In a reactive system with redex and context RPOs, where all contexts are reactive and ¢ defines a composition-
reflecting subcategory, :f is a congruence.

As for bisimulation, we can define a semi-saturated version of ¢-trace equivalence.

Definition 13. Let R be a reactive system, and ¢ a property on the arrows of C. We say that p and q are semi-saturated
¢-trace equivalent (p :g’s q) if the following holds:

e ¢(p) if and only if ¢ (q),
o ifp — p' A (p) then g s ¢’ and $(q),
o ifqg 1 ¢ Ad(q) thenp —s p’ and $(p'),

where —; and —¢ are the transitive closures of —; and —>gu7.

As semi-saturated bisimilarity corresponds to saturated bisimilarity, semi-saturated ¢-trace equivalence is saturated ¢-
trace equivalence, under the weak constraint of the existence of redex IPOs.

Theorem 4. In a reactive system with redex IPOs, where all contexts are reactive, and such that ¢ defines a composition-reflecting

subcategory, then 2?5 = :?AT‘

5. Logic programming

Logic programming, together with open input Petri nets (Example 4), points out that IPO abstract semantics are
sometimes too strict, while saturated ones are, at some extent, more suitable. In this section, it turns out that saturated
trace equivalence coincides with the ordinary logic semantics of logic programming, while IPO trace equivalence yields a
finer semantics, known in the logic programming community as S-semantics [22].

A logic signature I" is a pair (X', IT), where X is a set of function symbols and IT is a set of predicate symbols with an
associated arity. As usual, given a set X of variables, we denote by Tx (X) the free X-algebra over X. A term over X is an
element of Ty (X). Given a term t, Var(t) is the smallest set of names X such that t € Tx(X). An atomic formula over X has
the form P(tq, ..., t,) where P is a predicate with arity n, and t, .. ., t, are terms over X. A formula is a finite conjunction
of atomic formulas: a; A --- A a, where A is associative and it has the empty formula O as unit. Note that in the standard
definition A is also commutative, but to simplify our construction, as it is the case in Prolog, we do not consider it to be
commutative (however the resulting behavior is the same).

If X and Y are sets of variables, a substitution from X to Y is a function o : X — Tx(Y).If t is a term over X and o
a substitution from X to Y, then the term over Y, obtained by simultaneously substituting in t all the occurrences of the
variables in X with their image under o, is called the application of o to t and written t; o (or o (t)). If o is a substitution
fromX toY,and o’ from Y to Z, then o; ¢’ from X to Z is defined by applying ¢’ to each image of the variables in X under
o.Giveno : X — Tx(Y)and X’ C X the restriction of o to X', written o 1X’, is the substitution o’ : X’ — Tx(Y) acting as
oonX'.

A substitution o is more general than ¢’ if there exists a substitution 6 such that o’ = o; 6. Two substitutions v and ¢
unify if there exists a substitution o such that ¢; 0 = ¢; o, in this case o is a unifier of ¥ and ¢. It is well-known that if
¥ and ¢ unify, then there exists a unifier that is more general than all the others, called the most general unifier (mgu for
short). It is also well-known that an mgu is the coequalizer in the category of substitutions [26], and in [15] it is shown that
the mgu of substitutions with disjoint sets of variables corresponds to a pushout (this will be detailed later).

A logic program is a finite collection of Horn clauses, i.e., expressions of the form h : — b where h is an atomic formula
called the head of a clause, and b is a formula called the body. Rules in Table 1 define the operational semantics of logic
programming. A goal g = a; A --- A a, reacts with a clause c = h : — b if g;, an atomic formula of the goal g, unifies
with p(h) (where p substitutes the variables of h with fresh variables not appearing in g). Let o be the mgu of a; and p(h),
then g reacts and becomes g’ = o(a;) A --- Ao (ai_1) Ao(b) Ao(air1) A --- A o(ay). A refutation of g is a derivation
g =0, &2 =0, =0, & ending with the empty formula (i.e. g, = O). In this case o = oy; ... ; 0y, 1 Var(g) is a computed
answer substitution of g.
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Table 1
Operational rules for SLD-resolution.

h:—b € P o =mgu(a, p(h))
PI-a=, a(p(b))
PI-g = f
PIrgiAgNG =6 0(g) AfAa(g)

p renames to globally fresh names

5.1. Goals equivalences

Given a logic program, when are two goals equivalent? First note that we already have an LTs, but bisimulation is quite
uninteresting in this case because we would like to consider as equivalent two goals with different branching behavior.
Here the interesting point is if, and when, two goals can be refuted. The first naive equivalence that comes to mind is: g;
can be refuted iff g, can be refuted. This equivalence is, however, very coarse and equates a lot of goals that we would like
to distinguish.

Logic equivalence (denoted by ~~; ) equates g; and g, if and only if, for any ground substitution o, o (g;) is refuted iff o (g;)
is refuted. In [22], S-equivalence (denoted by ~~s) is proposed: g; and g, have the same set of computed answer substitutions.
Another interesting equivalence is correct answer equivalence (denoted by =~ ) that equates two goals iff they have the same

set of correct answer substitutions (defined as follows). Let 2 be the transition system defined by changing the premise of
the first rule of Table 1: we do not require anymore that o is the mgu, but only that it unifies a and p(h) i.e, o (a) = o (p(h)).

Ifg 2 2 2 2 Owe saythato = o4; ...; op1Var(g) is a correct answer substitution of g. In other words o is a correct
answer substitution of g iff o (g) is a logical consequence of the program.

In [15], it is shown that, if we work with an infinite set of function symbols, g; ~~; g, iff g1 ~¢ g5.

The following example shows that S-equivalence is somehow too detailed and that logic equivalence is more abstract.

Example 7. Consider the following program, where y is a variable and a is a constant:
P(y):—O P@:—0O Q) :—0.

Now consider the goals P(x) and Q (x). They are refuted by any ground substitution, which means that they are logic
equivalent (and also correct answer equivalent). However, they are not S-equivalent: in fact the set of computed answer
substitutions for P(x) is {€, [a/x]}, while the computed answer substitutions for Q (x) are {e}.

In Section 5.3, we will show that IPO trace equivalence coincides with S-equivalence and thus it is too strict since it
distinguishes the goals P(x) and Q (x) defined above, while saturated trace equivalence exactly coincides with correct answer
equivalence (and thus logic equivalence) and thus it cannot distinguish between P(x) and Q (x).

5.2. Logic programs as reactive systems

Here we show how logic programs can be seen as reactive systems. This will be used to prove, later, that saturated
semantics correspond to logic equivalence, while standard semantics to the finer S-equivalence.

Consider two basic sorts t for terms and p for formulas (predicates are atomic formulas). We use € to denote the empty
string and t" to denote the string composed of n occurrences of t. Given a logic signature I = (X, IT), we define I’ as
the signature I" enriched with the symbols A that takes two formulas and returns one formula and O a constant formula.
Let E be the set of axioms describing that A is associative (not commutative) and has identity 0. Let X, and X; be sets of
predicate and term variables. We use T /¢ (X;, X;) to denote the I"’-algebra freely generated by (X,, X;) quotiented by E. A
substitution for this algebraic specification is a function o : (X,, X;) — Trr/z(Yp, Y;). A term of this algebra in sort p is a
logic formula having term and predicate variables from X; and X,,.

In order to model logic programs as reactive systems, we will use the category Th[I"'/E]%, that is the dual category
of Th[I"'/E], i.e., the Lawvere theory [32] associated to the specification I"’, E. This category has been used in [15] as base
category for a tile system of logic programming. Since the Lawvere theory is usually well-known for one sorted signature,
here we are considering a two-sorted signature, and we report, below, the definition of Th[I"’/E].

Definition 14. The category Th[I"'/E]% is defined as follows.

objects are strings s € {t, p}* representing ordered canonical variables,

arrows s; — s are substitutions assigning to each variable in s; a term of T /¢ with variables in s,
the identity arrow is the identity substitution and

composition of arrows is composition of substitutions.

As an example of an object, consider the string p"t™. This represents n ordered canonical predicate variables (i.e.,
variables indexed from 1 to n) p4, ..., p, and m ordered canonical term variables x4, .. ., X;,. To avoid confusion, it must
be clear that the canonical variables are just placeholders, i.e., their scope is only local. For example, in [f(x1)/x1] the
two x; are different, while in [f(x;)/x1, g(x1)/x2] only the two occurrences of x; in f(x;) and g(x;) refer to the same
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placeholder. Note that in Definition 2 we talked about holes, while here we are talking about variables; moreover, here
we are considering substitutions instead of tuples of terms. Notice that each tuple of terms can be regarded as a substitution
of canonical variables and vice versa. For example, pt-tuple of terms (P(f(x1)), g(x2)) : pt — t" is the substitution
[P(f(x1))/p1, &(x2)/X1] : pt — t". We will often refer to the arrows of Th[I"’/E] as both tuples of terms and substitutions.

Arrows of the form t" — t™ are finite substitutions on X (with canonical sets of variables) and the arrows t — ¢ are
closed terms over X, while arrows p — ¢ are closed formulas over I''. Arrows p — t" are formulas over n canonical
term variables, while arrows p — pt"p are formulas over n canonical term variables and two canonical predicate variables.
Consider for example (P(x1, X2) Ap1, f(x1), Q(f(x2)), ps) where x1, x, are terms variables and p1, ps are predicate variables.
This tu‘{)le corresponds to an arrow from ptp? to t?p°. Note also that the above tuple can represent also an arrow from ptp?
to tptp™.

Furthermore the above tuple can be seen as an arrow having as codomain objects t"p™ forn > 2 and m > 5, i.e., the
codomain does not define the exact index of (term or predicate) variables, but the maximum index that the variables can
have. In the following, for a goal g and a natural number n larger than the maximal index of variables appearing in g, we will
write g" to denote the arrow p — t".

In the classical interpretation by Leifer and Milner, the arrows having domain objects different from 0 (the distinguished
object) are seen as contexts which can be pre-composed with terms. In our reactive system, these arrows are substitutions
which instantiate the variables of formulas. Horn clauses not only must be instantiated by substitutions, but they must be
also contextualized with the A operator.

In the remainder of this section we will use

- the formulafl = P(S(X]), Xz) AN P(X], t(X3)) and
- the clause ¢; = P(y1, t(y2)) :— Q(y1)

as arunning example. The head of the c; must be instantiated (e.g., substituting y; with x; and y, with x3) and contextualized
(plugging it into P(s(x1), x2) A [—]) in order to match fi.

Similar problems arise with process calculi where the rules usually are not ground, and have to be instantiated and
contextualized. For example, the left hand side of the CCS rule a.P | a.Q ~ P | Q matches va.(a.0 | a.0) instantiating P, Q
to 0 and plugging the left-hand side into the context va.[—]. Usually this problem is avoided by creating infinitely many rules
corresponding to all possible instantiations of the rule, and then considering only contextualization, as it is done for bigraphs
[37]. This approach causes the problem of having infinitely many rules and consequently infinitely many transitions. For logic
programming, we use an approach that is analogous to the one adopted for CCS in [8], i.e., we consider arrows that can both
contextualize and instantiate. Here we simulate contextualization by substitutions by supplying appropriate variables in
the rules. The redex of a rule is not simply an arrow of the form h : p — t" that can only be instantiated, but it is an arrow
p1 A h A py: p — pt'p that can be instantiated and contextualized (by instantiating the variables p; and p,). In this way,
we also get a finite branching 1poTs.

Thus, in our reactive system, the head of the clause c; above becomes p; A P(y1, t(y2)) A p2 and, in this way, it can match
the goal by instantiating p; to P(s(x1), x2), p» to O and y; to x; and y- to x3.

Summarizing, we can say that we allow only substitutions and simulate contextualizations by substitutions by supplying
appropriate variables in the rules (see below). In order to integrate this idea with the theory of reactive systems, we have
“reversed” the arrows, i.e., a formula over n term variables becomes p — t" (instead of the maybe more intuitive t" — p).

Definition 15. Given a logic program P on a signature I", we define a reactive system R (P) as follows:

1. Th[I"’/E]? is the underlying category,

2. pis the distinguished object,

3. all contexts are reactive,

4, for each clause h :— b, let n be the largest index of variables contained in h and b; then we add the rule

(i AhADPy, PrAbAD)

where left and right-hand sides are arrows p — pt"p and p1, p, are predicate variables.

Note that h and b do not necessarily have the same number of variables, while our theory requires that the left-hand and
right-hand side of a rule have the same interface (i.e., they must be arrows with the same target). In this case, we extend the
smaller interface.

Recall the definition of redex square ( Section 2). A generic redex square for the above defined reactive system is depicted
in diagram (i) of Fig. 3. Arrow c is a substitution that instantiates the variables of g, while arrow d instantiates the variables
of h and contextualizes h, instantiating the predicate variables p; and p,. Thus, for any reaction step, an atom of the goal is
unified with the head of a clause and p; is instantiated with the formula on the left of the chosen atom, and p, is instantiated
with the formula on the right.

Lemma 1. The exterior square of diagram (i) in Fig. 3 commutes if and only if there exist formulas g, g, and an atomic formula
asuchthatg =gi Aang,p1;d=gi;¢ p;d=g;candh;d = a;c.



F. Bonchi, U. Montanari / Theoretical Computer Science 410 (2009) 4044-4066 4055

/\ /\ /\

tm > o' <L ptp

:\ %Nmpz \ A?Ahwm \ %“”“’2

(i) (11) (111)

C1 = P(Vl t(y2)) :—Q(y1)- The substitution ¢ is [Xl/xl f(Xz)/Xz X3/X3], Y1 is [D/Pl P(x1, f(Xs)) S(Xl)/)’1 X2/y2l, $2 18 [X1/X1, X2 /X2, X3 /3]
and ¥ is [P(s(x1), x2)/P1, O/P2, X1/¥1, X2/¥2].

Proof. Supposethatg =gy AaAgandp;d =gq;¢c,h;d =a;candpy;c = g;;c.Thenpy AhApy;;d=g1AaAg;c, e,

the exterior square of diagram (i) in Fig. 3 commutes. For the other direction, recall that the operator A is associative and it
has as an identity element. Thus, there always exists a, g, and g, such that g = g; A a A g;. If the exterior square commutes,
theng; Aa A gy;c =pi AhApy;d. Since A is not commutative, thengy; c = pq;d,g;c =py;danda;c = h;d. O

In general, in R (P), given a rule and a goal, there exist several ways of unifying them: one for each atom of the goal that can
match the head h. Consider, for example, c; and f; described above. The head of ¢; unifies both with the left predicate of f;
and with the right one, as illustrated by diagrams (ii) and (iii) in Fig. 3. This means that, given a rule and a goal - seen as
arrows - there usually exists no minimal way of matching them (i.e., no pushout exists). The following lemma ensures that
each commuting square fixes a “way” of matching, i.e., chooses the atom of the goal that unifies h.

Lemma 2. Let the exterior square in diagram (i) of Fig. 3 be commuting. Let g1, a, g, be formulas as described in Lemma 1. Then,
for each candidate (e, f, i), the following hold: p1; f = g1; e, p2;f = g;eand h; f = a; e.

Proof. Since the source of e is of type t°, then also its target cannot contain predicate variables. Since the target of e is the
same as the target of f, then f must instantiate the predicate variables p; and p, or, in other words, f must choose which
atom of g matches the head h. Since f;i = d, f is forced to make the same choice of d. Then, by Lemma 1, p1; f = g1; e,
p;f =gseandh; f =a;e. O

As a next step, we are going to show that, in our reactive system, a redex RPO is the mgu of a and h, together with the
instantiation of p; and p, to appropriate formulas. We start by recalling a theorem from [15].

Theorem 5. The pushout between the arrows a : t* — t™ and b : t* — t" is the most general unifier between a and p(b) where
p renames the variables {x; . . .Xx,} to a globally fresh name.

Proof. First of all, notice that the theorem states the correspondence only for the arrows of type t" — t™ rather than all the
arrows of Th[I"’ /E]”. It is easy to see that the full subcategory of Th[I"'/E]*’ containing objects only of type t" is isomorphic
to Th[X]°. It is well known from [26] that the mgu of two substitutions is the coequalizer of the corresponding arrows in
Th[ X1°?. However, in Logic Programming, we are interested only in unification between substitutions whose set of variables
are disjoint, since the variables in the head of the selected clause have been renamed on purpose to be different from those
in the selected goal. This observation has been first made in [ 15], where it is shown that the pullback in Th[ X'] coincides with
the mgu of these “renamed substitutions”. Our theorem follows by the aforementioned result, by duality (i.e., pullbacks in
Th[ X] are pushouts in Th[ X']°).

In order to give a stronger intuition of the correspondence between mgu and pushout, we show an example. Consider
a = [f(x1,X)/x1] and b = [x;/x1]. These are arrows a : t' — t>,b : t' — t!. The pushout in Th[Z]% (and thus in
Th[I"’/E]?) of these arrows is a pair of arrow (¢ : t* — 2, 1 : t! — t2), where ¢ = [x1/X1, X2/X2] and ¥ = [f(x1, X2) /X1 ].
The most general unifier between a and p(b) = [x3/x1] is a substitution [x; /X1, X2/X2, f (X1, X2)/x3]. O

Remember that if two substitutions can unify, then there exists an mgu. This, together with Theorem 5, ensures that, for
each commuting square of substitutions, there exists a pushout. Moreover, this result holds not only for substitutions but
also for atomic goals, since two atomic goals unify iff they consist of the same predicate and the terms within the predicate
unify. In the remainder of this section we use g to denote a formula having the same predicate symbols as g, but without
function symbols and where all variables are different. For example f; = P(uy, u3) A P(us, us). Note that the arrow d of a
generic redex square (see diagram (i) in Fig. 3) can always be decomposed into «; " where « instantiates p; and p; to g7
and g, and v/’ is a substitution. It is exactly this arrow « that chooses which atom of the goal matches h.

The following lemma generalizes the theorem above to non-atomic formulas of the form g; A a A g, and g7 A b A g5.

Lemma 3. Let a and h be atomic formulas. Then (¢, 1) is the pushout of a and h (depicted in diagram (i) below) if and only if
(@', ¥') is the pushout of g4 A a A g, and g1 A h A g, (diagram (ii)), where ¢’ is equal to ¢ on Var(a) and the identity on the
others variables, and ' is equal to v on Var(h) and such that g1; ¢' = g1; ¥’ and g,; ¢’ = 23; ¥'.
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e \ / \
\ / glAﬂAgz\ /(P]/\h/\pz)ot—]Ah/\gz

(i) (ii)
Proof. Suppose that diagram (i) is a pushout, and suppose that there exists v/, v’ suchthat g AaA g U =g AhAZ v
Then we have that a; u = h; v for u, v, the restrictions of u” and v’ on Var(a) and Var(h), respectively. Since diagram (i) is a
pushout, then there exists a unique p such that ¢; p = uand ¢; p = v.

Now, we can construct a o’ such that ¢’; o’ = v’ and ¥'; p’ = v'. Take p’ = p on Var(a; ¢) and equal to u’ on all
the other variables. Now, it is easy to see that ¢’; p’ = u'. Indeed, for the variables in Var(a), ¢’ = ¢, o' = p and
v = uand ¢; p = u. For the other variables ¢’ is, by construction, the identity and p’ = u’. Now, we have to prove
that ¥'; p’ = v’.On Var(h), ' = ¢, p’ = p (observe that Var(a; ¢) = Var(h; ¥))and v' = v and ¥; p = v. For the other
variables, recall that by construction g1, Y =g ¢ andgy; ¥ =g, ¢ . Thengy; /s p' = g1;¢'; p/ = g3 u' = g3 v/ and
Y0 =8¢0 =g u =g 0

Now suppose that there exists another p] such that ¢’; p; = u” and v'; p; = v’. First of all notice that on Var(a; ¢'), p;
must be equal to p’, otherwise, we can construct a p; (different from p) such that ¢; p; = uand v; p; = v. For all the other
variables, notice that ¢’ is the identity, and thus in order to have ¢’; p; = u/, p; must be equal to v/, i.e., equal to p'.

Now we prove the other direction. Suppose that diagram (ii) is a pushout and suppose that there exist u, v such
that a; u = h; v. Let u’ equal to u on Var(a) and the identity on the others. Let v’ equal to v on Var(h) and such that
giu = g vand g v = g v. Then, (g8 Aa A g);u = g AhAgy v, because gt = g3 v, gt = g5 v/
and a; " = a;u = h;v = h; V. Since, by hypothesis diagram (ii) is a pushout, then there exists a unique o’ such that
¢'; o/ = u' and ¥'; p’ = v'. Now we have that ¢; p = uand v; p = v, for p equal to p’ on Var(a; ¢). Now suppose that
there exists a different p; such that that ¢; p; = u and i; p; = v. Then, as proved in the other direction, we can construct
p; different from p’ such that ¢’; p; = u” and ¥'; p; = v/, but this is impossible, since p’ is unique. O
The meaning of this lemma is more intuitive if one considers formulas. Suppose that a and h unify, and let (¢, 1) be their
mgu. Then also g; A a A g; and g1 A h A g unify and the mgu is the mgu of a and h (since all the variables of g; and g; are
different and can be instantiated to g¢; ¢ and go; V).

The following lemma is central since it shows the relationship between RPOs and pushouts: if we fix a way of matching
(the arrow «), then we have only one minimal unifier (i.e, pushout) while if we do not fix it, we have several minimal unifiers
(i.e., RPOs) one for each way of matching (i.e., for each «).

Lemma 4. Let a and h be atomic formulas, and « as described above i.e., such that (p1 A h A py); o = 81 A h A g5. Suppose that
the exterior square of diagram (ii) below commutes. Then (x, y) is the pushout of g, A a A g, and g, A h A g3, and z the mediating
morphism (diagram (i)) iff (x, «t; y, z) is the RPO of the exterior square of diagram (ii).

/\ /\ '

e e oS- <Lty Y

A
2 Aw& % AR AP 2 ALWR /p? AhApy
p - p

tm—x>tq<—y &g

)

CE>

gSiANhAgY
(i) (ii) (iif)
Proof. Let us consider the diagrams above. We suppose that (x, y) is the pushout and we prove that (x, «; y, z) is the RPO. Let
(e, f, i) be a candidate for the exterior square of diagram (ii). Thus, by Lemma 2, e(g;) = f(p1),e(g2) = f(p2) and e(a) = f (h).
This means that f factors through «, i.e., f = «; f', for f’ such that e(g,) = f'(g7), e(g2) = f'(g2) and e(a) = f'(h).

Since (x, y) is the pushout there exists a unique w such that x; w = e and y; w = f’. From the latter, we have that
a;y;w = o, f = f. Now we have to prove that w;i = z, but this is trivial since z is the unique morphism such that
x;z=¢ andy;z =,

Now we prove the other direction. Suppose that (x, «; y, z) is the RPO of the diagram. Since (x, «; y, z) is a candidate, by
Lemma 2, we have that x(a) = «; y(h). As recalled after Theorem 5, if two atomic goals unifies, then there exists their most
general unifier. Now, since a and h unifies then there exists the pushout of a and h (i.e., the mgu). Then, by Lemma 3 there
exists (e, f’) as pushout of g A a A g and g7 A h A Z;. Let u be the unique mediating morphism such that e; u = x and
f’;u = y.Then (e, a; f', u) is a candidate for the square (g; A a A g3, %, p1 A h A py), ; y. Notice that by Proposition 1 of
[33], the latter square is an IPO. Thus there exists a unique w such thatx; w = e, o; y; w = «; f' and w; u = id. Now, recall
that « only instantiates the predicate variables p; and p, with g; and g, that have globally new variables. Then, « is epi and
thus y; w = f’. Now it remains to prove that u; w = id, but this is trivial. Indeed, since (e, f’) is a pushout, there exists a
unique arrow v such that e; v = eand f’; v = f’ and both id and u; w satisfy this requirement. 0O



F. Bonchi, U. Montanari / Theoretical Computer Science 410 (2009) 4044-4066 4057

Then, given a commuting square, this fixes a way of matching (i.e., one «) and so there exists a minimal unifier, that is the
mgu between the head of a clause h and chosen atom a of the formula g.

Theorem 6. R(P) has redex and context RPOs.

Proof. Given a redex square as the one in Fig. 3(i), by Lemma 1 it identifies one atom of the goal that matches h, and the
formulas at the left and at the right of the atom (a, g1 and g»). Recall that if two terms unify, then their mgu exists. Since a
and h unify, their mgu, i.e., their pushout, exists. We call it (¢, /). By Lemma 3, (¢’, ¥') is the pushout between g; A a A g;
and g7 A a A g; will exist. Now we can compose o with 1" and we get, by Lemma 4, the RPO of the diagram.

Now we show that RPOs exist also for context squares. First of all note that in context squares all the arrows have the
formt™ — t". These are simple term substitutions and thus, if they commute (unify), then there exists a mgu (i.e. a pushout)
of them, and it is for sure an RPO. O

5.3. Saturated and IPO abstract semantics

In this section, we show that S-equivalence corresponds to IPO ¢-trace equivalence, while correct answer equivalence
corresponds to saturated ¢-trace equivalence (both of them are defined in Section 4.2).
Recall the definition of saturated (Definition 4) and IPO (Definition 8) transition system. In the former, a state f can

perform a transition labeled with a context ¢ going in the states g (in symbols f —>CSAT g) if and only if c(f) ~ g. This
corresponds to — (as defined in Section 5.1) where a formula f can perform a transition labeled with the substitution o

whenever o unifies f with a redex. In the latter transition system, f can perform a transition labeled c (in symbols f =S 18)
only if c is the minimal context that allows c(f) ~» g. This minimal context is the smallest substitution that unifies the
formula with the head of a clause (i.e., the most general unifier) and thus —, corresponds to = (i.e., SLD transitions).

Theorem 7. Let P be a logic program and R (P) the corresponding reactive system. Let f, g be two formulas and m, n larger than
the maximal index of variables appearing in f and g. Furthermore let o be a substitution, and let 6 : t™ — t" be equal to o on
Var(f) and id otherwise. Then:

o Pitg % f iffin R(P) it holds that g™ —Ssyr f",
o P g =, f iffin R(P) it holds that g" -5, f".

Proof. First, note that P I+ g =, g’ iff there exists (h : —b) € P and formulas a, g1, g, suchthatg = g; A a A g,
o =mgu(a, p(h)) and g’ = o (g1) Ao (p(b)) Ao (g2).

Let ¢ be equal to ¢ 1 Var(a) and d = o | Var(h). By Theorem 5 (c, d) is the pushout of h and a, and by Lemmas 3
and 4, (g, p1 A h A py,c’,d) is an IPO, where ¢’ | Var(a) = ¢ and ¢’ = id on the others variables and d’ {1 Var(h) = d
and it maps pq, p» to g1; ¢/, &; ¢’. Now, by construction, in R(P) there is a rule p; A h A p — p1 A b A p,, and then

g —C;, (Pi AbADPy);d =c'(g1) Ad(b) Ac'(g2) = o(g1) Ao (b) Aa(g).For the other direction, we can proceed as before,
by applying Lemma 4, Lemma 3 and Theorem 5.

For the other point, note that P I g N g’ iff there exists (h : —b) € P and formulas a, g, g> suchthatg =g Aa A g
and o (a) = o (p(h)) and g’ = o (g1) A o (p(b)) A o (82).

Now we can proceed as before without thinking back to mgu or IPO redex square, but only to unifiers and redex
square. [

Corollary 1. In R(P) the 1pOTS is finite-branching.

Note that S-equivalence and correct answer equivalence are ¢-trace equivalence (Definition 12) where the predicate ¢ holds
only for the empty goal. Formally we define the predicate C() over all the arrows of the category Th[I"'/E]*: O(a) holds iff
a is an arrow obtained by decomposing 0" : p — t", where 0" is O : p — € with the interface extended with n extra term
variables. Essentially CI() holds for all term substitutions and for empty formulas. The predicate () defines a composition
reflecting subcategory and, since all contexts are reactive, we can apply our theoretical results (Proposition 2, Proposition 3
and Theorem 4) to >, >, and g these three equivalences are congruences (w.r.t. substitutions) and >, = >~.

Now we show that the first corresponds to >, while the second (and then also the third) correspond to ~ (that, in the
case of infinitely many function symbols, is > ).

Theorem 8. Let P be a logic program and R (P) be the corresponding reactive system. Then >~ = ¢ and ~¢ = ¢,

Proof. Suppose that p >~5 g and p —(i, 0. Then3 64,...,0, such that 61;6,;...;6, = 6 and p —9;, p2--- —0§, 0. By
Theorem 7 we have that p =, p2...Pn =, P’ With 6; = o; 1 Var(p;). Note that o; 1 Var(p;); oi+1 1 Var(piy1) is equal
to (o3; 0i4+1) 1 Var(p;), and € = (o71; ...0p) 1 Var(py). Since 6 is a computed answer substitution of pand p ~s q, 0 is a

computed answer substitution of g and ¢ =4, g2 =4, 43 - - - =¢,, Osuchthat ¢q; ¢; .. .; ¢y 1Var(q) = 6. By Theorem 7
14 1% Ym

q =1 @ =1 gz--- = Owhere ¢ = ¢; 1 Var(qy. As before yri; Y23 ... Ym = é1 1 Var(qn); ¢ 1 Var(ga); - -5 |

Var(qm) = ¢1; ¢2; ... ¢m1Var(q) = 6. Hence g j», 0. The other direction is analogous.

To prove the second equivalence we use Theorem 7 and we can proceed as before. O
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6. Coalgebras (on presheaves)

In this section we first introduce the basic notions of the theory of coalgebras [47] and then coalgebras on presheaves
[53,24,23].

Definition 16 (Category of Coalgebras and Cohomomorphisms). LetB : C — Cbe an endofunctor on a category C. A coalgebra

for B or B-coalgebra is a pair (X, «) where X is an object of C (called the carrier) and o : X — B(X) is an arrow (called the

transition structure). A B-cohomomorphism h : (X, «) — (Y, ) isan arrow h : X — Y of C such that «; B(h) = h; 8.
B-coalgebras and B-cohomomorphisms form the category Coalgg.

Different kinds of dynamical systems (e.g. deterministic automata, Moore and Mealy machines) can be seen as coalgebras
by choosing a certain endofunctor on the category Set. For example, transition systems that are labeled over a set of label L
are in one-to-one correspondence with Py -coalgebras [47], for P, defined below.

Definition 17. Let L be a fixed set of labels and P be the powerset functor. The functor P, : Set — Set is defined as follows.
For each set X, P (X) = P(L x X). For each function h, P(h) = P(L x h).

One desirable property of a category of coalgebras Coalgg is the existence of a final coalgebra 1g, that is a B-coalgebra such that
for any other B-coalgebras (X, «) there exists a unique cohomomorphism !?Xm 1 (X, o) — 1p.Indeed, if a final coalgebra
exists then two elements of the carrier of a coalgebra are bisimilar if and only if they are mapped into the same element
by the final cohomomorphism. This is theoretically very important, because it allows us to define the abstract semantics as
a function (i.e., the unique morphism to a final coalgebra) that maps each system into the canonical representative of its
equivalence class (i.e., its image through the final morphism).

Unfortunately, due to cardinality reasons, the category of Pp-coalgebras does not have a final object [47]. One satisfactory
solution consists in replacing the powerset functor P by the countable powerset functor P, which maps a set to the family
of its countable subsets. Then, by defining the functor P : Set — Set as X — P.(L x X), one has that coalgebras for this
endofunctor are one-to-one with transition systems with countable branching degree. Unlike functor Py, functor P} admits
final coalgebras (Example 6.8 of [47]).

When considering nominal calculi, i.e., those able to generate and communicate names, labeled transition systems are
often too rough. For this reason, indexed labeled transition systems have been introduced in [17]. The coalgebraic models for
this kind of systems consist of colagebras not on the category Set, but on some category of presheaves Set’, for some index
category C. For example, the early and late semantics of the sr-calculus [41] can be characterized by proper endo-functors
on Set' [53,23,24] where I is the category of finite sets of names and injective functions. Moreover, by choosing different
index categories, we can also characterize the open semantics of 7 -calculus [48] (via an endo-functor on SetP [25,36]) and
the semantics of explicit fusion calculus [55] (via an endo-functor on Set® [7]).

Objects of Set® are presheaves on C, i.e., functors from C to Set. Intuitively, X € |Set®| maps each object i € |C| into a
set, that represents the set of systems having i as interface and it maps each arrow c¢ € C[i, j] into a function that transforms
systems with interface i into systems with interface j.

Arrows of Set® are natural transformations between presheaves. Given two presheaves X and Y, a natural transformation
h : X = Yisa|C|-indexed family of functions h = {h; : X(i) — Y(i) | i € |C|} such thatforall ¢ € C[i, j] h;; Y(c) = X(¢); h;.

From an algebraic perspective, one can think of presheaves as algebras of a multi-sorted unary specification where
sorts and unary operators are, respectively, objects and arrows of C. In this perspective, natural transformations are simply
homomorphisms between algebras. Thus, if there exists a final coalgebras in Coalgg (for some B : Set® — Set®), then the
final morphism is a natural transformation (an homomorphism that respects the arrows of C) and thus, bisimilarity is a
congruence with respect to all the arrows of C.

Proposition 4. Let C be a category and B : Set® — Set® be an endofunctor. Let (X, o) be a B-coalgebra. If Coalgg has a final
coalgebra, then bisimilarity is a congruence with respect to the arrows in ||C||, i.e., Vi € |C|, Vx,y € X(i) if !?x,m(x) :!?xm(y)

then Vj € [C], ¥c € C[i, j1, 1B o) (X(©) (%)) =% , (X(©) ).

7. Reactive systems as coalgebras on presheaves

In this section, we provide coalgebras over presheaves corresponding to the reaction relation, the saturated and the IPO
transition systems for a certain reactive system R = (C, 0, D, k). We will provide these models at two different levels.
In Section 7.1, we will provide coalgebras for endofunctors over Set'®!, i.e., the category of presheaves over the category |C|
(that contains only objects) and then, in Section 7.2, for endofunctors on Set. At the first level, bisimilarity is not guaranteed
to be a congruence (since there are not arrows in the category |C|), while at the second level, this is ensured by Proposition 4.

Hereafter, we always assume that the base category Cis small, i.e., |C| and ||C|| are proper sets (and not classes). Moreover
we assume that ||C|| is a countable set. The latter requirement is needed to ensure that the reaction relation, the saturated
and the IPO transition systems have countable branching degree. All the proofs are in Appendix B.
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7.1. Coalgebraic models of reactive systems

Consider the covariant Yoneda embedding yo : C — Set (also denoted by C[0, —]) where 0 is the distinguished object of
R. This presheaf associates to any object i € |C| the set C[O0, i], i.e., the set of arrows of C having source 0 and target i, while
to any arrow ¢ € C[i, j] associates the function —; ¢ : C[0, i] — C[O0, j] that maps each arrow p € C[0, i] into p; ¢ € C[O0, j].

We will use this presheaf as the carrier of our coalgebraic models in the next subsection (where we will define models
on Set®). In this section, we will provide models for certain endofunctors on Set'®, and thus we will use |yg| : |C| — Set,
i.e., the restriction of yo to the objects of C. It is worth noting that a presheaf on |C| is just a |C|-sorted set and a natural
transformation h : X = Y is simply a |C|-sorted family of functions {h; : X(i) — Y(i) | i € |C|}.

Endofunctors on presheaves are usually defined as functors on Set acting pointwise. For example, the following
endofunctor is simply the powerset functor defined pointwise. We choose to give an explicit definition, in order to better
explain those endofunctors that will be introduced in the next subsection.

Definition 18. The endofunctor R : Set'’l — Set'”! is defined as follows.
For all objects X € |Set!'“!|, for all i € |C|, [R(X)](i) = P.(X(i)).
For all arrows h € ||Set'“!||, R(h) = {P.(hy) | i € |C|}.

An R-coalgebra consists of a |C|-sorted set X (i.e., X : |C| — Set) and a |C|-sorted family of functions o« = {«; : X(i) —
P.(X(i)) | i € |C|}. Intuitively, «; associates to any state with interface i, the set of states (all with interface i) that are
reachable through an unlabeled transition. Thus, for each reactive systems R, we can define the corresponding R-coalgebra
as (|yol, «®) where o® is defined ¥p € C[0, i]as «*(p) = {q | p ~ q}.

Definition 19. The endofunctor D : Set'‘l — Set'®! is defined as follows.
For all objects X € |Set!®!|,

foralli e |C|, [D(X)](i) = Pc(D_; €|q C[i, jT x X()).
For all arrows h € |[Set'!||, D(h) = {P. (3" ¢ Cli.jl x hy) | i € |C]}.

Thus, a D-coalgebra consists of a |C|-sorted set X and a |C|-sorted family of functions « = {«; : X(i) — P, (Zjem Cli,j] x
X(j)) | i € C}. Now, ¢; associates to any state with interface i, the set of its transitions where the label is an arrow in C[i, j]
(for some j) and the arriving state has interface j. For each reactive systems &R, we can define the D-coalgebra corresponding
to the saturated and the IPO transition system as (|yo|, @) and (|yo|, &;"), respectively, where o and o are defined

Vp € [0, il as afi(p) = {(c. q) | p —sar g} and R (p) = {(c. ) | p =1 q}.

7.2. Coalgebras on presheaves for reactive system

In the previous subsection we have provided models for reactive systems as coalgebras on Set'c'. In this subsection, we
lift these models to coalgebras on Set®. These constructions provide both a characterization of ~° and ~! as final semantics
and also an alternative proof of the fact that these are congruent with respect to the arrows in C.

First of all, we would llke to define an endofunctor R : Set® — Set® such that (yo, «®) is an R-coalgebra but this is
usually impossible since a?® is not guaranteed to be an arrow of Set (i.e., a natural transformation).

Example 8. Recall the reactive system & = (OPNy, 0, OPNy, ) that has been introduced in Example 3 corresponding
to the open input Petri net in Fig. 2(i). Recall that OPNy has only two objects (0 and 1) and OPNy[0, 0] = OPNy[O0, 1] =
{a,b,c,d, e, f,x,y}® and OPNy[1, 1] = {x, y}®. The presheafyy : OPNy — Set (i.e., OPNy[0, —]) associates to each object
i, the set OPNy|[O0, i] and to each arrow m € OPNy/[i, j] the function —; m : OPNy[O0, i] — OPNy[O0, j] that coincides with
— @ m, by definition of OPNy.

The R-coalgebra (Definition 18) corresponding to . is defined as (|yo|, @) where o maps each state p into the set
of states g such that p ~ g. As an example, consider the multisets a, ax, ¢ and cx of the open net in Fig. 2(i). We have that
cx ~ d, while all the others cannot react. Thus the transition structure «¥ maps a, ax and c into @, while cx into d. R

Now suppose that we would like to lift (|yo| o) to a coalgebra over SetOPNN for some behavioral endofunctor R :
Set®PMv . Set®MV_|n order to have that (yo, ”) is an R-coalgebra, @* should be a an arrow in Set®™ [y,, R(yo)], that is,
Vi, j € |OPNy| and Vm € OPNy/[i, j] the following diagram should commute in Set.

Yo(m)

Yo () Yo ()

[R(yo) (i) e [R(¥0)1()
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But, in our case, this is impossible for all functors R Indeed, take i and j as the object 1 and m as the multiset x. We have that
a, c € OPNy[0, 1] (thatisyo(1)) and yo(x)(a) = a; x = ax and yo(x)(c) = c; x = cx and thus oc']”(yo(x)(a)) = oz']”(ax) =0
and o} (yo(x)(c)) = a¥(cx) = {d}. Now note that both ' (a) and &} (c) are equal to @, and thus, in order to make the
above diagram commute we must have both [ﬁ(yo)](x)((ZJ) = {d} and [ﬁ(yo)](x)(@) = (. This is clearly impossible for all
functions [R(yp)](x).

Yo (x)
Yo(1) ° Yo(1)
Ot.lN (X'{V

o~ o~

[R(¥o) (D) W [R(yo)1(1)

Summarizing, there cannot exist such functor R because a and ¢ perform the same transitions, while ax and cx perform
different transitions.

The above example shows that usually we cannot define a coalgebra on presheaves that models the reaction relation of a
reactive system. However, it is always possible to define these coalgebraic models for the saturated and the IPO transition
systems.

Definition 20. The endofunctor S : Set® — Set® is defined as follows.
For all objects X € |Set€|,

for all i € |CJ, [SX)1() = Pe(Xje ¢ Cli. 1 X X());

foralli,j € |C|and c € C[i, j], [SX)](c) : [SX)](i) — [S(X)](j) maps

Ainto {(d, q) | (c;d, q) € A}.
For all arrows h € ||Set¢||, S(h) = {Pc(Zjem Cli,jl x hy) | i€ |C|}.

Notice that the functor S simply extends the definition of D to the arrows of C. Intuitively, an S-coalgebra is a functor
X : C — Set(i.e.,a|C|-sorted set together with a function X(c) for each ¢ € ||C||) and a natural transformation @ : X = S(X).
We can prove that the transition structure a;R is always a natural transformation from yg to S(yp).

Proposition 5. (yo, oe'sﬂ) is an S-coalgebra.

Now consider the coalgebra (yo, a,"R) corresponding to the IPO transition system. Usually it is not an S coalgebra, because
a,ﬁ is not a natural transformation from yy to S(yo).

Example 9. Here we show that oz,’” (7 is the reactive system of Example 3) is not a natural transformation from yg to S(yp).

OPNy [0, 1] - OPNy[0, 1]

R 7

P.(OPNy([1, 1] x OPNy[0, 1]) —————— P.(OPNy[1, 1] x OPNy[O0, 1])
[Syo)1»)

Consider the 1poTs of cx and cxy of the open input petri net in Fig. 2(i). We have that cx -5, dand cXy =, dy. Thus
o} (cx) = {(e,d)} and o;* (cxy) = {(e, dy)}. The latter is equal to o;*(—; y)(cx), but [S(¥o)1(¥)(¢* (cx)) = @. Indeed, by
Definition 20, [S(Yo)](¥) (a,“R (cx)) = {(u, v) | (y; u, v) € {(e, d)}}. Then, the above diagram does not commute.

In order to characterize the IPO transition system as a coalgebra on Set®, we have to define a new endofunctor that behaves
differently on the arrows of C.

Definition 21. The endofunctorI : Set® — Set® is defined as follows.
For all objects X € |Set€|,

foralli e |C|, [I(X)](i)) = PC(Z].eICI Cli, j1 x X());

foralli,j € |C|and c € C[i, j], [I(X)](c) : (IX)](1)) — [(X)](j) maps

Ainto {(f, X(d")(q)) | (g, q) € A and the following is an IPO in C}.
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For all arrows h € ||Set¢||, S(h) = {PC(Zje\Cl Cli,jl x hj) | i e |C[}.
Proposition 6. If R has redex-RPOs, then (yo, oz;R) is an I-coalgebra.

Until now, we have characterized the saturated and the IPO transition systems as coalgebras on SetC. In order to also
characterize saturated and IPO bisimilarities as final semantics, we need the existence of final coalgebras.

Proposition 7. Coalgs and Coalg; have final coalgebras.

Since (yo, oz‘sﬂ) is an S-coalgebra and since there exists a final coalgebra 15 in Coalgs, then the unique morphism !?y o)
0-%s
(Yo, oz;R) — 1g identifies all and only the saturated bisimilar states. Moreover, by Proposition 4, saturated bisimilarity is a

congruence w.r.t. the arrows in ||C||. Analogously for IPO bisimilarity.

Corollary 2. Let R = (C, 0, D, {R) be a reactive system.
Then Vi € |C| and Vp, q € C[0, i]:

~S - ifF1S :‘S
Lp~* qifandonly i o @) =1 (@,
2. ifp ~° qthenVj € |C|,VYc € C[i,jlp;c ~° q;c.
If R has redex-RPOs, then Vi € |C| and Vp, q € C[O0, i]:

~ : 4l :yl
3.p q if and only lf.(yoyalﬂ) (p) )(q),

“(vo.ot

4. ifp ~ qthenVj e |C|,Vc € C[i,jl p;c ~ q;c.

8. Conclusions

The main contribution of the paper is the appreciation of saturated semantics. These were already known in the literature
[51,33], but were dismissed as not promising. In this paper (and, more extensively, in [6]) we have shown some interesting
examples where saturated semantics coincide with the ordinary semantics, while IPO semantics are too fine-grained. The
problem of the strictness of IPO semantics is also faced in [44-46] where, inspired by the theory of reactive systems, Rathke
and Sobocinski propose a new theory for labels derivations. As future work, we would like to investigate the relationship
between this new theory and saturated semantics. Recent results shown in [9] prove that the two approaches coincide in
the case of Mobile Ambients [16].

Since, by definition, saturated semantics consider all the contexts allowing a reaction (possibly infinitely many), we have
proposed the semi-saturated game that allows to recover saturated semantics by considering only the minimal contexts. This
technique has been introduced here for bisimilarity and (a kind of) trace equivalence, but it can be also applied to different
equivalences. For example, in [9], it has been used for both strong and weak barbed bisimilarity. Moreover, in this paper we
have integrated the semi-saturation into the IPO framework, but it could be applied also to G-reactive systems [50] and
open reactive systems [31]. Besides the theory of reactive systems and the problem of labels derivations, semi-saturated
bisimilarity can be employed for symbolic semantics [28]. In [13,6], we have shown that the symbolic semantics of some
process calculi are instances of our semi-saturated bisimiliarity (properly extended to manage also labeled transitions). For
example, open bisimilarity for 7 -calculus [48] is an instance of our saturated bisimilarity and its efficient characterization
through symbolic semantics is an instance of our semi-saturated bisimilarity.

The coalgebraic models presented in the last part of the paper provide both a characterization of saturated and IPO
bisimilarity as final semantics and an alternative proof of the fact that they are congruences. In this paper we have
omitted the coalgebraic characterization of semi-saturated bisimilarity that was proposed in [12] by means of normalized
coalgebras. These are a special kind of structured coalgebras [18] that, analogously to the semi-saturated technique, allow
one to efficiently check saturated bisimilarity by considering only the IPO transitions. We are confident that investigating
normalized coalgebras in the perspective proposed in this paper, we could define a general theory that relates coalgebras
over presheaves (that elegantly model many nominal calculi) and normalized coalgebras (that allow one to efficiently check
their abstract semantics).
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Appendix A. Proofs of Section 4.2

Proposition 2. In a reactive system where all contexts are reactive and ¢ defines a composition-reflecting subcategory, :?AT is
a congruence.

Proof. We show that {(c[p], c[q]) s.t. p =~ _SAT q} C~
First of all, we have to prove that ¢ (c[p]) if and only 1f¢(c[q]) We prove that, if ¢ (c[p]) then ¢(c[q]) (the other direction is
analogous). Since ¢ defines a composition-reflecting subcategory, if ¢ (c[p]) then ¢(c) and ¢(p). From the latter we derive

that ¢(q) (since p :?AT q) and from the former we derive ¢(c[q]).

Now, Suppose that c[p] J»s P A qb(p/) then c[p ] = pl —IQSAT P2 Dn —l>"5AT pny1 = p'and | = Iy; I; ...; I,. Then
p [—>]5AT p2 and thusp —»5 p Since p ~ _SAT q, thenq —»5 q and ¢(q'). Because c[—] is reactive, c[q] —»5 q. O

Proposition 3. In a reactive system with redex and context RPOs, where all contexts are reactive and ¢ defines a composition-
reflecting subcategory, :f is a congruence.

LN N
AN N NN
NAL AL N A

(i) (if) (111)
Proof. Inorder to prove this theorem we will use the composition and decomposition properties of [POs, namely Proposition
2.1 and Proposition 2.2 of [33]. We have to prove that if p :f q then c[p] :f clql.
J J jn L .
Suppose that c[p] ; p' A ¢(p)), then c[p] = p1 >/ P2...Pn 1 Pyt = P’ andj = jis foi ... 1.
To make clear the presentation we first show what happens in the case that n = 1, and then we extend the reasoning for
all n. Notice that this is not a proof by induction on n.

If c[p] = p1 —>, p2 = p’ and ¢(p’), then there exists an IPO square like diagram (i) above, where (l;, r;) € % and
p> = 11; dy. Since, by hypothesis, the reactive systems has redex-RPOs, then we can construct an RPO as the one in diagram
(ii) above. In this diagram, the lower square is an IPO, since RPOs are also IPOs (Proposition 1 of [33]). Since the outer square
is an IPO and the lower square is an IPO, by IPO decomposition property, it follows that also the upper square is an IPO.
Moreover, since ¢ defines a composition-reflecting subcategory, we have that ¢ (r1), ¢ (d}) and ¢ (d’). Now the lower square

in diagram (ii) is an IPO, and then p —gl, r1; d} with ¢(ry; d7). Since p :f q, then q ﬁl, gz with ¢(g;). This means that the
lower square in diagram (iii) is an [PO and (I}, r;) € % and g, = r{; e. Notice that since ¢(qy), then ¢ (r]) and ¢ (e). Now,
since the lower and the upper square of diagram (iii) are IPOs then, by IPO composition, also the outer square is an IPO. This

means that c[p] 2, r/; e; d/. Moreover, since ¢(d’), then also ¢(r/; e; d').
We can repeat the procedure above for any n.

/\d /\ /\d
d,,\ /‘5\. m\ / V ~ /

K
\ /3 d_]\ /Z
1 kz
(i) (i) (i)

Suppose that c[p] = p1 i1>, DP2...Dn iri, pny1 = P and ¢(p). For alli = 1...n, by definition of—]’},, we have that the
outer square in diagram (i) is an IPO, where p;; d/_; = p;, {li, 1) € ®and r;; d; d] = p;;1. Moreover p; = p and dj = c[—].
By decomposition property, the lower and the upper square in diagram (i) are IPOs and p;; = r;; d;. Therefore

p=p1 El, D2 Dn ﬁ, Pnt1. Since ppy1 = Pnt1; d)) and ¢(pp11), it holds that ¢(d)) and ¢ (p,11). By composition property,
the diagram (ii) is an IPO, because it is the composition of n squares as the upper square of diagram (i) that are all [POs.
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Letg = g1; 82 ...8n. Sincep :;i’ gandp —g», DPn+1 With ¢(p,11), then g —Zi, q' and ¢(q’). Unfortunately this does not mean

that q —g;, G2 qn _g;l an, because g can be decomposed in many ways. So we have that exists f1, f, . . ., fis such that
fm
fibieifn=gandq By a. a0 2 Ani1 = q.
Letf = fi; fix1s - s foo theng fl,f Since dlagram (ii) commutes, and since by hypothesis the reactive system have

context RPOs, we can construct the RPO between c[—] and fi, like diagram (iii) above, where i;; @ = j. Since RPOs are IPO, the
lower square of diagram (iii) is an IPO. Since, the outer square of diagram (iii) is an IPO (it is diagram (ii)), by decomposition

property, it follows that also the upper square is an IPO. Since, q —f1>, g» and since the lower square in diagram (iii) is an IPO,
it follows that c[p] -/ go: d.
Now, since the upper square in diagram (iii) is an IPO, we can iterate this procedure, obtaining that c[q] —ll>,

G dy ... qm 2 s d’.Sincej = iy; i; . .. ; im, then c[q] - Gmy1; d’ and ¢(qms1; d7) because ¢ (qmy1) and ¢ (d.).
In order to complete the proof, we have to prove that ¢ (c[p]) if and only if ¢ (c[q]). This follows from the same arguments
of the proof of Proposition 2. O

Theorem 4. Ina reactive system with redex IPOs, where all contexts are reactive, and such that ¢ defines a composition-reflecting
subcategory, then ~ _SS = :?AT

k4 1+1 d”

i f “
DZEAN S \H / \

k2 % k5 e k3

\/ \f‘/\ \/\
\/ \/

(1) (ii) (iii)

Proof. Ifp :?AT q then, trivially, p :?5 q.

. . . . !
For the other inclusion, let us consider the diagrams above. We suppose that p :?S g and we prove that p —ls ' APD)

implies q —»hs qd ANo(@). Ifp —ﬁs p’ then there exist hy, ..., h, such that hy;...; h, = hand p = p, —hQSAT DP2...Dn —h>"SAT

Pni1 = D, and then 3{l;, ;) € R, d; € D such that p;; h; = I;; d; and p;;1 = r;; d;. Note that for all i diagram (i) commutes
and the lower square is an IPO, where p; = p,d; = id and p; = p;;d_;. Thenp = p; —gi, D2...Pn EQ, Dni1. Since
Prs1 = Pur1; d and ¢(prr1) then ¢(Brrr) and $(d)). Let g = g1; ... ; g, then g 5 ¢ A $(q) and there existf1, fo, ... fn
suchthatg = fi; fo;...;fnandq = q; —fQSAT qz .. -Qm —f>m5AT qm+1 = - By fi, we denote f;; fir1; . . . ; fm. Note thath = g; d]
Jie,h=fi;f% d! and then g —fSAT q2; f%; d! —i>L15AT g3 3 dl g ST ) —;dSAT gm+1; d (as illustrated in diagram (iii)).
Indeed ¢ (qm+1; d;,) because ¢(qm+1) and ¢(d;,).

In order to complete the proof, we have to prove that ¢ (c[p]) if and only if ¢ (c[q]). This follows from the same arguments
of the proof of Proposition 2. O

Appendix B. Proofs of Section 7

Proposition 5. (yo, o 2 is a S-coalgebra.

Proof. In order to prove the above proposition we must just show that agﬂ is a natural transformation from yg to S(yp), i.e.,
we have to prove that Vi, j € |C| and Yc € C[i, j], the following diagram commutes.

—C

C[o, i] Cl[0, j]
o o

Pe (D jeic) Cli, kI x €0, k]) Pc (X €l k1 x €[0, k])

[S(yo)1(c)
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Letp € C[0,i].If p; c —>dSAT q(ie,(d,q) € ocg'Rj(p' c)), thenp —CﬁzAT q(ie,(c;d,q) € ocﬁ(p)). Now, by definition of S, we

have that (d, q) € [S(¥o)1(c)(e";(p)). This prove that ag',(p; ) S [S(¥0)1(c) (e (p)).
The other direction is analogous. O

Proposition 6. If R has redex-RPOs, then (yo, o] ® is a I-coalgebra.

Proof. In order to prove the above proposition we must simply show that a,‘R is a natural transformation from yq to I(yo),
i.e., we have to prove that Vi, j € |C| and Vc € C[i, j], the following diagram commutes.

—:C

Clo, i] : C[0, j]
ofl oy

P (Y eic Cli. K1 x €[0, k) P (Y eic; €L K1 x €[0, k])

[1(yo)1(c)

Letp € C[0,i].Ifp; c —f>, q(ie, (f,q € oc,‘(’;(p; c)), then there exists d € D, (I, r) € % such that ¢ = r; d and diagram (i)

LV

NN

(i) 11)

Since diagram (i) is a redex square, and since by hypothesis &R has redex-RPOs, we can construct an RPO as in diagram (ii).
Since RPOs are IPOs (Proposition 1 of [33]) then the bottom square of diagram (ii) is an IPO. Moreover, by IPOs decomposition

(Proposition 2.2 of [33]), we have that also the top square is an IPO. Thus p —g>, r;d (ie, (g, r;d) € a,‘ﬁ-(p)). Since the top
square is an IPO, by definition of I, we have that (f,r; d’; d”) € [I(yo)](c)(afj- (p)),i.e,that (f,q) € [I(yo)](c)(aﬁ(p)).

For the other direction, we proceed as before but we use IPO composition (Proposition 2.1 of [33]) instead of
decomposition. O

Proposition 7. Coalgs and Coalg; have final coalgebras.

Sketch of proof. This proposition was proved in [12] relying on the theory of structured coalgebras [18]. Differently from
the well-known bialgebras [54], structured coalgebras are just coalgebras defined on a category of algebras Alg for some
algebraic specification I".

We can look at the category Set® as the category Alg (), where the specification I"(C) is defined as follow.

specification I"(C) =
sorts
i Vi € |C|
operations
c:i—j Ve e C[i, j]
equations
idi(x) = x
e(d(x)) =c(x) Vd;e=c.
It is easy to see that every I" (C)-algebra is a functor from C to Set and viceversa every functor from C to Set is a I" (C)-algebra.
The same can be said for morphisms. Thus, our functors S : Set® — Set® and 1 : Set® — Set® are also endofunctors on
Alg [ (c). These are respectively, the functors F and I of [ 12], where we proved that final coalgebras exist for these functors.
Hereafter we recall the argument of that proof.
Consider the forgetful functor V : Algr ) — Set/’!, that maps each Alg(c)-algebra into its (Alg () -sorted) carrier set.
Now recall the functor D : Set/’! — Set/! (Definition 19). It is easy to see that both S and I are liftings of D along the forgetful
functorV,i.e.V;D=S;VandV;D =1, V.
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Proposition 19 of [ 18] proves that, if an endofunctor B is a lifting (along a forgetful functor) of some functor B having
final coalgebra, then also B has a final coalgebra.

From this proposition and the above observations, it follows that, if D has final coalgebra, then also I and S have final
coalgebras.

To prove that D has final coalgebra we can use a well-known result from [1]: an endofunctor B on some category C has
final coalgebra if C is locally finitely presentable and B is accessible.

Now, D : Set!®! — Set!® has final coalgebra because Set'®! is locally finitely presentable (Example 1.12 of [1]) and it is
accessible (by standard argument on accessibility of P;). O
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