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ABSTRACT 

Classical orthogonal polynomials of Jacobi, Laguerre, Hermite, and Bessel are characterized as 
the only orthogonal polynomials (up to a linear change of variable) such that 
(i) (Bochner) they satisfy a second order differential equation of the form 

e2(X)yn(X) +el(X)y’(x) = &y(x); 

and 
(ii) (Hahn) their derivatives of any fixed order are also orthogonal. 

Here, we give several new characterizations of classical orthogonal polynomials including exten- 
sions of the above two characterizations. 

1. INTRODUCTION 

In 1929, Bochner [2] classified all polynomial solutions of a second-order 
Sturm-Liouville type differential equation 

(1.1) ~2[Yl(X) = ~2W”(X) +Qw(x) = &Y(x), 

where 4$(x) = &x2 + .&ix + C2s $0 and f?t (x) = [ii x + eis are polynomials 
independent of n and 

(1.2) A, = n(n - l)& +neii 

is the eigenvalue parameter depending on n = 0, 1, . . . . He showed that up to a 
linear change of variable, the only polynomial systems that arise as eigenfunc- 
tions of the differential equation (1 .l) are the 
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(a) Jacobi polynomials { P,(““) (x)],“=, 
(b) Laguerre polynomials {L?)(x)},M=, 

(o,P,o+P+l @{-L-2,...]); 
(a 9 (-1, -2,. . .}); 

(c) Hermite polynomials {H,(x)}~=~; 
(d) Bessel polynomials {&‘P) (x)}:,, (a @ (0, -1, -2,. . .} and P # 0); 

@I WEL. 

The orthogonality of the Jacobi polynomials for (Y and ,D > -1, the Laguerre 
polynomials for (Y > - 1, and the Hermite polynomials was known long before 
Bochner’s work. They are all orthogonal relative to some positive-definite mo- 
ment functionals. The orthogonality of Jacobi polynomials for IY or /? < -1, 
Laguerre polynomials for a < -1, and Bessel polynomials was first observed 
by Krall [9]. They are all orthogonal relative to some regular moment func- 
tionals (see [lo] and [16]). It is easy to see that the polynomial system {x”}r=, in 
case (e) above cannot be orthogonal. Even though, Bochner [2] did not mention 
the orthogonality of the polynomial systems that he found, he thus implicitly 
classified all orthogonal polynomial solutions of the differential equation (1.1). 
In fact, Lesky [13] showed that Jacobi polynomials for cr and p > - 1, Laguerre 
polynomials for Q! > - 1, and Hermite polynomials are essentially the only or- 
thogonal polynomials relative to some positive-definite moment functionals, 
that satisfy the differential equation (1.1). These four orthogonal polynomials of 
Jacobi, Laguerre, Hermite, and Bessel are now known as classical orthogonal 
polynomials. 

Besides Bochner’s characterization, there are many properties common to 
all classical orthogonal polynomials (see Al-Salam [l] for an excellent survey of 
characterizations of various kinds of orthogonal polynomials including classi- 
cal orthogonal polynomials). For example, the derivatives of any classical or- 
thogonal polynomials are also orthogonal. Conversely, Hahn [4] showed that 
the only orthogonal polynomials, whose derivatives are also orthogonal, are 
the classical orthogonal polynomials. In fact, Hahn [4] considered only ortho- 
gonal polynomials relative to positive-definite moment functionals (this result 
appeared also in Sonine [17]) and Krall [9] extended the result to the general 
orthogonal polynomials (see also [6] and [18]). Later, Hahn [5] extended his re- 
sult by showing that the only orthogonal polynomials, whose derivatives of any 
fixed order are also orthogonal, must be classical orthogonal polynomials (see 
also [7]). 

In this work, we obtain several new characterizations of classical orthogonal 
polynomials. In particular, we extend Hahn’s result by showing that the only 
orthogonal polynomials, whose derivatives of any fixed order are quasi-ortho- 
gonal, must be classical orthogonal polynomials. We also extend Bochner’s re- 
sult by characterizing classical orthogonal polynomials through differential 
equations of higher order. 

2. PRELIMINARIES 

All polynomials in this work are assumed to be real polynomials in the real 
variable x and we let P be the space of all these real polynomials. We denote the 
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degree of a polynomial g(x) by deg($) with the convention that deg(0) = -1. 
By a polynomial system (PS), we mean a sequence of polynomials {P,(x)}~=~ 
with deg(P,) = n, n 2 0. Note that a PS forms a basis of P. We call any linear 
functional 0 on P a moment functional and denote its action on a polynomial 

1cl(x) by 
(a> $J)- 

In particular, we call 

the moments of o. Any PS {P,(x)},“=s d e t ermines a unique sequence of mo- 
ment functionals {u~},“=~, called the dual sequence of {P,(x)}~=~ (Maroni 
[ 15]), by the conditions 

(2.1) (un,Pm) = S,, (m and n > 0), 

where S,, is the Kronecker delta function. In particular, we call us the canoni- 
cal moment functional of {P,(x)}~=~. 

Definition 2.1 (cf. [14]). We call a PS {P,(x)}~!~ a quasi-orthogonal poly- 
nomial system (QOPS) (respectively, an orthogonal polynomial system (OPS)) 
if there is a non-zero moment functional (T such that 

(2.2) (cr,P,P,) = J&S,, (m and n > 0), 

where K, are real (respectively, non-zero real) constants. In either case, we say 
that {P,,(x)},“=~ is a QOPS or an OPS relative to m and call g an orthogonaliz- 
ing moment functional of {P,(x)}~=~. 

For example, {x”}~__~ is a QOPS (but not an OPS) relative to the Dirac mo- 
ment functional 6, defined by 

(6,x”) = &0 (Tr 2 0). 

Note that if {Pn(x)}~Eo is a QOPS, then its orthogonalizing moment functional 
0 must be a non-zero constant multiple of the canonical moment functional us 
of the PS {P,(x)},M_~ and {P,(x)},“=~ is a QOPS relative to us. 

We say that a moment functional CT is regular or quasi-definite (respectively, 
positive-definite) if its moments { (a),}rZo satisfy the Hamburger condition 

(2.3) &(a) := det[(~)i+j]&=o # 0 (respectively, 5,(b) > 0) 

for every n 2 0. It is well known (see Chapter 1 in Chihara [3]) that a moment 
functional cr is regular if and only if there is an OPS relative to CT. 

For a moment functional g and a polynomial 4(x), we let CT’, the derivative of 
(T, and +, the multiplication of CT by 4(x) to be the moment functionals defined 

by 

(2.4) (6 +) = -(g, $1) (+ E P) 

and 
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Then we have the following Leibniz rule: 

(2.6) (&)’ = 4’~ + +a’ 

and ~9 = 0 if and only if cr = 0. 
The proof of the following lemma can be found in [14; Proposition 2.21. 

Lemma 2.1. Let o be a regular moment functional and {P,,(x)}~~~ an OPS rel- 

ative to u. Then we have 

(i) for anypoZynomial (p(x), $(x)o = 0 ifand only if$(x) E 0; 

(ii) for any momentfunctional r and any integer k > 0, (r, P,,) = 0 for n > k if 

and only tfr = $(x) o f or some polynomial $(x) of degree 5 k. 

Lemma 2.2 (Maroni [15]). Let {Pn(x)}~.,-, be a PS and {u~}~=~ the dual se- 

quence of {P,(x)},“_,. Then for any moment functional r and any integer k 2 0, 

the following two statements are equivalent. 

(i) (7, Pk) # 0 and (7, P,) = 0 for n > k. 

(ii) There exist real constants {ej}jk,O such that ek # 0 and 

k 

(2.7) 7 = C C?jUj. 

j=O 

Proof. See Lemma 1.1 in [15]. 0 

Lemma 2.3 (Maroni [ 151). Let {P,(x)},“= o be a PS and { un}T= o and { v~}:= o the 

dual sequences of the PS’s {P,(x)},“=~ and {en(x) = (l/(n + l))P~+,(x)}~!,, 
respectively, Then, we have 

(2.8) V; = -(n + l)u,+r (n > 0). 

Proof. Since (w;, P,) = -(wn,PA) = -m(v,, Q,,-1) = -m&,-l for n and 

m 2 0 (Q-I(X) = O), we have (2.8) by Lemma 2.2. q 

Proposition 2.4 (Maroni [15]). Let {P,,(x)}~=~ be a PSand {u,,}~‘_~ the dual se- 

quence of {Pn(x)}~Zo. Then thefollowing two statements are equivalent. 

(i) {P,(x)}~=~ isan OPS. 

(ii) For each n 2 0, there is a non-zero real constant C,, such that 

(2.9) un = CilP”(x>uo. 

Proof. See Proposition 1.1 in [15]. Cl 

We call an OPS {P,(x)}~~~ a classical OPS if for each n > 0, P,(x) satisfies 
the second order differential equation (1.1). As mentioned in the introduction, 
there are essentially only four distinct classical OPS’s of Jacobi, Laguerre, 
Hermite, and Bessel polynomials. 
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Proposition 2.5. Let {Pn(x)}~CO b e an OPS relative to u. Then, the following 
statements are all equivalent. 

(i) {P,(x) },” 0 is a classical OPS. 

(ii) {P;(x)},“, is an OPS. 
(iii) {Pi(x)},” 1 is a QOPS. 
(iv) There are polynomials ~z(x) =.&x2 +l21 x+4!20 f 0 and e](x) = Cllx+!lo 
with 111 # 0 such that u satisfies 

(2.10) (&2(T) - -e, g = 0. 

Proof. See Theorem 2.1 in [ll] and Theorem 3.1 in [14]. 0 

The equivalence of the statements (i) and (ii) in Proposition 2.5 was first 
proved by Hahn [4] and Krall [9] (see also [6], [17], and [18]). 

Remark. As an immediate consequence of Proposition 2.5, we obtain: if 
{P,,(x)}~=~ is a classical OPS satisfying the differential equation (l.l), then 
{P;(x)},“= 1 is also a classical OPS satisfying the differential equation 

l2 y” + (Cl + t;> y’ = (A, - 41) y. 

By induction, for any integer r 2 1, {P,“‘(x)}:_~ is also an (classical) OPS. 
Conversely, Hahn [5] proved that if both {P,(x)},“=~ and {Pn(l)(~)}~=~ are 
OPS’s relative to positive-definite moment functionals for some integer r 2 1, 
then {P,(x)}~~~ is a classical OPS (see also [7]). 

Definition 2.2 (Maroni [ 141). A moment functional u is said to be semi-classical 
if 
(i) (T is regular 
and 
(ii) there is a pair of polynomials (4(x), G(x)) # (0,O) such that 

(2.11) (@) + $,a = 0. 

For any semi-classical moment functional 0, we call 

(2.12) s := min{max(deg($) - 2, deg($) - l)} 

the class number of 0, where the minimum is taken over all pairs of poly- 
nomials (4, +) # (0,O) satisfying the equation (2.11). In this case, we call B a 
semi-classical moment functional of class s and an OPS {Pn(x)}~~o relative to 
LT is called a semi-classical OPS of class s. 

We can restate the equivalence of the statements (i) and (iv) in Proposi- 
tion 2.5 as: an OPS is a classical OPS if and only if it is a semi-classical OPS of 
class 0. 

Lemma 2.6 (Maroni [15]). Let IJ be a semi-classical momentfunctionalsatisfying 
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(2.13) 
(&a)‘+$~o=O (~1 :=max(tt -2,pl - 1)) 

($26)’ + $2~ = 0 (~2 := max(tz - 2,~~ - l)), 

where ti = deg(&) ~ndpj = deg(+), j = 1,2. Let 4(x) be a common factor of 
$1 (x) and $2(x) ofthe highest d egree. Then, there is a polynomial I/J(X) such that 

($o)’ + $Jo = 0, 

where s := max(deg($) - 2, deg($) - 1) = si - tl + deg(+) = s2 - t2 + deg($). 

Proof. See Lemma 3.1 in [15]. q 

Proposition 2.7. Let o be a semi-classical moment functional of class s. Zf (4, $J) 
and (41, $1) arepairs of non-zeropolynomials satisfying the equation (2.11) and if 
s = max(deg($) - 2, deg($) - l), then $1(x) is divisible by +4(x). 

Proof. Let (Y(X) be a common factor of 4(x) and $1(x) of the highest degree. 
Then by Lemma 2.6, there is a polynomial /3(x) such that 

(acr)’ + pa = 0 

and SO := max(deg(cr) - 2, deg(P) - 1) = s - deg($) + deg(a). Since SO L s, 

deg(a) 1 deg(4) so that a(x) = c+(x) f or some non-zero constant c. Hence, 
4(x) must divide $1 (x). q 

3. MAIN THEOREMS 

We now consider a linear differential equation of order N 2 1 of the form 

(3.1) LN[Yl(X) = 5 WY(‘)(X) = hYY(~> 7 
i=l 

where e,(x) = Ci=, e, xi are polynomials of degree 5 i (independent of n), 

&V(X) $0, and 

In 1938, Krall [S] found a necessary and sufficient condition for the differential 
equation (3.1) to have an OPS as solutions. Recently, Kwon, Littlejohn, and 
Yoo [ 121 found a new and simple proof of Krall’s theorem as well as some other 
equivalent conditions. 

Proposition 3.1. Let {Pn(x)}~Zo b e an OPS relative to u. Then the following 
statements are all equivalent. 

(i) For each n > 0, P,(x) satisfies the dtfirential equation (3.1). 
(ii) The moments {oR}~Co of osatisfy 

(3.3) S(m) := t_$+ 1 j$o (i - “km ‘) (~~~kk_~)),! ti,i-j(a),_j = 0 
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fork = 0, 1, . . . , [(N - 1)/2] and m = 2k + 1,2k + 2,. . . , where [x] is the integer 

part of a real number x. 
(iii) There are r := [(N + 1)/2] moment functionals {ri},r= , such that rr # 0 and 

(3.4) & (pi, PL)P,‘i)) = M,,&,, (m and n 2 0), 
i=l 

where M,, are real constants. 
(iv) There are r := [(N + 1)/2] moment functionals {Ti}ir_ 1 such that r, # 0 and 

(3.5) L2r(C#I)o = 5 (-l)i[#‘)Tj(i) I 
i=l 

for everypolynomial 4(x). 
Moreover, in this case, N = 2r must be even and the moment functionals u and 

{ri},!‘= 1 are related by the equations 

(3.6) k= 1,2 ,..., 2r. 

Proof. See Theorem 2.4, Theorem 3.1, and Theorem 3.2 in [12]. c] 

The equivalence of the statements (i) and (ii) in Proposition 3.1 was first 
proved by Krall[8]. 

Using the formal calculus on moment functionals introduced in Section 2, 
the r equations in (3.3) for the moments of 0 can be expressed as (see Section 2 
in [12]) 

(3.7) Ek(o):=i=$+, (-l)i(i-~-1)(&~)‘i-2k-1)=0, k=O,l,...,r-1. 

In particular, for k = r - 1, we have 

&-i(o) =r(e2ro)‘-t?2r_10=0 

so that any OPS satisfying a differential equation of the form (3.1) is a semi- 
classical OPS. 

Now, we are ready to give our main results. 

Theorem 3.2. For an OP.9 {P,,(x)},“=~ relative to o and an integer r 2 1, the fol- 
lowing statements are all equivalent. 

(i) {Pn(“(x)}r==, is a QOPS. 
(ii) For each n > 0, Pn(x) satisfies a differential equation of order N = 2r of the 

form (3.1) with e,(x) E 0, i = 1,. . . ,I - 1, that is, 

(3.8) L2r[Y](X) = 5 4(X)Yci)(X) = PnY(X>. 
i=r 

(iii) There is a moment functional r (# 0) such that 
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for some difherential operator Lz,[ -1 of order 2r of the form (3.8). 

(iv) There are r + 1 polynomials {ak(x)}F’ with azr(x) f 0, deg(ak) I k, k = 

r,r+l,..., 2r,and 

(3.10) (aka)’ = ak-lo, k=r+l,...,2r. 

(v) There are moment functional T (# 0) and r + 1 polynomials {ak(x)}f’ with 

azr(x) $ 0, deg(ak) 5 k, k = r, r + 1,. . . ,2r and 

(3.11) r@-‘)=ak(x)o, k=r,r+l,..., 2r. 

Moreover, the moment functionals o and r are related by the equations 

(3.12) ek(~)~=(-l)‘(~1,)7(17-~), k=r,r+1,...,2r. 

Proof. (i) + (ii): Assume that {P,“‘(x)}~!~ is a QOPS relative to r, that is, 
r#Oand 

(T,Pcr)P(‘)) = 0, m n m # n. 

Then the condition (iii) in Proposition 3.1 holds with rr = r, rr _ i = . . . = ri = 0. 
Hence, by Proposition 3.1, each P,(x) satisfies a differential equation (3.1) with 
N = 2r, of which the coefficients {&(x)}f’ satisfy the equations (3.6). Since 
ri = . . . =7,-i = 0, we have, from (3.6), &(x)g = 0, k = 1,. . . ,r - 1. There- 
fore, &k(x) E 0, k = 1,. . . , r - 1 by Lemma 2.1 (i). 
(ii) + (iii): Assume that each P,(x) satisfies the differential equation (3.8). 

Then, by Proposition 3.1, there are r moment functionals {ri}ir_i such that 
rr # 0 and the equations (3.5) and (3.6) hold. Since -$(x) E . . . E e,_ i (x) E 0, 
we have from (3.6) 

k= l,...,r- 1. 

Now, it is easy to see from (3.13) that n = 0, k = 1,2,. . . , r - 1 by induction on 
k. Then the equation (3.5) reduces to the equation (3.9) with r = TV. 
(iii) + (iv): Let T(# 0) be a moment functional satisfying the equation (3.9). 
Then the condition (iv) in Proposition 3.1 holds with T, = T and TV_ 1 = . . . = 

~1 = 0. Hence, by Proposition 3.1, the equations (3.6) hold. In particular, the 
equations (3.12) hold. If we set ak(x) = (-l)r(,‘r)-l&(x), k = r,r + 1,‘. . . ,2r, 

then ak(x)o = T (2r-k), k = r,r+ 1 , . . . ,2r, from which (3.10) follows im- 
mediately. 
(iv) + (v): Assume that the condition (iv) holds. Let T = az,(x)o. Then T # 0 
since az,(x) $0 and T (2’-k)=ak(x)o,k=r,r+1 ,..., 2r. 

(v) +- (i): Assume that the condition (v) holds. Then we have for r 5 m < n 
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(T,PZ’P,“‘) = (a*ru,P;)Pn(“) = (-l)‘((P~)az,a)(‘),P,) 

= wgo (1) (P~‘-i)(a2ru)(i),Pn) 

= (-1)’ i$ (1) (p~2r-i)Q2r-i~, Pn) 

since deg(P$‘- ‘) u2,- i) < m < n Hence {P,“‘(x)} =I is a QOPS relative to . , ,” 

7. q 

Theorem 3.3. Let {P,(x)},“=~ b e an UPS relative to o and r 2 1 an integer. Then 

any one of the equivalent statements in Theorem 3.2 is also equivalent to 

(vi) {P,(x) },” 0 is a classical OPS. 

In order to prove Theorem 3.3, we first need the following lemmas. 

Lemma 3.4. Let {P,(x)}~& b e a manic OPS relative to u. For an integer 

r > 1, let {en(x) := (l/(P(n+r - 1,r - l)))P,(:;‘_),(x)}~EO and {R,(x) := 

(l/(n+l))Q~+,(x)}~~O.If{Rn(x)}~~O isaQOPSrelutivetor, then{Q,(~)}~=~ 
satisfy the following recurrence relation: 

n-2 

(3.14) Q~+I(x)=(x-_~,)Q~(~)-~Q~-I(~)-~~~~,/Q~(~), n2 1, 

where p,,, 3;1, and S;i’ are real constants with 6: = 6,’ = 0 and 6,’ = 0, n 2 1. 

Proof. Since {P,(x)}~=~ is an OPS, {P,(x)},” o satisfy a three-term recurrence 
relation (see Chihara [3]): 

(3.15) P,+I(x) = (x-b,)P,(x) - c,P,-l(x), n 1 1, 

where b, and c,, are real constants with c, # 0, n 2 1. Replacing n by n + r - 1 
in (3.15) and then differentiating r - 1 and r times, we obtain for n 2 0 

(3.16) 

and 

(3.17) 

&%-r”(x) = (X-b,+,-#$‘+-,‘I1(x) - c~+~_~P,(‘,-,‘)~(x) 

+ (r - 1) P,(;-,2) 1(x) , 

p,“!,(x) = (x - b,+,-l)p;l,_,(x) - cn+r_, P(‘) n+r-2(X) + rP,(:;!!,(x). 

On the other hand, as a manic PS, {&(x)}~~~ satisfy 

(3.18) &+1(x) = (X-in)&(x) -G&-I(x) -lzz iL’Rj(X), n2 1, 

where &,, En,, and 8; are real constants with &F = J1-’ = 0 and R-l(x) E 0. Ap- 
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plying r to (3.18) and using the quasi orthogonality of {R,(x)}~=~ relative to r, 
we obtain 8: = 0, n 2 2 so that (3.18) reduces to 

(3.19) R,+*(x) = (X-~~)~~(X)-inRn_l(x)-~~~~~~~(x); n>2 (8; =O). 

From (3.19) with n replaced by n - 1 and (3.17), we obtain 

rP,(:-,‘l,(x) =(;x+b.,,i A,_, Y)PQx) 

(3.20) + 
( 

Gz+r-1 -cl-1 
(n+r)(n+r- 1) pn(r!r_2(x) 

n(n - 1) > 

n 2 3. 

Integrating (3.20), we obtain for n 1 3 

(3.21) 
@+r)(n+r- l)E,-1 

where d, is an integration constant. Substituting (3.21) into (3.16) yields 

(n+r)&-i _ (n+r>(r- 1)&-i 
r(n + 1) r(n + 1) 

n+r +(r- l)(n+r)(n+r- l)G-I 
r(n - l)(n + 1) 

(r - l)n ‘@ + r7 r, p!‘- 1’(x) + (r _ l)d,, 

r(n+ 1) P(j+r,r) J+r 
n > 3. 

This last equation can be rewritten into the equation (3.14) by the definition of 
en(x) for n 2 3. The equation (3.14) for n = 1,2 is trivial. Cl 

Lemma 3.5. Let {P,(x)}:_~, {en(x)},“=,, and {&(x)}zo be the same as in 
Lemma 3.4. Let {un}~~o, {wn}~zo, and { wn}rXO be the dual sequences of 

{P,(x)},“_~, {Q,$c)},“,,, and (84~))~~ revectiveb. If {&(x))~o is a 

QOPS, then 
(i) there are I + 1 polynomials {uk(x)}~’ with ~24~) $0, deg(ak) I k, k = 

r,...,2r,and 

(3.22) ~0(2’-~) = ak(x)uo, k = r,. . . ,2r 

and 
(ii) there are r polynomials {hk(x)}fll with hzr(x) f 0, deg(hk) I k, k = 

r+1,...,2r,und 
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(3.23) $-kUz&)Us, k=r+l,..., 2r. 

Moreover, we also have deg(a,) = r and deg(h,+ 1) = r - 1. 

Proof. Assume that {R,,(x)}r.o is a QOPS. Then wo is an orthogonalizing 
moment functional of {R,(x)}~=s. Hence we have (i) from the equivalence of 
the statements (i) and (v) inTheorem 3.2. By Lemma 3.4, { Qn(x)},“=, satisfy the 
recurrence relation (3.14). Applying w1 to (3.14), we obtain (XWI, Qn) = 0, n 2 3 
so that by Lemma 2.2 

xvi = eov0 + elwi + e2w2, 

where ej = (xwi, Qj), j = 0, 1,2. Since es = (xw~, Qo) = (211,~) = (WI, Ql) = 1, 
we have by Lemma 2.3 

(3.24) wo = (-x+el)wi+; wi. 

On the other hand, applying wo to (3.19), we obtain (XWO, R,) = 0, n > 2 so that 
by Lemma 2.2 

xwo = cow0 + ClWl, 

where cj = (XWO, Rj), j = 0,l. If ~1 = 0, then (X - CO) wo = (X - CO)QZ,(X) WJ = 0 
by (3.22). This is a contradiction since uo is regular and &x) $0. Hence, 
cl # 0 and 

(3.25) w1 = 7 wo. 

Substituting (3.25) into (3.24), we obtain 

(3.26) vo = ro(x)wo + ri(x)w~(x), 

where rj(x) is a polynomial of degree 2 j, j = 0,l. Differentiating (3.26) succes- 
sively, we obtain (3.23) from (3.22) with hk(x) = [TO(X) + (2r - k)$(x)]uk(x) + 

rl(xbk-1(x). 

Finally we have 

(w,j”,pd = (-l)‘(wdn(“) = ;_l)‘(wo j+ r)R,_r) 
7 > 

;;; ; ; < r 
= (-l)‘r!& 

so that u,(x)uo = w. (‘) = (-l)rr!u, = (-l)‘r!C,P,(x)us by Proposition 2.4. 
Hence deg(u,) = r. 

Similarly we have h,+i(x)uo = wi’-‘) = (-l)‘-‘(r - l)!C,_1P,_i(x)uo so 
that deg(h,+l) = r - 1. q 

Proof of Theorem 3.3. Assume that {P,(x)},“=~ is a classical OPS. Then, by the 
remark following Proposition 2.5, {P,“)(x)}~.~ is also a classical OPS for any 
integer r > 1. Hence, the statement (i) in Theorem 3.2 holds. Conversely, we 
assume that the statement (ii) in Theorem 3.2 holds. If r = 1, {P,(x)}~=~ is a 
classical OPS by the definition. Hence we assume r > 2. Then, by induction, it 
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suffices to show that {P,,(x)}~=~ satisfy a differential equation of the form (3.8) 
of order 2(r - 1). We may assume {P,,(x)},“=~ is a manic PS and let { Qn(x)}T&, 

{R”(x)%)> M,m_o, {GzK&, and {w~}~=~ be the same as in Lemma 3.5. By 
the statement (i) inTheorem 3.2, {Pn(“(x)},M_ and so {R,}~zo is a QOPS. Then, 
by Lemma 3.5, we have polynomials {ak(x)}!I and {hk(x)}f’+ 1 satisfying (3.22) 
and (3.23). Hence, the moment functional us satisfies 

(3.27) &us)’ = &-1240, k=r+l,...,2r 

and 

(3.28) (h/&O)’ = hk- 1240, k=r+2,...,2r. 

Now, let s (2 0) be the class number of the semi-classical moment functional u,-, 

and (44J(x)) # (0,O) P a air of polynomials satisfying 

(M40)’ - puo = 0 

and 
s = max(deg(a) - 2, deg(P) - 1). 

Then we have from Proposition 2.7 

(3.29) &(X) = &(X)a(X), k = r + 1,. . . ,2r 

and 

(3.30) h&) = i;&+!(x), k = r + 2,. . . ,b, 

where &(X) and &(X) are polynomials. Hence we have from (3.27), (3.28), 
(3.29), and (3.30) 

(3.31) Li;o+&/?=@-1, k=r+l,...,2r; 

(3.32) $(Y+&P=hk_l, k=r+2 ,..., 2r. 

At this point, we divide the proof into two cases: s = deg(cr) - 2 > deg(/?) - 1 
and s = deg(P) - 1 > deg(a) - 2. 

Case I: s = deg(a) - 2 2 deg(P) - 1. Counting degrees on both sides of the 
equation (3.31), we have 

deg(uk_i)+l <deg(Uk), k=r+l,...,2r 

since deg(a) > deg(P) + 1. Hence we have 

deg(uk) = k, k = r, . . . ,2r 

since deg(u,) = r and deg(uk) I k, k = r, . . . ,2r. Similarly, counting degrees on 
both sides of the equation (3.32), we have 

deg(hk_ 1) + 1 <_ deg(hk), k = r + 2,. . . ,2r. 

We now claim that 

(3.33) deg(hk_ 1) + 1 = deg(hk), k = r + 2, . . . ,2r. 

If not, let j be the first integer 2 r + 2 such that deg&_ 1) + 1 < deg(hi). Then, 
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deg(hk)=k-2,k=r+l,...,j-landj-2<deg(hi)Ijsincedeg(h,+l)= 
r-l.Sincer+2Ij<2r,deg(hi)=m=deg(a,)forsomem=r+1,...,2r. 
Let A (# 0) and B (f 0) be the leading coefficients of a,(x) and hi(x) respec- 
tively. Multiplying the equation (3.31) for k = m by B and the equation (3.32) 
fork = j by A and subtracting these two equations, we obtain 

(3.34) (Bci:, -A~~)ru+(B~~-A~j)P=Bu~_l-Ah,_l. 

Wethenhavedeg(Ba,_i-Ahj-i)=m-lsincedeg(a,_t)=m-1 >j-3= 
deg(hj_ 1). However, the degree of the left hand side of the equation (3.34) is at 
most m - 2 since deg(Ba, - Ahj) < m - 1 and deg(P) 5 deg(a) - 1. It is a 
contradiction so that we have (3.33). 
Since deg(h,+ 1) = I - 1, we have from (3.33) 

(3.35) deg(hk) =k-2, k=r+l,..., 2r. 

If we set gk(x) = hk+~(x), k = r - 1,. . . ,2(r - l), then {gk}f(ri ‘) satisfy the 
condition (v) in Theorem 3.2 with r replaced by r - 1 and 0 replaced by uo by 
(3.28) and (3.35). Hence, by Theorem 3.2, {P,,(x)}~~~ satisfy a differential 
equation of the form (3.8) of order 2(r - 1) since {P,(x)}~=~ is an OPS relative 
to us. 

Case II: s = deg(P) - 1 > deg(o) - 2. Counting degrees on both sides of the 
equation (3.31), we have 

deg(uk) = deg(uk_ 1) + deg(a) - deg(P), k = r + 1,. . . ,2r 

so that 

(3.36) 
1 

deg&) = deg(a,) + (k - r)(deg(a) - deg(P)) 

= r + (k - r)(deg(a) - deg(P)), k=r+l,...,2r. 

In particular, we have for k = 2r in (3.36) 

deg(uz,) = r(deg(a) -s). 

Since deg(uz,) 2 deg(o) 2 0, s I deg(o) < s + 2 so that deg(a) is either s or 
s + 1. If deg(o) = s, then s = 0 and so {P,(x)}~=~ is a classical OPS. If 
deg(a) = s + 1, then we have by counting degrees on both sides of the equa- 
tion (3.32) 

deg(hk) = deg(hk_ i), k = r + 2,. . . ,2r 

so that 

(3.37) deg(&)=r-1, k=r+l,..., 2r. 

If we set gk(x) = hk+z(x), k = r - 1,. . . ,2(r - l), then {gk(x)}f!‘i) satisfy the 
condition (v) in Theorem 3.2 with r replaced by r - 1 and c replaced by uo by 
(3.28) and (3.37). Hence, by Theorem 3.2, {P,(x)},“=~ satisfy a differential 
equation of the form (3.8) of order 2(r - 1) since {P,(x)}~~~ is an OPS relative 
to us. 0 

Finally, for any classical OPS {P,,(x)}~~~ we show the way of constructing 
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the differential equation of the form (3.8), which has {P,,(x)}~=~ as polynomial 
solutions. First, we need the following lemma. 

Lemma 3.6. If he differential equation (1.1) has an OPS { P,,(x)}~~~ of pofy- 

nomial solutions, then A,, # 0, n 2 1 and A,,, # A, for 0 5 m < n. 

Proof. Assume that (1.1) has an OPS {P,(x)}~~~ of polynomial solutions and 
let u be the canonical moment functional of {Pn(x)}~Yo. Then {P,(x)}~=~ is an 
OPS relative to u and 0 satisfies the equation (2.10). Suppose X, = 0 for some 
n > 1. Then we have by (2.10) 

0 = XnPn(T= (ezP,:+elP;)o = (e2P;a)' - P;(ep)'+ P;(ep) 

= (e,P;a)'. 

Hence, & PLu = 0 so that & PL G 0 by Lemma 2.1 (i). Since &(x) f 0, P,(x) E 0 
which implies n = 0 contradicting the fact that n > 1. Hence X, # 0, n 2 1, 
which implies A,,, # X, form # n since 

(n+m)(A-W=(n-m)(n+m)(e22(n+m-l)+ell) 

= (n - m)X,+,. 0 

Let {p&))~k, b e a classical OPS satisfying the equation (1.1). Consider the 
following simultaneous equations: 

(xlc~+x~c~+...+x;-‘c,_, =A; 

(3.38) 
x2c* +x;c2+...+x;-'c,_* =A; 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 

x,_~c,+x~_,c~+.~~+x~~~c,_~ =A',_,. 

Since det[X{]&l 1 # 0 by Lemma 3.6, the simultaneous equations (3.38) have a 
unique solution { cj}Jl t. Then { P,,(x)}~'_~ also satisfies the equation 

(3.39) Mz,[Y](x) = i$, mi(x)Y(‘)(x) = L;[Yl(X) -:cl CjLi[Yl(X) = PnY(x)3 

where p,, = XL - (cl X, +. . . + c,_ I Ai- ‘), n 2 0, and ml(x), i = I? 2:. . . ,2r, 

are polynomials of degree 5 i. Since M2r[Pk](x) = cf= I mi(X) Pjil(x) = 
pkPk(x) =0 for k= I,2 ,..., r- 1, we have by induction ml(x) E 

m2(x) E ... E m,_ 1 (x) E 0. Thus the equation (3.39) is of the form (3.8). 
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