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#### Abstract

We study the strong asymptotics for the sequence of monic polynomials $Q_{n}(x)$, orthogonal with respect to the inner product $$
(f, g)_{s}=\int f(x) g(x) \mathrm{d} \mu_{1}(x)+\lambda \int f^{\prime}(x) g^{\prime}(x) \mathrm{d} \mu_{2}(x), \quad \lambda>0
$$ with $x$ outside of the support of the measure $\mu_{2}$. We assume that $\mu_{1}$ and $\mu_{2}$ are symmetric and compactly supported measures on $\mathbb{R}$ satisfying a coherence condition. As a consequence, the asymptotic behaviour of $\left(Q_{n}, Q_{n}\right)_{S}$ and of the zeros of $Q_{n}$ is obtained.
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## 1. Introduction

Consider the Sobolev inner product

$$
(p, q)_{S}=\int p(x) q(x) \mathrm{d} \mu_{1}(x)+\lambda \int p^{\prime}(x) q^{\prime}(x) \mathrm{d} \mu_{2}(x)=\langle p, q\rangle_{1}+\lambda\left\langle p^{\prime}, q^{\prime}\right\rangle_{2}
$$

[^0]when both measures $\mu_{i}$ have infinite points of increase and are compactly supported on $\mathbb{R}$. It is easy to see that for $\lambda>0,(\cdot, \cdot)_{\mathrm{s}}$ is actually an inner product, so that there exists a monic orthogonal polynomial sequence, $\left\{Q_{n}\right\}_{n}$, with respect to $(\cdot, \cdot)_{\mathrm{S}}$ (so-called Sobolev orthogonal polynomials), whose algebraic properties have been studied in depth (see [9] for a wide bibliography on this subject). Nevertheless, general asymptotic results are much more scarce, especially in the case when both measures have a non-trivial absolutely continuous component. In the previous paper [11] we established the strong asymptotics for $\left\{Q_{n}\right\}_{n}$ for a class of measures, namely under the additional assumption that $\left(\mu_{1}, \mu_{2}\right)$ form a coherent pair. Let us recall this concept for a pair of positive measures, introduced by Iserles et al. in [4].

Definition 1. Let $\mu_{i}, i=1,2$, be two positive measures and let $\left\{P_{n}\right\}_{n}$ and $\left\{T_{n}\right\}_{n}$ be the respective monic orthogonal polynomial sequences (MOPS). Then ( $\mu_{1}, \mu_{2}$ ) is a coherent pair of measures if there exist nonzero constants $\sigma_{1}, \sigma_{2}, \ldots$, such that

$$
\begin{equation*}
T_{n}(x)=\frac{P_{n+1}^{\prime}(x)}{n+1}-\sigma_{n} \frac{P_{n}^{\prime}(x)}{n}, \quad n \geqslant 1 . \tag{1}
\end{equation*}
$$

In [11] we obtained the following comparative asymptotics for $Q_{n}$, from which the strong asymptotics immediately follows:

Let $\left(\mu_{1}, \mu_{2}\right)$ be a coherent pair of measures, $\operatorname{supp}\left(\mu_{1}\right)=[-1,1],\left\{T_{n}\right\}_{n}$ the MOPS associated to $\mu_{2}$ and $\left\{Q_{n}\right\}_{n}$ the MOPS with respect to $(\cdot, \cdot)_{\mathrm{s}}$. Then,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{T_{n}(x)}=\frac{1}{\Phi^{\prime}(x)} \tag{2}
\end{equation*}
$$

uniformly on compact subsets of $\overline{\mathbf{C}} \backslash[-1,1]$, where $\Phi(x)=\frac{1}{2}\left(x+\sqrt{x^{2}-1}\right)$ with $\sqrt{x^{2}-1}>0$ when $x>1$.

In this paper we extend the validity of (2) for another class of measures: those that form a symmetrically coherent pair. This is an analogue of (1) but for measures symmetric with respect to the origin (see [4]).

Definition 2. Let $\mu_{i}, i=1,2$, be two positive symmetric measures and let $\left\{P_{n}\right\}_{n}$ and $\left\{T_{n}\right\}_{n}$ be the respective monic orthogonal polynomial sequences. Then ( $\mu_{1}, \mu_{2}$ ) is a symmetrically coherent pair of measures if there exist nonzero constants $\sigma_{1}, \sigma_{2}, \ldots$, such that

$$
\begin{equation*}
T_{n}(x)=\frac{P_{n+1}^{\prime}(x)}{n+1}-\sigma_{n-1} \frac{P_{n-1}^{\prime}(x)}{n-1}, \quad n \geqslant 2 . \tag{3}
\end{equation*}
$$

The algebraic properties of the Sobolev orthogonal polynomials with respect to symmetrically coherent pairs have been studied by several authors (see [6, 7, 16, 19]). In some particular cases, for example, for Gegenbauer-Sobolev and Gegenbauer-Sobolev type orthogonal polynomials, the strong asymptotics has been obtained in [12, 13].

The structure of the paper is as follows. In the next section we introduce some auxiliary results, including a partial answer to the problem of classification of all symmetrically coherent pairs. The main theorem is proved in Section 3. Finally, in Section 4 we study the norm and zero asymptotic
behaviour of $Q_{n}(x)$ and establish that the zero asymptotics, as expected, can be described in terms of the support of the measure $\mu_{2}$.

We should point out that this result supports the conjecture made in [11] that (2) actually holds under very general assumptions on the measures involved.

## 2. Auxiliary results

The method used in [11] to prove (2) heavily relies on the complete classification of all possible coherent pairs, established by Meijer in [16]. Although [16] also classifies all the symmetrically coherent pairs of measures, we will not use it here. Instead of this, it is instructive to exploit the connection between coherence and symmetric coherence via the symmetrization procedure, described in [7]: if $\left(\mu_{1}, \mu_{2}\right)$ is a symmetrically coherent pair, then $\left(\tilde{\mu}_{1}, \tilde{\mu}_{2}\right)$ is a coherent pair, where $\tilde{\mu}_{1}(x)=$ $\mu_{1}(\sqrt{x})$ and $\tilde{\mu}_{2}(x)=x \mu_{2}(\sqrt{x})$. Now, starting from the classification of all coherent pairs of measures (see, e.g., [11, Proposition 1]) we can describe all the "candidates" to be symmetrically coherent pairs on $[-1,1]$. The point is that, as will be shown, even the existence superfluous pairs of measures in the described class does not affect the asymptotics (2). Moreover, the classification is restated in a form comfortable for the further proof of the main result.

Let $w_{1}, w_{2}$ be two nonnegative weights on $(-1,1)$ and $v_{1}, v_{2}$ be the corresponding absolutely continuous measures on $[-1,1]$ :

$$
\begin{equation*}
\mathrm{d} v_{i}(x)=w_{i}(x) \mathrm{d} x, \quad i=1,2 . \tag{4}
\end{equation*}
$$

Proposition 3. Let $\mu_{1}, \mu_{2}$ be two measures, and the support $\operatorname{supp}\left(\mu_{1}\right)=[-1,1]$. Then, if $\left(\mu_{1}, \mu_{2}\right)$ constitutes a symmetrically coherent pair of measures, one of the following cases takes place:

Case 1:

$$
\mu_{1}=v_{1}, \quad \mu_{2}=v_{2}+M \delta_{0}, \quad M \geqslant 0
$$

where $v_{i}$ are given by (4) and either

$$
w_{1}(x)=\rho^{(\alpha, \beta)}(x)
$$

or

$$
w_{2}(x)=\rho^{(\alpha, \beta)}(x)
$$

with

$$
\rho^{(\alpha, \beta)}(x)=\left(1-x^{2}\right)^{\alpha}|x|^{\beta} \quad \text { and } \quad \frac{w_{2}(x)}{w_{1}(x)}=\frac{1-x^{2}}{\xi^{2}-x^{2}} \quad \text { with } \quad \xi \in \mathbb{R} \backslash(-1,1) .
$$

Case 2:

$$
\mu_{1}=v_{1}, \quad \mu_{2}=v_{2}+M \delta_{0}, \quad M \geqslant 0
$$

where either

$$
w_{1}(x)=\rho^{(\alpha, \beta)}(x)
$$

or

$$
w_{2}(x)=\rho^{(\alpha, \beta)}(x)
$$

with

$$
\frac{w_{2}(x)}{w_{1}(x)}=\frac{1-x^{2}}{x^{2}+\xi^{2}} \quad \text { and } \quad \xi \in \mathbb{R} \backslash\{0\}
$$

Case 3:

$$
\mu_{1}=v_{1}+N\left(\delta_{-1}+\delta_{1}\right), \quad \mu_{2}=v_{2}+M \delta_{0}, \quad M, N \geqslant 0
$$

where

$$
w_{1}(x)=w_{2}(x)=|x|^{\beta}=\rho^{(0, \beta)}(x)
$$

Case 4:

$$
\mu_{1}=v_{1}, \quad \mu_{2}=v_{2}+N\left(\delta_{\xi}+\delta_{-\xi}\right)+M \delta_{0}, \quad N>0, M \geqslant 0, \quad \xi \in \mathbb{R} \backslash(-1,1),
$$

where

$$
w_{1}(x)=\rho^{(\alpha, \beta)}(x) \quad \text { and } \quad \frac{w_{2}(x)}{w_{1}(x)}=\frac{1-x^{2}}{\xi^{2}-x^{2}} .
$$

In all the cases $\alpha, \beta \in \mathbb{R}$ can take any admissible value (i.e., such that $w_{1}, w_{2} \in L_{1}[-1,1]$ ).
Remark 4. Due to a freedom in the selection of parameters, the class of measures described in Proposition 3 along with all symmetrically coherent pairs (according to [16], $\beta=M=0$ ) includes some "additional" cases. Nevertheless, for the proof of the asymptotic result this will be irrelevant.

Remark 5. The choice $\xi=1, \beta=0$ and $M=0$ in case 1 gives us the sequence of GegenbauerSobolev orthogonal polynomials studied in [12]. Analogously, setting $\xi=1, \beta=0$ and $N>0, M=0$, in case 4 leads to the so-called Gegenbauer-Sobolev-type orthogonal polynomials (see [13]).

The comparative asymptotics, established in the next section, is a direct consequence of the following relation, obtained in [4] (see also [6, 19]). Its proof is totally analogous to that of Proposition 2 in [11].

Proposition 6. Let $\left(\mu_{1}, \mu_{2}\right)$ be a symmetrically coherent pair of measures. Then, with the notation introduced in Section 1, the following relation is verified:

$$
\begin{equation*}
P_{n+2}(x)-\sigma_{n} \frac{n+2}{n} P_{n}(x)=Q_{n+2}(x)-\alpha_{n}(\lambda) Q_{n}(x), \quad n \geqslant 1, \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{n}(\lambda)=\sigma_{n} \frac{n+2}{n} \frac{k_{n}}{\tilde{k}_{n}} \neq 0, \quad n \geqslant 1, \tag{6}
\end{equation*}
$$

with $k_{n}=\left\langle P_{n}(x), P_{n}(x)\right\rangle_{1}$ and $\tilde{k}_{n}=\left(Q_{n}, Q_{n}\right)_{s}$.

## 3. Relative and strong asymptotics

Now, we are ready to prove the main result of this paper:
Theorem 7. Let $\left(\mu_{1}, \mu_{2}\right)$ be a symmetrically coherent pair of measures, $\operatorname{supp}\left(\mu_{1}\right)=[-1,1],\left\{T_{n}\right\}_{n}$ the MOPS associated to $\mu_{2}$ and $\left\{Q_{n}\right\}_{n}$ the MOPS with respect to $(\cdot, \cdot)_{\mathrm{s}}$. Then,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{T_{n}(x)}=\frac{1}{\Phi^{\prime}(x)} \tag{7}
\end{equation*}
$$

uniformly on compact subsets of $\overline{\mathbf{C}} \backslash[-1,1]$, where $\Phi(x)=\frac{1}{2}\left(x+\sqrt{x^{2}-1}\right)$ with $\sqrt{x^{2}-1}>0$ when $x>1$.

In order to obtain from (5) the asymptotics of $Q_{n}(x)$ it is essential to study the limit behaviour of the parameters $\sigma_{n}$ and $\alpha_{n}(\lambda)$.

Proposition 8. The parameters $\sigma_{n}$ of the symmetric coherence relation (3) verify:

1. In cases 1 and 3 of Proposition 3,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{n}=\frac{1}{16 \Phi^{2}(\xi)} \tag{8}
\end{equation*}
$$

Here and below we assume $\Phi( \pm 1)= \pm \frac{1}{2}$.
2. In case 2,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{n}=\frac{-1}{4 \eta^{2}(\xi)}=-\frac{1}{16|\Phi(\mathrm{i} \xi)|^{2}} \tag{9}
\end{equation*}
$$

where we denote $\eta(\xi)=\xi+\sqrt{\xi^{2}+1}>1$ for $\xi>0$.
3. In case 4,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{n}=\Phi^{2}(\xi) \tag{10}
\end{equation*}
$$

Proof. The symmetric cohcrence condition (3) can be rewritten as follows:

$$
\begin{equation*}
\sigma_{n-1}=\frac{\frac{1}{n+1} \frac{P_{n+1}^{\prime}(x)}{P_{n+1}(x)} \frac{P_{n+1}(x)}{P_{n-1}(x)}-\frac{T_{n}(x)}{P_{n}(x)} \frac{P_{n}(x)}{P_{n-1}(x)}}{\frac{1}{n-1} \frac{P_{n-1}^{\prime}(x)}{P_{n-1}(x)}} \tag{11}
\end{equation*}
$$

Notice that when $\left(\mu_{1}, \mu_{2}\right)$ belong to cases 1,2 or 3 of Proposition 3 , both $\mu_{1}, \mu_{2}$ satisfy the Szegö's condition in $[-1,1]$ (fact that we denote by $\mu_{1}, \mu_{2} \in S$ ). Then, using the Szegö's theory as in [11], we have that the relative asymptotics $T_{n}(x) / P_{n}(x)$ when $\mu_{1}, \mu_{2} \in S$ is

$$
\begin{equation*}
\frac{T_{n}(x)}{P_{n}(x)} \rightarrow \frac{D\left(0, \mu_{2}\right)}{D\left(0, \mu_{1}\right)} \frac{D\left(\frac{1}{2 \Phi(x)}, \mu_{1}\right)}{D\left(\frac{1}{2 \Phi(x)}, \mu_{2}\right)} \tag{12}
\end{equation*}
$$

uniformly on compact subsets of $\overline{\mathbf{C}} \backslash[-1,1]$ where $D(z, \mu)$ is the Szegő function in $\overline{\mathbf{C}} \backslash[-1,1]$ corresponding to the measure $\mu$. In consequence, it only depends on the ratio of the wcights $w_{2}(x) / w_{1}(x)$.

In cases 1 and 3 of Proposition 3 this ratio is given by $\left(1-x^{2}\right) /\left(\xi^{2}-x^{2}\right)$. Using Jensen-Poisson formula and straightforward computations, we can verify that in these cases

$$
\frac{D\left(z, \mu_{2}\right)}{D\left(z, \mu_{1}\right)}= \begin{cases}\frac{2\left(1-z^{2}\right) \Phi(\xi)}{(z-2 \Phi(\xi))(z+2 \Phi(\xi))}, & \xi \leqslant-1  \tag{13}\\ -\frac{2\left(1-z^{2}\right) \Phi(\xi)}{(z-2 \Phi(\xi))(z+2 \Phi(\xi))}, & \xi \geqslant 1\end{cases}
$$

Hence,

$$
\begin{equation*}
\frac{T_{n}(x)}{P_{n}(x)} \rightarrow \Phi^{\prime}(x)\left(1-\frac{1}{16 \Phi^{2}(\xi) \Phi^{2}(x)}\right) \tag{14}
\end{equation*}
$$

Taking limits in (11), using (14) and the explicit strong asymptotics for $\left\{P_{n}\right\}_{n}$ given by Szegö's theory we obtain that

$$
\lim _{n \rightarrow \infty} \sigma_{n}=\frac{1}{16 \Phi^{2}(\xi)}
$$

In case $2, w_{2}(x) / w_{1}(x)=\left(1-x^{2}\right) /\left(x^{2}+\xi^{2}\right)$, and as above, we prove that

$$
\frac{D\left(z, \mu_{2}\right)}{D\left(z, \mu_{1}\right)}= \begin{cases}-\frac{\left(1-z^{2}\right) \eta(\xi)}{z^{2}+\eta^{2}(\xi)}, & \eta(\xi)<0  \tag{15}\\ \frac{\left(1-z^{2}\right) \eta(\xi)}{z^{2}+\eta^{2}(\xi)}, & \eta(\xi)>0\end{cases}
$$

where $\eta(\xi)=\xi+\sqrt{\xi^{2}+1}$. Hence,

$$
\begin{equation*}
\frac{T_{n}(x)}{P_{n}(x)} \rightarrow \frac{1}{\eta^{2}(\xi)} \frac{1+4 \Phi^{2}(x) \eta^{2}(\xi)}{(2 \Phi(x)-1)(2 \Phi(x)+1)}=\Phi^{\prime}(x)\left(1+\frac{1}{4 \eta^{2}(\xi) \Phi^{2}(x)}\right) \tag{16}
\end{equation*}
$$

Again, from (11), using (16) and the asymptotics of $\left\{P_{n}\right\}_{n}$ we have that

$$
\lim _{n \rightarrow \infty} \sigma_{n}=-\frac{1}{4 \eta^{2}(\xi)}
$$

It remains to consider case 4. Denote by $\left\{T_{n}^{*}\right\}_{n}$ the sequence of monic orthogonal polynomials with respect to the absolutely continuous measure $v_{2} \in S$. The symmetric coherence condition (3) now can be rewritten as

$$
\begin{equation*}
\sigma_{n-1}=\frac{\frac{1}{n+1}-\frac{P_{n+1}^{\prime}(x)}{P_{n+1}(x)} \frac{P_{n+1}(x)}{P_{n-1}(x)}-\frac{T_{n}(x)}{T_{n}^{*}(x)} \frac{T_{n}^{*}(x)}{P_{n}(x)} \frac{P_{n}(x)}{P_{n-1}(x)}}{\frac{1}{n-1} \frac{P_{n-1}^{\prime}(x)}{P_{n-1}(x)}} . \tag{17}
\end{equation*}
$$

Since the asymptotics of $T_{n}^{*}(x) / P_{n}(x)$ is given by (14), we only need to know the behavior of the ratio $T_{n}(x) / T_{n}^{*}(x)$.

Provided the orthogonality measures of $T_{n}$ and $T_{n}^{*}$ differ only in two mass points at $\xi$ and $-\xi$, we have (see [17, p. 132])

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{T_{n}(x)}{T_{n}^{*}(x)}=\frac{\left(\Phi^{2}(x)-\Phi^{2}(\xi)\right)^{2}}{\left(x^{2}-\xi^{2}\right) \Phi^{2}(x)} \tag{18}
\end{equation*}
$$

uniformly on compact subsets of $\overline{\mathbf{C}} \backslash([-1,1] \cup\{-\xi, \xi\})$.
Then, taking limits in (17) and using (16) and (18), we prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{n}=\Phi^{2}(x)-\frac{\left(\Phi^{2}(x)-\Phi^{2}(\xi)\right)^{2}}{x^{2}-\xi^{2}}\left(1-\frac{1}{16 \Phi^{2}(x) \Phi^{2}(\xi)}\right)=\Phi^{2}(\xi) . \tag{19}
\end{equation*}
$$

Proposition 9. The sequence $\alpha_{n}(\lambda)$ defined in (6) verifies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \alpha_{n}(\lambda)=0 \tag{20}
\end{equation*}
$$

Proof. This is totally analogous to the proof of Proposition 4 in [11].
Now, we are ready to prove the main result in one step.
Proof of Theorem 7. With the notation

$$
\begin{aligned}
& Y_{n}(x):=\frac{Q_{n}(x)}{P_{n}(x)}, \quad \delta_{n}(x):=\alpha_{n-2}(\lambda) \frac{P_{n-2}(x)}{P_{n}(x)}, \\
& \beta_{n}:=1-\sigma_{n-2} \frac{n}{n-2} \frac{P_{n-2}(x)}{P_{n}(x)}
\end{aligned}
$$

Eq. (5) can be rewritten as

$$
\begin{equation*}
Y_{n}(x)-\delta_{n}(x) Y_{n-2}(x)=\beta_{n}(x), \tag{21}
\end{equation*}
$$

which uniquely defines the sequence $\left\{Y_{n}\right\}$ of analytic functions in $\overline{\mathbf{C}} \backslash[-1,1]$, with the initial values $Y_{0}=Y_{1}=Y_{2}=1$. From (21),

$$
\begin{equation*}
\left|Y_{n}(x)\right| \leqslant\left|\delta_{n}(x)\right|\left|Y_{n-2}(x)\right|+\left|\beta_{n}(x)\right| \tag{22}
\end{equation*}
$$

Using (20) we obtain that there exists $n_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left|\delta_{n}(x)\right|<\frac{1}{2}, \quad n \geqslant n_{0} \tag{23}
\end{equation*}
$$

locally uniformly in $\overline{\mathbf{C}} \backslash[-1,1]$.
On the other hand,

$$
\left|\beta_{n}(x)\right|=\left|1-\sigma_{n-2} \frac{n}{n-2} \frac{P_{n-2}(x)}{P_{n}(x)}\right| \leqslant 1+\frac{n}{n-2}\left|\sigma_{n-2}\right|\left|\frac{P_{n-2}(x)}{P_{n}(x)}\right| .
$$

From (8)-(10) and $|\Phi(x)|>\frac{1}{2}$ for $x \notin[-1,1]$ we deduce the existence of $B>0$ and $n_{1} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left|\beta_{n}(x)\right|<B, \quad n \geqslant n_{1} . \tag{24}
\end{equation*}
$$

Then, by (23) and (24) in (22), we have for $n \geqslant n_{2}=\max \left\{n_{0}, n_{1}\right\}$

$$
\begin{equation*}
\left|Y_{n}(x)\right|<\frac{1}{2}\left|Y_{n-2}(x)\right|+B . \tag{25}
\end{equation*}
$$

Consider the sequence

$$
Z_{n}(x)= \begin{cases}\left|Y_{n}(x)\right|, & n \leqslant n_{2}, \\ \frac{1}{2} Z_{n-2}(x)+B, & n>n_{2} .\end{cases}
$$

For $m>n_{2}$,

$$
\begin{equation*}
Z_{m+2 r}=\left(\frac{1}{2}\right)^{r} Z_{m}+2 B\left(1-\frac{1}{2^{r}}\right), \quad r=1,2, \ldots \tag{26}
\end{equation*}
$$

Taking limits when $r \longrightarrow \infty$ in (26), we obtain that $\left\{Z_{n}\right\}$ is uniformly bounded for all $n$ sufficiently large. Moreover, $0<\left|Y_{n}(x)\right| \leqslant Z_{n}(x)$, for all $n \in \mathbb{N}$. Hence, $\left\{Y_{n}\right\}$ is uniformly bounded. Taking limits in (21) and using (8), we have in cases 1 and 3,

$$
Y_{n}(x) \longrightarrow 1-\frac{1}{16 \Phi^{2}(\xi) \Phi^{2}(x)}
$$

in case 2 , by ( 9 ),

$$
Y_{n}(x) \longrightarrow 1+\frac{1}{4 \eta^{2}(\xi) \Phi^{2}(x)}
$$

and in case 4 , by (10),

$$
Y_{n}(x) \longrightarrow 1-\frac{\Phi^{2}(\xi)}{\Phi^{2}(x)}
$$

in all the cases uniformly on compact subsets of $\overline{\mathbf{C}} \backslash[-1,1]$.
In this way, we have established the following assertion that gives the asymptotics of $\left\{Q_{n}\right\}$ relative to $\left\{P_{n}\right\}$ :

Proposition 10. Uniformly on compact subsets of $\overline{\mathbf{C}} \backslash[-1,1]$,

1. in cases 1 and 3 of Proposition 3,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{P_{n}(x)}=1-\frac{1}{16 \Phi^{2}(\xi) \Phi^{2}(x)} \tag{27}
\end{equation*}
$$

2. in case 2 ,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{P_{n}(x)}-1+\frac{1}{4 \eta^{2}(\xi) \Phi^{2}(x)} \tag{28}
\end{equation*}
$$

3. in case 4,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{P_{n}(x)}=1-\frac{\Phi^{2}(\zeta)}{\Phi^{2}(x)} \tag{29}
\end{equation*}
$$

Now we can derive (7).

Cases 1 and 3: Combining (14) and (27) we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{T_{n}(x)} & =\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{P_{n}(x)} \lim _{n \rightarrow \infty} \frac{P_{n}(x)}{T_{n}(x)} \\
& =\left(1-\frac{1}{16 \Phi^{2}(\xi) \Phi^{2}(x)}\right) \frac{16 \Phi^{2}(\xi) \Phi^{2}(x)}{\Phi^{\prime}(x)\left(16 \Phi^{2}(\xi) \Phi^{2}(x)-1\right)}=\frac{1}{\Phi^{\prime}(x)}
\end{aligned}
$$

uniformly on compact subsets of $\overline{\mathbf{C}} \backslash[-1,1]$.
Case 2: Combining (16) and (28) we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{T_{n}(x)} & =\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{P_{n}(x)} \lim _{n \rightarrow \infty} \frac{P_{n}(x)}{T_{n}(x)} \\
& =\left(1+\frac{1}{4 \eta^{2}(\xi) \Phi^{2}(x)}\right) \frac{4 \eta^{2}(\xi) \Phi^{2}(x)}{\Phi^{\prime}(x)\left(4 \eta^{2}(\xi) \Phi^{2}(x)+1\right)}=\frac{1}{\Phi^{\prime}(x)}
\end{aligned}
$$

uniformly on compact subsets of $\overline{\mathbf{C}} \backslash[-1,1]$.
Case 4: Using (14), (18) and (29) we have

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{T_{n}(x)} & =\lim _{n \rightarrow \infty} \frac{Q_{n}(x)}{P_{n}(x)} \lim _{n \rightarrow \infty} \frac{P_{n}(x)}{T_{n}^{*}(x)} \lim _{n \rightarrow \infty} \frac{T_{n}^{*}(x)}{T_{n}(x)} \\
& =\left(1-\frac{\Phi^{2}(\xi)}{\Phi^{2}(x)}\right) \frac{\Phi^{2}(x)}{\Phi^{\prime}(x)\left(\Phi^{2}(x)-\Phi^{2}(\xi)\right)}=\frac{1}{\Phi^{\prime}(x)} \tag{30}
\end{align*}
$$

with $x \in \overline{\mathbf{C}} \backslash([-1,1] \cup\{-\xi, \xi\})$; clearly, (30) holds also in a neighborhood of $-\xi$ or $\xi$.
Thus, the theorem is proved.
As we pointed out above, Theorem 7 allows to establish the strong outer asymptotics of the sequence $\left\{Q_{n}\right\}_{n}$ :

Corollary 11. With the hypothesis of Theorem 1 and notation introduced above,

1. If $\operatorname{supp}\left(\mu_{2}\right)=[-1,1]$,

$$
\begin{equation*}
Q_{n}(x)=\frac{1}{\Phi^{\prime}(x)} \frac{D\left(0, \mu_{2}\right) \Phi^{n}(x)}{D\left(\frac{1}{2 \Phi(x)}, \mu_{2}\right)}(1+\mathrm{o}(1)) \tag{31}
\end{equation*}
$$

uniformly on compact subsets of $\mathbf{C} \backslash[-1,1]$.
2. If the pair $\left(\mu_{1}, \mu_{2}\right)$ belongs to case 4 of Proposition 3 with $|\xi|>1$,

$$
\begin{equation*}
Q_{n}(x)=\frac{1}{\Phi^{\prime}(x)} \frac{\left(\Phi^{2}(x)-\Phi^{2}(\xi)\right)^{2}}{x^{2}-\xi^{2}} \frac{D\left(0, v_{2}\right)}{D\left(\frac{1}{2 \Phi(x)}, v_{2}\right)} \Phi^{n-2}(x)(1+o(1)) \tag{32}
\end{equation*}
$$

uniformly on compact subsets of $\mathbf{C} \backslash([-1,1] \cup\{-\xi, \xi\})$.

## 4. Norm and zero asymptotics

Now we study the (Sobolev) norm behaviour of $Q_{n}(x)$. With the notation $k_{n}=\left\langle P_{n}(x), P_{n}(x)\right\rangle_{1}, k_{n}^{\prime}=$ $\left\langle T_{n}(x), T_{n}(x)\right\rangle_{2}$ and $\tilde{k}_{n}=\left(Q_{n}, Q_{n}\right)_{S}$, introduced above, the following theorem holds.

## Theorem 12.

$$
k_{n}+\lambda n^{2} k_{n-1}^{\prime} \leqslant \tilde{k}_{n} \leqslant k_{n}+\sigma_{n-2}^{2}\left(\frac{n}{n-2}\right)^{2} k_{n-2}+\lambda n^{2} k_{n-1}^{\prime}, \quad n \geqslant 3 .
$$

In particular,

$$
\lim _{n \rightarrow \infty} \frac{\tilde{k}_{n}}{n^{2} k_{n-1}^{\prime}}=\lambda
$$

Proof. This is totally analogous to the proof of Theorem 2 in [11].
Finally, we make some remarks on the behaviour of the zeros of $Q_{n}(x)$.
First, strong asymptotics (31) implies weak asymptotics. That is, if we associate with each $Q_{n}(x)$ the discrete unit measure with equal positive masses at its zeros (with account of multiplicity)

$$
\omega_{n}=\frac{1}{n} \sum_{Q_{n}(\xi)=0} \delta_{\xi},
$$

then if $\operatorname{supp}\left(\mu_{2}\right)=[-1,1]$,

$$
\mathrm{d} \omega_{n}(x) \longrightarrow \frac{1}{\pi} \frac{\mathrm{~d} x}{\sqrt{1-x^{2}}}
$$

in the weak-* topology. This a particular case of a nice result recently established in [3].
Furthermore, Corollary 11 implies the following assertion:
Corollary 13. The zeros of Sobolev monic orthogonal polynomials are, in all the cases, dense in $\operatorname{supp}\left(\mu_{2}\right)$, i.e.,

$$
\bigcap_{n \geqslant 1} \bigcup_{k=n}^{\infty}\left\{x: Q_{k}(x)=0\right\}=\operatorname{supp}\left(\mu_{2}\right)
$$

Moreover, if $\mu_{2}$ has mass points $-\xi, \xi \in \mathbb{R} \backslash[-1,1]$, exactly one zero of $Q_{n}(x)$ is attracted by $-\xi$, other zero is attracted by $\xi$, and the rest accumulate at $[-1,1]$.

Proof. It is an immediate consequence of Theorem 7 and the (known) behaviour of $\left\{T_{n}\right\}_{n}$.
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