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Abstract

In this paper, we report on a new theorem that generalizes Liouville’s theorem on integration in finite
terms. The new theorem allows dilogarithms to occur in the integral in addition to transcendental elementary
functions. The proof is based on two identities for the dilogarithm, that characterize all the possible
algebraic relations among dilogarithms of functions that are built up from the rational functions by taking
transcendental exponentials, dilogarithms, and logarithms. This means that we assume the integral lies in a
transcendental tower.
© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

In 1967, Rosenlicht (1968) published an algebraic proof of Liouville’s theorem on the problem
of integration in finite terms with elementary functions, based on the notions of differential
algebra. In 1972, Moses (1972) started discussing the problem of extending Liouville’s result
to include non-elementary functions in the integral. He asked whether a given expression has an
integral within a class of expressions of the form F(V;), where F is a given special function and
(V;) is a finite set of functions lying in the ground field. Singer et al. (1985) proved an extension
of Liouville’s theorem allowing logarithmic integrals and error functions to occur in addition
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to elementary functions. However the techniques used in their proofs don’t apply directly to
special functions such as the dilogarithm since the later has “non-elementary” identities. Also the
dilogarithm is more complex than logarithmic integrals and error functions, in the sense that if an
integrand has an integral which can be expressed using dilogarithms, these can have derivatives
which contain logarithms transcendental over the field of integrand. Coleman (1982) produced an
analytic characterization of the identities of the dilogarithm for rational functions. We show that
two identities of the dilogarithm, in addition to the identities among primitives and the identities
among exponentials, are required to generate all algebraic relations among dilogarithms and
logarithms of functions built up from the rational functions by taking transcendental exponential
logarithms and dilogarithms. Our proof uses Ostrowski’s theorem (Ostrowski, 1946) in several
places. Given these two identities we generalize Liouville’s theorem to include dilogarithms in
the integral, in addition to transcendental elementary functions. The basic conclusion is that an
associated function to the dilogarithm, if dilogarithms appear in the integral, appears linearly,
with logarithms appearing in a possible non-linear way.

2. Dilogarithmic elementary extensions

Definition. A differential ring is a commutative ring R together with a derivation of R into itself,
that is, a map R — R which if x — x’ satisfies the two rules

x4y =x"+y
(xy) = x"y +xy".

In a differential ring we have (x") = nx""'x’ for n = 1,2,3,.... In particular setting
x=1,n=2wehave I’ =0.

Definition. A differential field is a differential ring that is a field. If u, v are elements of a

differential field and v # O we have the relation (%)’ = (W)
Elements of derivative zero are called constants and 1n a dlfferentlal field the totality of
constants is itself a field, the subfield of constants.

If u, v are elements of a differential field such that v # 0 and u’ = %, in analogy with the
classical situation we say that u is a logarithm of v or that v is an exponential of u.

Definition. If & is a differential field of characteristic zero, we call K a differential extension of
k if K is a field extension of k and is itself a differential field such that the derivation on K, when
restricted to k, is identical to the derivation on k.

Let k be a differential field of characteristic zero. The subfield of constants of k will be denoted
by C. Let K be a differential extension such that K = k(¢) for some t € K. An element ¢ € K is
called elementary if the field of constants of & is the same field of constants of K and ¢ satisfies
one of the following:

1) ¢/ = < for some a € k*. In this case, we write ¢t = loga and call ¢ logarithmic over k.
a g g
(2) ' = d't for some a € k. In this case, we write = exp a and call ¢ exponential over k.
(3) t is algebraic over k.
g

Definition. A differential extension field of a differential field is said to be elementary if this
extension has the same subfield of constants as the base field and if there exists a finite tower of
intermediate fields starting with the given base field and ending with the given extension field,
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such that each field in the tower after the first is obtained from its predecessor by the adjunction
of a single element that is elementary over the preceding field.

That is a differential field extension F of k is said to be elementary over k if F and k have the
same field of constants and if F can be resolved into a tower:

F=F2F 12 -2FI2F=k
such that F; = F;_1(6;), where, for each i, 1 <i < n one of the following holds:

@) 9; = % for some nonzero ¢ in F;_1, which we write as ; = log¢. We say that 6; is
logarithmic over F;_j.
(i1) 91./ = ¢'0; for some ¢ in F;_1, which we write as §; = exp ¢. We call §; exponential over
Fi_q.
(iii) 6; is algebraic over F;_j.

Proposition (See Rosenlicht (1968)). Let F be a differential field of characteristic zero and K
an extension field of F. Then there exists a differential field structure on K that is compatible
with that of F and with the field structure of K. This differential field structure on K is unique if
K is algebraic over F and in any case induces a differential field structure on any subfield of K
that contains and is algebraic over F.

Proof. Let D be a derivation on F'. We want to show that D extends to a derivation on K. Assume
first that K = F(X), with X transcendental over F and consider the map:

Dy : F[X] — F[X]

defined by:
n . n .
Dy (Z aiX’) = Z D(a)X'
i=0 i=0
if ap, ay, ..., a, € F. This is a derivation of F[X] extending D.

We extend Dy to the field K = F(X) by setting, for u, v € F[X], v # 0,

u ((Dou) v — (Dov) u)

(1) = (B0,
v v

Suppose next that K = F(x) with x algebraic over F'. Let X be an indeterminate over F and let

f(X) € F[X] be the minimal polynomial of x over F. The map

i : F[X] — F[X]

X
defined by:
9 & . n .
X daxt =Y iax!
i=0 i=0
if ap,ay,...,a, € F, is a derivation of F[X] that annuls each element of F. So for any

g(X) € F[X] the additive map Dgy + g(X )% is a derivation of F[X] that extends D.
Setting f/(X) = (%) f,we have f'(x) # 0 and since F(x) = F[x] we can find a particular
g(X) € F[X] such that

(Do f) (x) +gx) f'(x) =0.
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So Dy + g(X )aix maps f(X) into a multiple of itself, hence maps the ideal F[X]f(X) into
itself, hence induces a derivation on the factor ring F[X]/F[X]f(X) which is isomorphic to
F(x). This gives us the desired extension of D to K = F(x).

Thus D can be extended to a derivation of any simple extension field of F. If K is an arbitrary
extension field of F then using the above and Zorn’s lemma D can be extended to K. To complete
the proof it suffices to show that if D and D, are two derivations of the field K that agree on the
subfield F' and x € K is algebraic over F then Djx = D,x. Considering the derivation D1 — Dj
of K, we have to show that any derivation of K which annuls all of F also annuls each x € K
that is algebraic over F. For this we note that if f(X) € F[X] is the minimal polynomial of x
over F then we have 0 = (f(x)) = f/(x) - x’, so that x’ = 0.

Let k be a differential field of characteristic zero. A differential field extension F of k is said
to be dilogarithmic-elementary over k if F and k have the same subfield of constants and if F
can be resolved into a tower:

F=F2F12--2FI2F=k
such that F; = F;_1(8;, 6;), where for each i, 1 <i < n one of the following holds:

@) 9{ = %/ for some nonzero ¢ in F;_1, which we write as ; = log¢. We say that 6; is

logarithmic over F;_;.

(i) 91./ = ¢'6; for some ¢ in F;_1, which we write as §; = exp ¢. We call ; exponential over
Fi_.

(iii) 0] = — % u, where ¢ € F;_1 — {0, 1}, and u is such that u’ = ((11__'1’))/. In this case, we
write 6; = £,(¢) and call 6; dilogarithmic over F;_;. We note, in this case, that 6; is defined
up to the addition of a constant multiple of a logarithm over F;_; since u is defined up to a
constant. We don’t assume, however, that u lies in F;_.

(iv) 6; is algebraic over F;_j.

Roughly speaking condition (iii) means that 6; is the composition of the function ¢ with the
dilogarithmic function £, (x) defined as:

bh(x) = — /X wdt.
0 1

If K is a differential extension of k such that K = k(¢) forsomet € K andt' = a € k, we call ¢
primitive over k and write t = | a.

Definition. If & is a differential field of characteristic zero, K a differential field extension of k
such that K = k(¢, u, v), we say that t = D(¢), D is the Bloch—Wigner—Spence function of ¢,
if ¢ is an element of k — {0, 1} and:

,_1¢ 1(-—9)

' =—="u

v
29  2(0-9)

where u’ = ((11:(25))/ and v/ = . From this definition, since « and v are defined up to additive

constants, it follows that ¢ is defined up to the addition of a linear combination of log ¢ and
log(1 — ¢) with constant coefficients. Informally, ¢ is equal to:

1
L2(p) + 510g¢10g(1 —¢).
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Definition. For two differential fields k and K we say that K is a Liouvillian extension of k if
there exist #1, ..., 1, € K suchthat K = (t1, ..., t,) and each ¢; is either elementary or primitive
over k(ty,...,t_1).

Here are a few results that are used repeatedly in what follows. First we recall a theorem of
Kolchin (1968).

Theorem 1. Let k be a differential field of characteristic zero and let K = k(n1, ..., 0, &1, ...,
&) where each n; is primitive over k and each & is an exponential over k. We also assume that k
and K have the same subfield of constants. If n1, ..., nu, &1, ..., & are algebraically dependent
over k then there exists either a nontrivial relation of the form )_;_, c¢in; € k where each c; is
a constant or else one of the form ]_[;-:1 E;.)j € k where each e is an integer and there exists jo
such that e, # 0.

As aresult of the previous theorem we deduce Ostrowski’s theorem (Ostrowski, 1946).

Corollary 1. Let k be a differential field of characteristic zero and let K = (n1, ..., n,) where
each n; is primitive over k. We also assume that k and K have the same subfield of constants. If
N1, ..., Ny are algebraically dependent over k then there exist constants ¢; (1 <i < n), not all
of which are zero, such that )_;_, ¢;in; € k.

We deduce from Corollary 1, using Linear Algebra, the following corollary.

Corollary 2. Let k be a differential field of characteristic zero and let K = k (log vy, ..., logv,)
where v; € k,1 < i < n, we also assume that k and K have the same field of constants.
Suppose that logvy, ..., logv, (0 < r < n) are algebraically independent over k and that
k(logvy,...,logv,) and K have the same transcendence degree r over k. Then, there exist
constants ¢jj (1 <i <r,r < j <n),ands; € k (r < j < n) such that:

,
logv; =Zc,~jlogv,~+sj, forjef{r+1,...,n}
i=1
and ifr = 0,logv; € kforall j € {1,...,n}.

We use also the following lemma due to Rosenlicht and Singer (1977).

Lemma. Let k C K be differential fields of characteristic zero with the same field of constants
C assumed to be algebraically closed. Assume that k is a Liouvillian extension of C and that

K is algebraic over k. Suppose that cy,...,c, € C are linearly independent over Q, that
ui,...,un € K*, v € K, and that we have:
P
ZC,'— +v ek.
=1 M
Then, v € k and there is a nonzero integer N such that ufv ek, i=1,...,n

The rest of this section is devoted to the statement and proof of one of the main results of this
paper.
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Definition. Let k be a differential field of characteristic zero. We call an expression S a simple
elementary-dilogarithmic expression over k if:

S=g+ > cilogwi + Y (s;log(l —hj)+t;logh;j +d;D(h;))
iel jeJ
where [ and J are finite sets, g, w;, s, tj, hj € k and ¢;, d; are constants.
Lemma 1. Let k be a differential field of characteristic zero, which is a Liouvillian extension of

its subfield of constants C assumed algebraically closed. Suppose that we have an expression of
the form:

/ f=g+) cilogwi+» (sjlog(l — hj) +t;logh; +d;D(h;)) @2.1)
iel jeJ

where I and J are finite sets, f € k,sj,t;, g, and w; are algebraic overk, hj € k and c;, d; are
constants. Then we can write [ f = S, where S is a simple elementary-dilogarithmic expression
over k. (So, we get g, w;, s, tj in k instead of being algebraics.)

Proof. Let K be a finite normal algebraic extension field of k that contains g, w;(i € I),
sj,tj(j € J) (the smallest normal extension containing k(g, Wi, ..., Wi, ..., 81, ..., 8, ...,
ooy tjy o)) Consider the vector space E over k spanned by the vectors

L,loghy,...,loghj,... ,log(1 —hy),...,log(1 —hj),....
Then, we choose among these vectors a k-basis (1, eq, ..., ey) for E. By Corollary 2, we can
write:

N
1oghj:Zajmem+pj, ajm € C,pj ek (%)

m=1

N
log(l —hj) =Y bjmen+q;. bjmeC.q; €k ()

m=1

We claim that 1, eq, ..., ey are still linearly independent over K .

Otherwise, and by Corollary 2, there exist constants ¢, (2 < m < N) and Q¢ € K such that:

N N
el = Z amem + Qo = e/l = Z ame;n + Q6 (2.2)
m=2 m=2
By assumption, ¢,, = log H,, (1 <m < N), where H,, € {(1 — hy),..., hy,...}.
Let yo=1, v1, - - ., ¥+ be a vector space basis for the Q-span of 1, ay, ..., oy, and write:
r
Oy = aniyi
i=0

with each n,,; € Q. Replacing each y; by % if necessary, we can assume n,,; € Z (where
LCD means Least Common Denominator).
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So we can write (2.2) as:

(Hl)/ o — i y (H;lzi H;Bi . le\l]Ni)/ + Q/
H, = P HY L HYY 0

which can be written as:
(H'H) . HYY O (Hy HyY L CHEMY

+ Vi - - -
H{VHY® L HGN ; CHH] L HEY

+ Q0 =0. (2.3)

Y0

Using the Rosenlicht—Singer lemma, we deduce that Q¢ € k. Investigating (2.2) again, we get:

N
= Zamem + Qo

m=2

with Qg € k,®,, € kN C = C. This is a contradiction, since the ¢;,, (1 < m < N) and 1 were
assumed to be linearly independent over k. So, 1, ey, ..., ey are linearly independent over K.
Now, we write (2.1) in terms of the relations () and ():

/f—go+Zrmem+Zd D(hj) + ) cilogw; (2.4)

jeJ iel

(where gg € K, r,, € K).
Taking the derivative of the previous relation, we obtain:

W
f —go+Zc,—+Zrme +Zr m — = Zd,hflog(l—h)

iel JE€J
h /
by 2y s ogh. @5)
jEJ
Using again the relations () and (xx) for log & j and log(1 — A ), and assembling coefficients of
(2.5) according to the K-basis (1, ey, ..., ey), we obtain:
—h; )/
—go—i-Zc,——i-Zrm ——Zd]h qj + = Zd] TP (2.6)
iel jeJ ( - )
(the above is the coefficient of the vector 1), and:
—h;)
Z dbjm Z da,m ) =0 l<m<N 2.7)
jG]

(the above is the coefficient of the vector e;,).

From (2.7) we deduce that r,,, € k (using the Rosenlicht—Singer lemma and exactly the same
argument used in the above proof).

Assume that M = [K : k]. For any o € Aut(K/k), we have using (2.6):

f=oth=cp+ Yl o) +me— Zd,h
iel m ]EJ
h)/
Zd’ (1—h)

jEJ
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Taking the sum over all the o’s in Aut(K / k), we obtain:

Mf = za<go>+zc,z"<“"

iel o

N (1—h>
+M|:Zrmem Zdjq]h + = Z Jpj )]

m=1 ]eJ

which implies that:

Tr(go)’ ci N(w;)
_f+< M >+. M Nwy)

N
+[Zrmefn Zd,q,h + = Zd,p] = h))}zo (2.8)

m=1 jG] jEJ

where Tr( ) and N () are the trace and norm maps, respectively, from K to k.
Now, multiplying (2.8) by 1 and each (2.7) by e,,, adding them using again the relations ()
and (xx), and integrating, we get:

N
/f— Tr(go) +Z—1ogN(w,)+Zrmem-i-zde(hj)- (2.9)

iel m=1 jeJ

Note that % € kand N (w;) € k, and also e, = log H,,, where H,, € {h1, h, ..., 1 —hy,
1 —hy, ...}. So, the right-hand side of (2.9) is a simple elementary-dilogarithmic expression over
k, which is what we wanted to prove.

Definition. Let k be a differential field of characteristic zero. K is a finite algebraic extension of

k,andloghy, ..., logh,, are logarithmic over k (thatis, iy, ..., h, € k). Assume that the fields
k and K (loghy, ..., logh,) have the same field of constants C. We call L a linear logarithmic
expression over K (loghy, ..., loghy,) if:

m
L = ZC,‘ logh; +r
i=1

where the ¢; are constants and r € K. L is said to be dependentonlogh; (1 < j <m)ifc; #0.

Proposition 1 (See Baddoura (1987)). Let k be a differential field of characteristic zero which
is a Liouvillian extension of its field of constants C assumed to be algebraically closed. Suppose
that f € k; hy, ..., hy, € k; K a finite algebraic extension of k; ai,...,an € C; dy,...,d, €
C;and Ly, ..., Ly, are linear logarithmic expressions over

K(log(1 — hy), ..., log(l — hy)).
Then, if:

/ =Y djtahj) = ailogL; € K(log(1 — hy), ... log(1 = hy)) (2.10)
j=1 i=1

[ f is a simple elementary-dilogarithmic expression over k.
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Proof. Let r = trans-degree K (log(1 — hy),...,log(1 — h,)) over k. If r = O, then, by
Corollary 2, log(1 — hj) € k(1 < j < n) = K(log(l — hy1),...,log(1 — h,)) = K, and
Li € K (1 <i <m).So, (2.10) implies that:

n m
ff =Y djta(hj)+ ) ailogLi+g. g€k LicK
j=1 i=1

n m 1 n
= = d;iD(h;)+ g+ ailogL; — = dilog(l —hj)logh;.
/f ; i) +g ; i log L; 2]_; j 108 Jj) 1081
So, if:

1
sj= _Edj log(1 —hj) ek, weget:

n m n
/f =Y diDhj)+g+ Y ajlogLi+» sjloghj. s;jek.geK Li€Kk.
j=1 i=1 j=1

So, by Lemma 1, [ f is a simple elementary-dilogarithmic expression over k and the
proposition is proved for r = 0. Let r be greater than 0 and assume without loss of generality
that log(1 — A1), ..., log(1 — h;,) are algebraically independent over K so that by Corollary 2
again we find constants ¢, such that:

,
log(1 —hj) = ch,, log(1 — hp) + R; (x5%)
p=1

where R; e k,r < j <n.

So, K (log(1 — hy),...,log(1 — h,)) = K(log(1 — hy),...,log(1 — h;)).

Let Kj, = K(og(1 —hy), ..., log(1 — hj,—1),log(1 — hjj41), ..., log(1 = h;))(1 <ip < 7).

Clearly, t;, = log(1 — h;,) is transcendental over K;, since we have assumed that log(1 —
h;j)(1 < j < r) are algebraically independent over K. For each ip € {1,2,...,r}, let Iy be the
subset of {1, 2, ..., m} such that, for all i € Iy, L; is dependent on #;, = log(1 — h;;,). Then,
(2.10) implies that:

/f—ZdeQ(hj)—Za,- log L; € Kiy(ti,)- (2.11)
j=1 i=1

We want to prove that:

/

Zai IOgL,' =0

iEIiO
and that
n
/f =Y djta(hj) = Y ailogLi € Kiy[ti]. (2.12)
j=1 i€l

Once (2.12) is proved for each index ig € {1, 2, ..., r}, we deduce that:
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/f Zdzz(h)—za,logLe () Kiltil =Klt.t2, ... 1]

iely ioef{l,2,...,r}

where Iy is such that, for all i € Ig, L; is not dependent on any ¢; = log(l — &), for all
je{l,2,...,r}.So, L; € K foralli € Iy, and:

/f Zdzz(h) > ailogLi = P(t,....1)

iely

where P is a polynomial.
So, let Ko = K;y = K(t1,...,tig—1, tig+1, .-, %) and t = t;,. Then if L; depends on ¢,
L; = b;jt 4+ r;, where r; € Ko, and b; is a constant, b; # 0. By assumption, we had:

/ f— Zdjez(hj) - Zai log L; = g(1) € Ko(¢). (2.13)
j=I i=1

If KO is a finite algebraic extension of Ko where g(¢) splits into linear factors, we write:

g(t) = go(1) + Z )ﬂ, rap € K0T, e K°, B e N*

o and B range over a finite set of positive integers, and go(¢) € K°[r]. (2.13) yields:
nooR, LI 4 r!
di—Lloo(l = h;) — T ol () — _wp
f+Z jh' og( ]) ;alL[ g()() ;(I_Ta)ﬁ

ﬁra,s(t -T,)
Z PR =0. (2.14)

The key idea in the on-going proof is that, when we use the relations (s:x) the expression:
n h/'
+ Y djLlog(l — by
f ro j I g )

. . L. . Lo . 1—hi,)
is a linear polynomial in 7 over Ko. Also, g;(¢) is a polynomial in ¢ since ¢’ = (17 h1~0) € k. So:
io

Y caphe Yy et o
L A5 -To)f (t = T)PH!

L; depends ont o,B

must cancel.
Let I; = {i such that L; = b;t + r;, b; # 0} and I,O ={1,...,m} — I;. (2.14) then becomes:

r! bit' +
f+Zd —log(l—h )—Zr—ai—z % 20(0)

10 ! iel;

rs Brap —T)
Tl A -t e

where r; € Ko.
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First ¢t — T, # 0, otherwise we would have t' = T, ; and for each o € Aut(K 0/Kp) we have
=0T, = [K': Ko]t' = Te(T,) =t = MTr(Ta) + ¢, where c is a constant and

Tr is the trace map from K° to K. But this gives a contradiction since ¢ was supposed to be
transcendental over K.

So, if we look at the partial fraction decomposition we have in (2.15), we deduce that r4 g = 0
for all &, B, and we get:

f_,_Xn:d.h_/jlo (A—hj)— Za'r—i/ _Za.M —gh() =0
— ]hj £ J - lr,' 4 l(b,'t—i-r,‘) 8o -
Jj=1 iel? i€l
which also implies that:
bit' +r!
PR
o it +ri)
(by looking at partial fraction decomposition). Also, go(t) € K oe1n Ko(t) = go € Ko[t], and:
Z ailog L;
iel;
is a constant. So if we let ig = r, which means that r = ¢, we deduce from the above that:

m

ZailogLi = Zai logL; + ¢,

i=1 ier)
where ¢, is a constant. Applying the same process above to:
n
/ =Y djta(hj) = Y ailogLi +cr = got,)
j=l1 iel)

when ¢t = f,._1, where L; is not dependent on ¢ and go(t,) € K[t ], we get;

iel—

n
/f - Zdjez(hj) - Z ailogLi +c,—1+ ¢ =g—1tr—1, 1)
=1

where /,_1 is a set over which L; is not dependent on 7, or z,_; and g, (¢,—1, t;) is a polynomial
in t,_1, t, over the field:

K(t17t27~~'9tr72)

and ¢,_1 is a constant.
Repeating the same process when t = t,_», ..., t] we get:

n
g(tl,...,tr)=/f—Zde2(hj)—ZailogL,-eK[tl,...,tr] and L; € K.
j=1

iely

(2.16)
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We claim that g is a polynomial of degree 2, with constant coefficients for all terms in #1, .. ., f,
of degree 2. In fact, let Aalaz“urtf' ... 1% be one monomial in the leading homogeneous term
of g, with Ay, ;... 7# 0. Then:

,
o ar\ _ g/ o) a 0 aj—1 o
(Agjora i 187) = Ay ot 1+ Y Ay @11

j=1

Assuming:

,
D aj=2
j=1

and noticing that the derivative of the right-hand side of (2.16) is of degree 1 in 71, ..., ., we
deduce that:

/ _ .
Aalaz.,_a, =0= Ay ..o, 1Saconstant.

Assume that the leading homogeneous term of g is of degree strictly larger than 2 then the
coefficient of tf] ot where Y_, B = > i=1@; — 1, in the derivative of g is:

2;21 Bi + l)ti/Aﬂl~~~/3i+l~~-/3r + A;Sl...ﬂy which is equal to zero, since we assumed that
> i_, @i > 2. Taking the trace of the last equality from K to k, we obtain:

r

Z [K k1B + DAg,_pi+1..p1 + (Te(Ap, p,..5)) =0.

i=1

Integrating we get:

,
D LK KB+ DAp, g1 pti + Tr(Ap, g p) =c
i=1

where c is a constant. But this is a contradiction since #1, . . ., #, were assumed to be algebraically
independent over k.

So, we deduce that g is a polynomial of degree 2, with constant coefficients for all the terms
inty,...,t of degree 2. That is:

r
g(tlv~'-»tr)=AO+ZAptp+ Z A(x,ﬁtoctﬁ

p=1 a,p B>a
where o, tg € {t1, ..., 1}, and Ay g are constants.
r r
gt )= A+ D ALty + Y At > Agptitp+ > Aaplaty (2.17)
p=1 p=1 o,p p>a a,p pza

and:

/

(2.18)

nooh, n .
gt i) =f+) ditlog(l—hj) =) ai
j=1 J i=1 !
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Using the dependency relations (), we obtain from (2.17) and (2.18):

, r m L;
f—Ay=D Ayt +Zd—R Z“"E
p=1 i=

j=r+1
" 4 n h
= [—dph—”— > cjpdi " +2Appzp+ZAapra+A/}
p=1 j=r+l aFp

(where Agp = Apy if @ > p).
From the above, we deduce that:

pp[?+ZAa[7tOl_d_+ ZCJP ]h A/[J
a#Ep j=r+1

and, by integration, we get:

A,,,,t,,+z —Aapla = [d logh, + Z cjpdjlogh; — }ch (2.19)
aaép Jj=r+l

where ¢, is a constant.
Notice that we can write:

r r
gt ....t)=Ag+ Y Apty+ Y [ ol + Y Aa,,ta] i
p=1 p=1 aFp
and, using (2.19) and (2.16),we get:

/f Zd Kz(h)—i-Ao—i—ZA tp — —ZA th+ Y cplp
+ = Z[d log h, + Z cjpd;logh; :|tp+2allogL

j=r+1 i=1

which gives:

r 1 ,
/f = l;dp (EZ(hp) + E(loghp)tp) Z d |:£2(h )+ |:Z Cj[?t[?:| l()ghj:|

j=r+1 p=1
1< r
+ Ag + 5 ZAPZ‘P + Zcptp + Zai logL;.
=1 p=1 i=1

But we had:

,
> cjptp =log(l —hj) — R

p=1

forje{r+1,...,n}andt, =log(l — hp). So:



922 J. Baddoura / Journal of Symbolic Computation 41 (2006) 909-942

n 1 n 1 r
/f =Zde(h,-)—5 > djRjlogh; +A0+52Aplog(1—hp)
j=1 j=r+l1 p=1

r m
+ 3 eplogl —hp) + Y ajlogLi,
p=1 i=1

Rj € k,Ao, A, € K,L; € K and by Lemma 1, [ f = S, where S is a simple elementary-
dilogarithmic expression over k. This completes the proof of Proposition 1.

3. The functional identities of the dilogarithm

In this section, we exhibit and prove two identities of the dilogarithm that will be shown in
Section 4, in addition to the identities among primitives and the identities among exponentials, to
be capable of generating all the algebraic relations among dilogarithms and logarithms built up
from the rational functions by taking transcendental exponentials, logarithms and dilogarithms.

For a differential field £ and ¢ dilogarithmic over k£ we observe the following fact: ¢ is defined
up to the addition of a constant multiple of a logarithm or more precisely: if 1’ = —%w, where

Y o= ((11:”;))/, ¥ is defined up to the addition of a constant. So, if ¥{ = ((lljl)), we deduce that

Y1 = ¥ + ¢, where ¢ is a constant and t' = — (%) W1 —c) = —%wl + c% so t is defined up
to the addition of c loga.

Also, if ¢ is an element of k — {0, 1} and t = D(¢) it follows that ¢ is defined up to the
addition of a linear combination of log ¢ and log(1 — ¢) with constant coefficients. Informally #
is equal to:

1
£2(9) + 5 log g log(l — ).

This motivates us considering the dilogarithm and the associated function D as defined
Modulo the vector space generated by constant multiples of logarithms over k. We denote from
now on this vector space by M; for any differential field k. So, if W € M, then there exist
constants ¢y, ...,c, and uy, ..., u, such that u;, 1 <i < n, is logarithmic over k for all i, and:

n
W= Zciui.
i=1

The first identity satisfied by the dilogarithm is given by the following lemma which is
relatively easy to prove.

Lemma 2 (See Baddoura (1987)). If k is a differential field of characteristic zero, then for all
fek—{0,1}:

D (%) =—D(f) (mod My).

Proof.
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where
-1y 1) :
qb’:( C) and 0’_@=—f7
(1-4) ()
So:
,_a=n_r
a-fn f
e 1 -0 f /
:>D<7)s§f71og(1—f) logf)——<( ];)) §>logf (mod M;)
(1N _1f B _1(1—f)/ /
:D<?)=57 o8(1 = )= 5 =75 lor - (mod M)

=D (—) = —D(f) (mod My)

(M ,i is the space of derivatives of Mj).

The second identity satisfied by the dilogarithm is one of the main discoveries of this paper.
It is given in the following proposition whose proof, although lengthy and involved, uses only
standard techniques from differential algebra.

Proposition 2 (See Baddoura (1987)). Let k be a differential field of characteristic zero, and
let 0 be transcendental over k with k(0) being a differential field having the same subfield of
constants as k. Let f(0) € k(0) and K be the splitting of f(0) and 1 — f(6). We define, ifa is a
zero or a pole of f(0), ord, f(0) to be the multiplicity of (60 — a); this is positive if a is a zero of
f(0) and negative if a is a pole of f(6). Then, there exists f| € k such that:

6—-b
D(f(9)) = D(f1) + E ordy(1 — f)ord,(f)D <—9 > (mod Mg 4)) (A)
—a

a,b a#b
where a runs over the zeros and poles of f, and b runs over the zeros and poles of (1 — f).
Remark. The splitting field of a rational function S(0) = 5%2)) where T and U are relatively
prime is the splitting field of the polynomial 7'(0)U (6).

Proof. Let f(0) = fo%, where fy € k, and P (0), Q () are relatively prime polynomials over
k which are monic. We can also assume that deg P(6) > deg Q(6), otherwise, using Lemma 2,

we replace f by %

0O) — iP®) _  RO)
0(0) Y00)

where go € k, and R(0) is a monic polynomial relatively prime with both P and Q.

1—f)=

First step:

1 /
D(f) = ——il e —f+ 4=

lo
27 1A= et
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is well-defined mod M ;{(9). We can check easily that, if a # b and a, b € K, then:

(0=t N VN W e A/ W
= - - og(6 — = - og(0 —
0—a \0=p " h=a )Y YT\ T =4 )8

1 /0 —a 0 -V ,
+§ I — log(b — a) (modMK(g))

(this is because log(gh) = log g + log h + constant and log(é) = log g + constant.)
Second step: consider the set I1 = {(a, b) such that a is a zero of P or of Q, b is zero of R or of
Q, but whenever one of a and b is a zero of Q the other is not}. (So the set (a, b), a zero of Q
and b zero of Q is excluded.)
We have:
P(0) R(0)
o~ +8 =1 (B)
() ()
< foP(0) + goR(©O) = Q(0). ©

Let us compute:

b —d
P a log(6 — a):|

a

1
-3 |: Z ord, (f)ordy(1 — f)

(a,b)el
b —a
b—a

1 !
+5 D" ordy(fordy(1 = £) log(@ —b) | mod My ).

(a,byel;

We call the above sum S;:

slz—% > orda(f)|: > ordbu—f)b/_“/}og(e—a)

a zero of P b zero or pole of (1—f) b—a
1 b —a
—5 2 oda(N)| D ordy(l—f) log(¥ — a)
2 b—a
a zero of Q b zero of R
1 b —d
+5 D od (=P Y orda(f)— |log® —b)
b zero of R a zero or pole of f —da
1 b —ad
+3 > ordy(1—f)| Y orda(f) ; log(6 — b)
b zero of Q a zero of P —a

since (a, b) € I;.
Now, (B) above implies, if a is a zero of P, that:
R(a) g (R@) (@)
=1=20 - =0
0w T2 R@ 0@

but, as we can easily check:

b—d _R@) (Q@) _ &
Z Ordb(l_f)b—a "~ R(a) Q@ g

b zero or pole of (1—f)

3.1

(where a is a zero of P).
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Also, if b is a zero of R, we have, using (B) above:

P(b) fo (P(b))  (Q®B))
Sl A A )
T B Y TS ST
So we get:

b—da (PO Q) _ f;
b—a PO Qb fo

ord,

a zero or pole of f

(where, in the above, bis a zero of R).
Now, we look at the sum:

1 b/_ /
S=-3 ¥ orda(f>[ > ordb(l—f)b_Z}og(e—w
a zero of Q b zero of R
Y aaa-n] T odHEE ftog6 - b
- Or - or (0] —
Zb ‘ b ‘ a bh—a g
zero of Q a zero of P
5= Yo ada(f)| Y —ordy(l nr=a
2 = 3 rdg Tdp h—
a zero of Q b zero of R
b —d
+ > ordy(f) log( — a).
b zero of P b—a

But the relation foP(0) + goR(0) = Q(0) implies, if a is a zero of Q, that:

fo  (P@) g , (R@)
P Ra)=0= 204~ 72 20 77
foP(a) + goR(a) T + P@) 20 + R@)

(P@)  (R@) _ 8 f;

P(a) R@) g fo

and:
b —ad (R(a))
- dp(1 — -
Ay =y )
b —d  (P(a))
d =
bze;)fPor o) b—a P(a)

(if a is a zero of Q).
(3.3) and the above imply that:

1 g fo
So=5 ). orda(f)| 2= log(® —a)
a zero of Q 80 fO
which is exactly:
1 1 1 80
Sy =—= Z ordy(1 — f)=-1log(6 — b) + 3 Z ord, (f)— log(8 — a)
b zero of Q fO a zero of Q 80

(3.1) and (3.2) imply, respectively, that:

925

(3.2)

(3.3)
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/

1 b —
-5 2 orda(f{ > Ordb(l—f)b_z:|10g(9—a)

a zero of P b zero or pole of (1—f)

=% 3 orda(f)%log(é—a).

a zero of P

This sum will be denoted by S3.

/

1 b —
5 2 ordbu—f)[ > orda(f>b_Z]log(0—b>

b zero of R a zero or pole of f

__! Z ord,(1 — f)ﬁlog(e —b).
Jo

b zero of P

This sum will be denoted by Ss.

Now, S1 = $2 + S3 + S4, and by regrouping the terms in S», S3 and S we deduce that:

1 20
ST == ord,(f)— log(60 — a)
=5 > fg0 g

a zero or pole of f
1 /
- > ordp(1 —f)ﬁlog(e —b).
b zero or pole of (1—f) fO
Now, consider the four following sums:

o' —a

1
Hy=5 ) orda<f)[ > ordy (1 —f)10g(b—a)} -

a zero of P b zero or pole of (1— f)

1 o' —b
Hy=-- > 0rd;,(1—f)|: > orda(f)log(b—a)}

b zero of R a zero or pole of f 0-b
Hy = 2 Y ooda(H)| Y ordy(1— f)log(h — a) o —d
2 = ) a b g a 0—_a
a zero of Q b zero of R
1 0 —0b
—5 2 ad(=p)| Y orda(f)log(b —a)
b 0—>b
zero of Q a zero of P
and: H) = H> + Hz + Hy. It follows immediately that:
m= Y Lor(roraa— | T=L - C = o —a)
= —or or - - og(b — a).
! 21 b 9—a 6_b ¢

(a,b)el,
Now, and as before, integrating (3.1)—(3.3), we deduce:
ordy(1 — f)log(b — a) =log R(a) — log Q(a) + constant
b zero or pole of (1—f)
= —log go + constant, where a is a zero of P

Z ord, (f)log(b — a) = log P(b) — log Q(b) + constant

a zero or pole of f

= —log fo + constant, where b is a zero of R

34

3.1)

(3.2)
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> —ordy(1— f)logb—a)+ Y ordy(f)log(b — a)
b zero of R b zero of P
= log go — log fo + constant, where a is a zero of Q. (3.3)

Plugging (3.1), (3.2") and (3.3) in H3, H4 and H>, respectively, and regrouping, as we have
done for computing S, we obtain:

1 6" —
Hi=-5 ) orda(f)o—

a zero or pole of f

a/
log go
a

1 Z 9/_ /
4- ordy (1 — f)
2 b zero or pole of (1— f) 0—b

log fo  (mod M 4)).

(This is because we had constants in relations (3.1'), (3.2") and (3.3).)
Third step: we compute (D(f(6))) mod M }( ) which can be immediately verified to be:

1 0 —a)
(D(f©O)) =5 [— > orda(f)ordy(1 — ' . _‘;) log(6 — b)
a,b
0 — b)Y
+ Zorda(f)ordb(l — f)(e b) log (0 —a):|

_)’

og fo

10ggo +5 Zordb(l — f)

- —Zord (f)

-3 Zordb(l — f)% log(6 — b) + 3 Xa:orda(f)g—g log(® — a)
lf lg ,
— 57 log go + Eg_ log fo  (mod M ) 3.5)

(where Za, , runs over all zeros and poles of f and (1 — f), respectively, ), runs over the zeros
and poles of f, and ), runs over the zeros and poles of (1 — f)).

The term:
[—ordamordb(l — H = rog0 1)
(@b)gl1.azb 0 —a
+ordg (fordy(1 — f) (99 __Z) log(6 — a):|
is zero since a and b run over the roots of Q.
So:
1 ’
(D(f ) = fo log go + ~&o log fo
2 fo 2 g0
1 —b) 6 —a)
-2 3" orda(f)ordy(l — f)[ b) 0g(0 —a) — (9 _Z) log(6 —b)]

(a,b)ely
+ H + S8 (mod M;{(G))
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o—b\]|
(335) = (D(f ) = [ 3" orda(fords(1 —f)D< )}

(@.b)el, 0—a
1 fo 18y :
——-—loggo+ -—log fo (mod M ).
2 fo 2 80 K®
Now we distinguish three cases:

Case 1:

deg(P) > deg(Q) (strict inequality)
= deg(Q(0) — foP(0)) = deg(P(6)) = go = — fo

and:
log(— fo) = log go = log fo + constant.
So:
1 f, 1g )
—~loggo+ =—log fo=0 (mod M)
2 fo 2 g0 K(®)

and we take f] in Proposition 2 to be a constant. So (D(f1)) = 0.

Case 2: if deg(P) = deg(Q) (and fy # 1) then the leading coefficient of Q(6) — foP(0) is

I-—fo=8=1-fo
g L, A L= foY

= =208 g9+ = log fiy = == log(1 — fi) + -2

2 f o880 gl Jo=ma T leal = Jo) o S

and we take f] in Proposition 2 to be fj.

Case 3: deg P =deg Q and fy = 1.
Let I = {(a, b) such that a pole or zero of f, b pole or zero of (1 — f)}.
Then I — Iy = {(a, b) such that a zero of Q, b zero of Q}. But:

D 0—b\ D 0 —a (mod M)
0—a)= p_p) ‘MOCHKO

log fo

0 —a
= Y ordy(fordy(1 — f)D (9 — b) =0 (mod Mg ).
(a,b)el -1,
So:
6—b
Y orda(fordp(1— f)D (9—)
(a.byel; —a
0—b
= Z ord, (f)ordy(1 — f)D (ﬂ) (mod Mk ()).
(a,b)el
Now,deg P =degQ and fy =1 =
6)— P@®
1-f= 9O~ PO = deg(Q(0) — P(9)) < deg Q(0).
)
But, since:

1
D(fy=-D( - f)=D (ﬁ) (mod Mk g))

(3.6)
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and:

D" ordy(f)ordy(1 — f)D (ﬂ)

(a.b)el; 0—a

is unchanged if we replace f by 1_#)(., we are again in case 1.
But, by the results of case 1 and case 2, and relations (3.5) and (3.6), Proposition 2 is proved.
We would like to end this section by giving one example that illustrate the power of these two
identities in generating well known identities of the dilogarithm.

Example. Let k = C(z), where z is transcendental over C and 7/ = 1, and C is the field
of complex numbers. Applying Lemma 2 and Proposition 2 to f(z) = z2, f(z) = z, and
f(z) = —z, respectively, yields

D2 =2D (Z ; 1) 12D (Z er 1) (mod Mcz))

D) =D <ZT> (mod Mc )

z+1

D(—z)=D ( > (mod Mc(y)).
So,
D(z?) =2D(z) + 2D(—z) (mod Mc(2))

which implies that
1
(%) + 3 log 2 log(1 — %)

1 1
=2 [ﬂz(z) +£2(—2) + 3 logzlog(l —z) + 3 log(—2z) log(1 + z)} (mod Mc(;))

and we obtain
02(z%) = 205(2) + 262(—z)  (mod Mc(z))

which is a well known identity of the dilogarithm.
4. An extension of Liouville’s theorem

In this section, we state and prove the major result of this paper. Our result is a new theorem
that generalizes Liouville’s theorem on integration in finite terms. It allows dilogarithms to occur
in the integrals in addition to elementary functions. The proof is based on the two identities of
the Bloch—Winger—Spence function given in Lemma 2 and Proposition 2 of the previous section.
It also uses Proposition 1 of Section 2 in several places.

The statement of the theorem uses the following definition of a transcendental-dilogarithmic—
elementary extension of a differential field:

Definition. A transcendental-dilogarithmic—elementary extension of a differential field & is a
differential field extension K such that there is a tower of differential fields k = Ko C K| C
--- € Ky = K all having the same constant field and for eachi = 1, ..., N we have one of the
following three cases:
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(1) K; = K;—1(6;), where 6; is logarithmic over K;_j.

2"y K; = K;_1(6;), where 0; is exponential over K; ;. We also assume 6; transcendental over
K;_1 in this case.

(3" K; = K;_1(6;,60)), where 6; = £5(a) for some a € K;_1 — {0, 1}.

1

The theorem reads as follows:

Theorem (See Baddoura (1987)). Let k be a differential field of characteristic zero, which is a
Liouvillian extension of its subfield of constants assumed algebraically closed. Let f € k and
suppose that there is a transcendental-dilogarithmic—elementary extension K of k such that:

/feK.

Then, the integral f f is a simple elementary-dilogarithmic expression over k. That is:
m n
/ f=g+ Z si logv; + Z c¢jD(hj) (n,m are positive integers)
i=1 j=1
where g, s;, vi, hj € k, and the c;’s are constants.

The rest of this section is devoted to the proof of this theorem.
We start by stating a corollary to Theorem 1.

Corollary 3. Let k be a differential field of characteristic zero. Assume that uy, ..., u, are
logarithmic and algebraically independent over k, that v is exponential over k and that
k(v,uy, ..., u,) andk have the same field of constants. Then, if v is algebraic overk(uy, ..., uy,)

there exists an integer n £ 0 such that v" € k.

Corollary 3.1. Let k be a differential field of characteristic zero. Assume that uy, ..., u, are
logarithmic over k, that v is exponential and transcendental over kand that k(v, uy, ..., un)
and k have the same field of constants. Then, v is transcendental over k(uy, ..., uny).

Proof. We can assume using Corollary 2 and without loss of generality that there exists n < m

such that k(uy, ..., u,) is algebraic over k(uy, ..., u,) where uy, ..., u, are assumed to be
algebraically independent over k. If v were algebraic over k(u1, ..., u;) it would be algebraic
over k(uy, ..., u,), but by the previous corollary there exists an integer r # 0 such that v" € k

and this contradicts the fact that v is transcendental over k.

Corollary 3.2. Let k be a differential field of characteristic zero. Assume that ui, ..., u, are
logarithmic over k, that t is primitive over k and that k(t, uy, ..., u,) and k have the same field
of constants. If t is algebraic over k(uy, ..., uy) then there exist constants cy, ..., c, and an

element s € k such that:
n
= Zciui +s.
i=1

Proof. This follows easily from Corollary 1.
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Proposition 3. Let k be a differential field of characteristic zero, and let 6 be primitive and
transcendental over k. Let ay, ...,y € k (o # «j, ifi # ), uy, ..., u, € k and assume the
existence of constants ci, ..., Cp,d1, ..., dy such that:

n m
> cilog® —ay)+ Y _djlogu; € k(®)
i=1 j=1

(where k and k(0)(log(0 — «y),...,log(@ — ay),loguy, ...,logu,,) have the same field of
constants). Thenci =c) =---=¢;, =0.

Proof. There exists s(6) € k(0) such that:
n m
D cilog(® — ;) + Y _djlogu; +s(6) = 0.
i=1 j=1
This implies that:
/
i uj

n 0 —a m
: o) =-Y d;-L.
;cle_%_ﬂs( ) ; j=

uj

In a suitable finite normal extension field K of k s(6) will split into linear factors so that we
can write:

s(0) = Zhvi(e —o)’ + Zlaj(e — Bj)* + (element of K[6])
i,v a,j

where i ranges over the set {1, 2, ..., n}, v ranges over a finite set of negative integers, j ranges
over a finite set of positive integers, o ranges over a finite set of negative integers and h,;, ly;,

Bj € K(Bj # o, Vi, j).

We work in the differential field K (9) which is an extension of k(). By assumption we have:

n /

9 4 ay/
Zci 7 _a’ + ;(/’lvi(g —a)") + ;(la,-(e - B)H*) € K[6O]. (%)

i

i=

The basic idea of the proof is the following: when the various functions appearing in (x) are
expressed as quotients of polynomials in 6 we get no pole cancellation, and therefore all the ¢;’s
and h,;’s will vanish.

Since 6 is primitive over k we have 8’ = a, where a belongs to k.

!/ / /
0 —a; a-—aq

60— o 60— o ’
We claim that a — «; # 0, that is the numerator and denominator in the previous fraction, are
relatively prime (as polynomials in 9).
Ifa — o) = Othen (§ — ;) = 6" — a/ = 0 which implies that & — ; is a constant in k and
that contradicts the fact that 0 is transcendental over k.
Now:

(hyi (0 — a)") = h}p (6 — )" + vhyi (0 — )"~ (6" — o).
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We notice that since 6’ — ozlf € K and is different from zero and since —v + 1 > 1 the various
terms of the left-hand side of (x) would not cancel unless 4,; = 0 for all the v’s and the i’s and
this will imply that ¢; = 0 for all i € {1, 2, ..., n} which is what we want to prove.

Proposition 4. Let k be a differential field of characteristic zero, and let 6 be exponential and

transcendental over k. Let ay, . .., o, € k™ (o # aj, ifi # j), ui,...,un € k and assume the
existence of constants c1, ..., cp,dy, ..., dy such that:
n m

D cilog0 — i)+ Y _djlogu; € k(®)

i=1 j=1
(where k and k(0)(log(0 — «y),...,log(0 — ay),loguy, ...,logu,,) have the same field of
constants). Thenci =cy = ---=¢;, =0.
Proof. There exists s(f) € k(6) such that:
n m
Zci log(6 — o) + Zdj logu; + s(6) = 0.
i=1 j=1

This implies that:

/

n 9/_05,{ m u'.
; 0) =-)Y d;-L.
;C'e_a.“s( ) ; j

i u;

In a suitable finite normal extension field K of k s(6) will split into linear factors so that we
can write:

s(0) = Zhui(9 —o)’ + Zlaj(e — B;j)* + (element of K[6])

a,j

where i ranges over the set {1, 2, ..., n}, v ranges over a finite set of negative integers, j ranges
over a finite set of positive integers, « ranges over a finite set of negative integers and h,;, Iy,
Bj € K (Bj # i, Vi, j).

We work in the differential field K (9) which is an extension of k(6). By assumption we have:

y 0/_06{ ! o/
;Ci D (i@ — ) + ; (laj (O — B)*) € K[6]. +5)

! i,v
The basic idea of the proof is the following: when the various functions appearing in () are
expressed as quotients of polynomials in 6 we get no pole cancellation, and therefore all the ¢;’s
and h,;’s will vanish.
Since 0 is exponential over k we have 8 = a’0 where a belongs to k.
0'—a db—aj

06— (047 - 0 — (041 ’
We claim that the numerator and denominator in the previous fraction are relatively prime (as

/ ’
polynomials in 6). If not we would have o] = a’a; but since o; # 0 we get z—; =d = % which
i

implies that (g)’ = 0 and this gives _- is a constant in k and that contradicts the fact that 6 is

transcendental over k.
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Now:
(i (0 — 0)") = h}y (0 — &))" + vhyi (0 — )"~ (0" — a)).

By what has been done and since —v + 1 > 1 the various terms of the left-hand side of (:x)
would not cancel unless i,; = 0 for all the v’s and the i’s and this will imply that ¢; = 0 for all
i €{l,2,...,n} which is what we wanted to prove.

Corollary 3.3. In the conditions of Propositions 3 and 4, log(60 — «y), ..., log(0 — &) (where
o; # O foralli if 0 is exponential) are algebraically independent over k(0)(loguy, ..., logum,).

Proof. If log(6 — o), ...,log(6 — «,) were not algebraically independent and since log(6 —
o), ...,log(0 — ay),loguy, ..., logu, are logarithmic over k(6), we deduce by Corollary 1
that there exist constants cy, ..., ¢, not all zero and constants dy, ..., d,, such that:

n m
> cilog® —a;)+ Y _djlogu; € k(®)
i=1 j=1

and the above implies by Propositions 3 and 4 that c; = ¢ = --- = ¢, = 0 which gives a
contradiction.

Proposition 5. Let k be a differential field of characteristic zero. Let 0 be transcendental over k
where we assume that k and k(0) have the same field of constants. Let s(0) € k(0) be such that
(s(8)) € k. Then:

(1) If 0 is primitive over k, s(0) = ¢ + v, where c is a constant and v € k.

(2") If 9 is exponential over k, s(0) € k.

Proof. (1”) Let s(9) = 55—2; where p(0), q(0) € k[0]. Then g(0)s(0) = p(0) and both s(9) and
0 are primitive over k so by Corollary 1 s(6) = c6 + v, where c is a constant and v € k.

2" Let s(0) = % where p(0), g(0) € k[0]. Then q(0)s(8) = p(0) and 6 is exponential
over k while s(6) is primitive over k so by Theorem 1 s(6) € k otherwise there would exist a
nonzero integer n such that 6" € k which is impossible since 6 was assumed to be transcendental
over k.

Now we are ready to prove the main theorem in this paper.

Theorem. Let k be a differential field of characteristic zero, which is a Liouvillian extension of
its subfield of constants assumed algebraically closed. Let f € k and suppose that there exists a
transcendental-dilogarithmic—elementary extension K of k such that:

/feK.

Then, the integral f f is a simple elementary-dilogarithmic expression over k. That is:

m n
/ f=g+ Z si logv; + Z c¢jD(hj) (n,m are positive integers)
i=1 j=1

where g, s;, vi, hj € k and the c;’s are constants.
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Proof. It is by induction on N, the length of K over k.

If N =0then [ f = g € k and the theorem is proved.

If N > 0, we apply the induction hypothesis to f € K; and the tower K1 € K C --- C
Ky = K, to obtain:

/f=g+2silogvi+ZCjD(hj) .1
i=1 j=1

where g, s;, v;, h; € Ky and the ¢;’s are constants.

We want to modify (4.1) in such a way that g, s;, v;, and i are in k = Kj.
For this we consider three major cases.

Case 1: K1 = k(@) and 6 logarithmic over k: 6 = loga, a € k. If 6 is algebraic over k, then by
Corollary 3.2, 6 € k and there is nothing to prove.

So, we assume 6 transcendental over k, and factor v;, hj, 1 —h; over k. So we will be working
over k° the splitting field of these quantities which we assume normal.

By Proposition 2:

D(h;j(0)) = D(H)) + Y _ ordg(hj)ord,(1 — hj) D (9 z> (mod Myo))
a,b

where H; € k,a,b € k a # b where a and b are the zeros and poles of 4; and 1 — h;
respectively. So (4.1) can be written as:

/f = g(9>+Zs,-<9)1og(e—ai>+2sp<9>logfp

+ Zd D(H)) + ch, < ”) (mod Mo g)) 4.1)

aj

where in the last sum i € {1,...,n},j € {1,...,n},i # jand o; # «; if i # j. Also d; and
c;j are constants, f,, Hj € kfor p e {1,...,r}and j € {1,...,m}, g(8), 5;(6), s,(0) € k(9)
fori e {l,...,n}and p € {1,...,r}.

We notice that the last sum can be written as:

ZCU ( _“1>
0 —«a 0 —«a 0 —«a
= dipD L) +ai3D Y+ +diD !
0 —on 0 — a3 0 —ay
60—« 60—« 60—«
+d3D 2) + douD 2) 4+ +dyD 2
0 — a3 0 —ay 0 —ay,

60—« —1
-+ Zdl/D <9 — ) . +d(n—l)nD (ﬁ)
n

Jj>i

+constant  (mod M;og))- 4.2)

9011

(This is possible because D(e o ) = —D(35= ) (mod Myog))-)
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We call the above expression reduced, that is (4.2). For example:
06— 06— 60—
d\D )+ %D ")+ a&p %2
0 — oo 0 — oo 6 — a3
is reduced, while the expression:
60— 6 — 60—
diD d +dyD dl +d3D i
60— oy 0 —an 0 — oy

is not reduced.
Without changing the notation S;(6), (4.1") becomes:

/ f=280)+ Z $:(6) log(8 — ;) + Zspw) log f,

) (4.3)

+ Z dj,D(Hj,) + ZZdIJD (

i=1 j>i

(witho; # o foralli # j)and (1 < j < n).
Now, we take the derivative of (4.3), to get:

f —g(9>+Zs,<9) )+Zs<9>log(e—a,)

o

+ Zsp(e) + Zs 6)log f,

H 1(1—Hj)
+ § :djo log(l Hi)+ - (_—’?)mgHjo
j 2 (I—=Hj)

n sz” |:_ <9/_a/ o _aj>log(9 o))

== 0 — a; Qi — o

1 {a —do 9’—0/
+§< : ! log(6 — ;)

Ol,'—Olj 9—

1 (60— 05;- 0" —a;
+ 5 0 — o 6 — log(a; — Ol]) 4.4

Identifying the term which multiplies log(6 — «1), we get:

o 9/—0/
(9)+Z ( i )dlj_o (4.5)
J

J>1 aj —a]

This is because the log(60 — «;)(1 < i < n) are algebraically independent over the field:
kO0)(log Hjy (1 < jo < m),log(1 — Hjp)(1 < jo < m),log fp(1 < p <r),logle; —aj) (i <
J)), by Corollary 3.3. Now (4.5) implies:

S1(0) + Z (log(a1 — aj) — log(@ — a))dj + constant = 0
]>1



936 J. Baddoura / Journal of Symbolic Computation 41 (2006) 909-942

which, by Proposition 3, gives di; = 0 for j > 1, and §1() = s is a constant. By induction we
prove easily that d;; = 0 for all i, j and that §; (0) = s; is a constant. So we get:

/f =g(O) + ) silog® —a) + Y _sp@)log f, + Y djyD(Hj,) (4.6)
i=1 =1

Jo=1

where d, s; are constants, o; € k% and fp. Hjy € k.
At this point, we distinguish two cases:

Case 1-a: 6 is algebraic over the field:
F =k%(log Hj,(1 < jo < m),log(1 — Hj)(1 < jo <m),log f,(1 < p <r))
So, by Corollary 3.2, we get:
r m m
0= cplogf,+ Z bj, log Hj, + Z aj,log(1 — Hj)) +h
p=1 jo=1 jo=1

where ¢, bj,, aj, are constants, and & € k.
So, L; = 6 — «; is a linear logarithmic expression over F', and (4.6) can be written as:

/f =Y djyla(Hjp) — Y 0.6,(1 — Hjy)

Jo=1 Jo=1

r n
=Y 0601 f) =) silogL; € F 4.7
p=1 i=1

which implies, by Proposition 1, that [ f is a simple elementary-dilogarithmic expression over
k and our theorem is proved in this case.

Case 1-b: 0 is transcendental over the field:
F =k%(og Hj, (1 < jo < m),log(1 — Hj))(1 < jo < m),log f,(1 < p <r)).
In this (4.6) can be written as:
m / n r
/ (f - [Z djOD(HjO)j| ) =g@)+ ) silog® —a;)+ Y s,@)logf,  (48)
Jjo=1 i=1 p=1

From this, and as in the proof of Liouville’s theorem, we deduce that s; = O forall 1 <i < n.
Also, by Proposition 5, we deduce that there exists ¢, a constant, and v € F such that:

,
g®) + sp@log f=co+v (6=loga)
p=1
SO:

/f = > djpta(Hjp) = Y 0.62(1 — Hjy)
Jo=1 Jo=1

.
— Y 0.5(1 = fp) —cloga € F
p=1
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= by Proposition 1 that [ f is a simple elementary-dilogarithmic over k, and the theorem is
proved in case 1.

Case2: K1 = k(9,0") and 0 = £5(a), where a € k — {0, 1}. Let k1 = k(log(1 — a)). So, 8’ € k;.
If 6 is algebraic over k1, then by Corollary 3.2, 6 € k;. So, writing (4.1) again, we have:

/f=g+ZSi10gUi+ZCjD(hj) 4.9)
i=1 j=1

where g, s;, v;, hj € ki and the ¢;’s are constants.

Then, using case 1 (the logarithmic case), we deduce that [ f is a simple elementary-
dilogarithmic expression over k.

So, we consider the case 6 transcendental over k1. As in the previous case, (4.9) can be written:

/ F=80)+ 8@ log® — )+ s5,(6) log f,
i=1 p=1

m n—1 o
+ > djD(Hj) + ) D dijD (Z_—le)

Jjo=1 i=1 j>i

where f),, Hjy € ki, Zajfori #j,1 < j<n,anda; € k(]) a normal finite extension of k;
containing the roots and poles of v;, h; and (1 — h;) for all i, j.
Now, we use the same argument as in case 1 (8 = loga) and Proposition 3 to deduce:

/f =g(0)+ > silog(® —ei) + Y _s,O)log f, + Y djyD(H,y) (4.10)
i=1 p:]

Jo=1
where f),, Hj, € ki, a; € k? and s;, d, are constants.
We also distinguish two cases:

Case 2-a: 6 is algebraic over the field:
Fi =k (log Hjy (1 < jo < m),log(1 — Hj))(1 < jo <m),log f(1 < p <r)).

We apply again the same argument as in case 1-a (using Corollary 3.2), and obtain: [ f is a
simple elementary-dilogarithmic expression over k| => by case 1 and since f € k that [ f is a
simple elementary-dilogarithmic expression over k.

Case 2-b: 6 is transcendental over the field:
Fi = kY(log Hj,(1 < jo <m),log(1 — Hj))(1 < jo <m),log f,(1 < p <r)).

Then, from (4.10), and as in case 1-b (§ = loga), we deduce thats; = 0, forall 1 <i <n
and that there exists ¢, a constant, and v € Fp, such that:

gO)+ ) sp0)log fp =ct+v (0 =La(a)
p=1

Now (4.10) implies that:
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m m
/f — Y djyla(Hjp) — Y 0.6,(1 — Hjy)
Jo=1 Jo=1
’
— Y 0.6(1 = fp) — cta(a) € F = Fi(log(1 — a))
p=1

(since log(1 — a) € ki) = by Proposition 1 that [ f is a simple elementary-dilogarithmic
expression over k| = by case 1 that [ f is a simple elementary-dilogarithmic expression over k.

Case 3: K1 = k(0),0 =expa, a € k, and 6 transcendental over k. As seen before, we can write
(4.1) as:

n—1 r
/f =g(0)+ ) _ Si(0)1og(® —ai) + Y 5,(0) log f,
i=l1 p:]

m n—1

60— o

+ ZdjOD(Hj0)+ZZdijD<0—a/> 4.11)
Jo=1 i=1 j>i Y

(o; € k%), (1 < j < n) and k¥ is a finite normal extension of k.

In this case we have assumed that o, = 0 so log(6 — «,) = log6 = log(expa) = a € k, and
that o; 7% O for i # n. This is why S, (0) log(6 — «,,) does not appear in (4.11).

The derivative of (4.11) is exactly (4.4), from which we extract the coefficient of log(6 — o1)
and use Corollary 3.3 to obtain:

1 fof—a 0 —d 1 o o
1C > o d Ldyj+zdin (L ——=)=0
Sl()+ 2( 1J+21n a 9

=TT ) — o 0 —aj

1
=510+ Y 5(loglen —aj) —log(® —a;)di
j>1j#n

1 1
+ Edln logay — Edlna = constant
since log# = a € k) = by Proposition 4:

dij=0 forallj>1,j#n

1 0 o
"0) = —di, [ = — L ).
1() 21n<9 051)

By induction on i, we can deduce that:

and:

dij =0, foralliandforallj >1,j#n
and:

, 1 0 al ,
Si(0) = Edin (---’) (I=i=<=n-1). (4.12)

0 o
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So, (4.11) becomes:

n—1 r
/ f=3s0)+ Z $i(0) log(® — o) + Zsp@ log £,

ZdJOD(HJO)+ZdtnD< Gai>

Jo=1

al)/ n—1

o T > S/®) log(® — er)
i i=1
+ Zs,,(e)% + Zs;,(e)log fo

1H 11—-H;)
+ Zdjo [—Eilog(l ]O)+2(1_—m10gHj0:|

= f = g<9>+Zs,<9>

Jjo=1 Hjy)
0 —ao o 1/a 0
+Zdl”['<e—a, —a—;><a+c>+5(a—;—5)log(e—ai)
0 0 —a
(= 1 4.13
+2<9 9—a,>°ga’} 13

(c is a constant such that log& = a + ¢). In the above expression, the coefficient of log(6 — «;)
is zero, as we have seen before.

Now, by Corollary 3.1, 9 is transcendental over the field:
Fy = k%(oge;(1 <i <n—1),log Hjy(1 < jo <m),log(1 — Hj))(1 < jo < m),
log fy(1<p=r)
On the other hand, we choose the log f, (1 < p < r) in such a way that they are linearly

independent and transcendental over k°. Then, by Corollaries 3 and 3.1, they are algebraically
independent over k9(6).

From (4.13), we deduce that there exist subsets J,,, I,, T}, such that:

. 1A= Hjy)
SO+ Y <——— )+ > (2 (1—H,-O)df°>

oelp Jo€lp

+Z (9 9_“):0 (4.14)

—
zET,, l

(this is the coefficient of log fp: Jp, I, T, exist because loga;, log Hj,, log(1 — Hj,) could
depend on log fp).

By Proposition 4, we deduce that d;,=0 for all i € T),. So:

s,(0) € k = 5,(0) = 5), € k by Proposition 5 (for all p).

So, (4.13) becomes:

f —g(9)+25(9)(9 o) +Zspf —l—Zs log £,
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/
1 o)
+ Z dj, |: log(l Hjy) + 2(1_—]?10?:{ Hjo:|

Jo=1 Hjy)

0 —a; o« 1 /6
B Do

1

But, from (4.12), we had:
1 0 af
S§(9)=§dm<———’> (I<i<n-1)

0 o
1 .
= 5;0) = zdm(a —loga;) +c¢i, c¢;isaconstant

So, S;(0) belongs to the field:

Fo—k(logot(l<l<n—1)log jo(1 < jo < m), log(l —

log fp(1 = p <7)).

Computing the coefficient of ((09 (;’) in (4.15), we get:

0 — o
g(@)—i—Z(S(Q)—i— —dinl(a+c) — 10gal])6 Q]

i=1

—

Hj)) (1 < jo <m),

€ Fy.

(4.15)

(4.16)

Considering the partial fraction decomposition of g(6), we can prove, as in the proof of

Liouville’s theorem, that (since «; # 0):
1
S;(0) + Edi"[(a +c)—loga;]=0 foralli <n—1.
Comparing with (4.16), we deduce that:
dinla — loga;] = constant for all i <n — 1.

We claim that d;,, = 0, otherwise we would have:

o 9 o 0’  (Norm(¢;)) B

d—-——L=0=——--"L=0= Ny—
o 0 o %% Norm(e;)

where Ny = [k : k], and Norm is the usual norm from k° to k.

So, (4.19) implies:
(0~MNorm(e;)) = 0 = 6™ € k = contradiction
and:
din =0 foralli,1 <i<n-—1

which implies that S;(6) = 0 by (4.17). Now (4.15) becomes:

Iy
f —g(@)—i—Zspf +Zs log )
p p=I1
1(1—H;)
+ 2 d; ’°1og(1 Hj)+ = —’Oo

4.17)

(4.18)

(4.19)
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Let Foo = k°(log Hj, (1 < jo < m),log(1 — Hj)) (1 < jo < m),log fp(1 < p <7r)).0is
transcendental over Fyy which implies, by Proposition 5, that g(0) = g € Fyp. So we get:

/ <f - [Z djoD(Hjo):| ) =g+ splogfp
jo=1 p=1

= /f = 2 digta(Hyy) = 3 0.62(1 = Hy)

Jo=1 Jo=1

,
— 0.62(1 — fp) € Foo
p=1

= [ f is a simple elementary-dilogarithmic expression over k by Proposition 1, so the
theorem is proved.

We end this section by giving a nontrivial example that illustrates the fundamental concept
behind our generalization of Liouville’s theorem, which is that integration in finite terms is
actually a simplification process.

In fact, what we have proved is:

Let k& be a differential field of characteristic zero, which is a Liouvillian extension of its
subfield of constants assumed algebraically closed. Let f be an element in k and suppose that f
has a transcendental—dilogarithmic—elementary integral. Then

m n
/f =g+ Zsiwi + Zdjl)j
i=1 =

where n and m are positive integers, g € k, s; € k, forall i, 1 <i < m, w; is logarithmic for all
i,1<i<m,djisaconstant forall j,1 < j < n,and v; = D(¢;), where ¢; € k — {0, 1} for
all j, 1 < j < n. In our proof of the theorem, we observed that, although v;. does not in general
belong to k, it can even be transcendental over k, as is illustrated in the following example.

Example. Let k be any differential field of characteristic zero. Assume that 6 is primitive and
transcendental over k. Let p(6) and g(0) be two irreducible polynomials over k such that

deg p > degqg # 0.

We consider the differential field K = k(0)(¢1, ¢2), where ¢; and ¢, are such that
_P® _q'®
p©) q(9)

It is immediate that ¢; and ¢, are algebraically independent over k(). It is also clear that, if
¢3 is such that

o = (p(©®) +4q(0))
T p0) +4q6)
then ¢3 is transcendental over K. Consider the function:

1<q_’_(p+q)’>¢l_1<(p+q)’_p’) 1 (r+q)

— )2+ (o1 + ) ———
2\q p+q 2\ p+tgq p 2 p+q

) ¢

f:
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f € K, and we can check that
—p 1
D 7 + §(¢>1 +¢)¢3| = [ f (mod Mg)
but (D(%)) is transcendental over K since @3 is.
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