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#### Abstract

The properties of a discrete Wiener-Hopf equation are closely related to the factorization of the symbol of the equation. We give a necessary and sufficient condition for existence of a canonical Wiener-Hopf factorization of a possibly nonregular rational matrix function $W$ relative to a contour which is a positively oriented boundary of a region in the finite complex plane. The condition involves decomposition of the state space in a minimal realization of $W$ and, if it is satisfied, we give explicit formulas for the factors. The results are generalized by means of centered realizations to arbitrary rational matrix functions. The proposed approach can be used to solve discrete Wiener-Hopf equations whose symbols are rational matrix functions which admit canonical factorization relative to the unit circle. (C) 1992 Academic Press, Inc.


## 1. Introduction

Consider the discrete Wiener-Hopf equation

$$
\begin{equation*}
\sum_{k=0}^{\infty} A_{j-k} x_{k}=c_{j} \quad(j=0,1,2, \ldots), \tag{1.1}
\end{equation*}
$$

where $A_{j}(j=0, \pm 1, \pm 2, \ldots)$ are complex $m \times n$ matrices with $\sum_{j=-\infty}^{\infty}\left\|A_{j}\right\|<\infty$, and $\left\{c_{j}\right\}_{j=0}^{\infty} \in l_{p}^{m}$. The function $A(z)=\sum_{j=-\infty}^{\infty} z^{j} A_{j}$ is called the symbol of the equation. It is well known that if $m=n$ and for every $z$ on the unit circle $\operatorname{det} A(z) \neq 0$, then most properties of Eq. (1.1) can be deduced from the Wiener-Hopf factorization of the function $A$ relative to the unit circle, where the Wiener-Hopf factorization is defined as follows. Let $\Gamma$ be a rectifiable contour which forms the positively oriented boundary of a region on the Riemann sphere $\mathbf{C}_{\infty}$. A nonsingular matrix valued function $A$ defined on $\Gamma$ admits a (right) Wiener-Hopf factorization relative to $\Gamma$ if

$$
\begin{equation*}
A=A_{-} D A_{+}, \tag{1.2}
\end{equation*}
$$

[^0]where $A_{-}, A_{+}$, and $D$ are matrix valued functions with the following properties. The function $A_{-}$is analytic outside $\Gamma$, continuous outside and on $\Gamma$, and det $A_{-}$does not vanish outside and on $\Gamma$. The function $A_{+}$is analytic inside $\Gamma$, continuous inside and on $\Gamma$, and $\operatorname{det} A_{+}$does not vanish inside and on $\Gamma$. The function $D$ is equal to
\[

\left[$$
\begin{array}{llll}
\left(\frac{z-z_{+}}{z-z_{-}}\right)^{\kappa_{1}} & & &  \tag{1.3}\\
& \left(\frac{z-z_{+}}{z-z_{-}}\right)^{\kappa_{2}} & & \\
& & \ddots & \\
& & & \left(\frac{z-z_{+}}{z-z_{-}}\right)^{\kappa_{n}}
\end{array}
$$\right]
\]

for some points $z_{+}$inside and $z_{-}$outside $\Gamma$, and some integers $\kappa_{1}$, $\kappa_{2}, \ldots, \kappa_{n}$ with $\kappa_{1} \geqslant \kappa_{2} \geqslant \cdots \geqslant \kappa_{n}$. Here, and in the sequel, the continuity of an $m \times n$ matrix valued function is understood in terms of the topology on $m \times n$ matrices induced by the (operator) norm of a matrix identified with an operator acting between the Euclidean spaces, and analyticity of a function at a point $\lambda$ is understood in terms of the Laurent expansion of the function at $\lambda$. Equivalently, a matrix valued function $A$ is continuous (analytic) at a point $\lambda$ if each entry of $A$ is continuous (analytic) at $\lambda$.

The integers $\kappa_{1}, \kappa_{2}, \ldots, \kappa_{n}$ above are uniquely determined by the function $A$ and the contour $\Gamma$. They are called the indices of the factorization (or the (right) factorization indices). If all the indices are equal to zero, the factorization is said to be canonical. The factors $A_{-}$and $A_{+}$in (1.2) are not unique. The possible nonuniqueness of $A_{-}$and $A_{+}$is characterized in Theorem 7.2 in [17] (see also Theorem 1.2 in [10]).
We note that if the point at infinity is inside $\Gamma$, then a factorization $A_{-} D A_{+}$with $A_{-}$and $A_{+}$as above and

$$
D(z)=\left[\begin{array}{llll}
\left(z-z_{+}\right)^{\kappa_{1}} & & &  \tag{1.3'}\\
& \left(z-z_{+}\right)^{\kappa_{2}} & & \\
& & \ddots & \\
& & & \left(z-z_{+}\right)^{\kappa_{n}}
\end{array}\right],
$$

where $z_{+}$is a point inside $\Gamma$ and $\kappa_{1} \geqslant \kappa_{2} \geqslant \cdots \geqslant \kappa_{n}$ are integers, is also called a Wiener-Hopf factorization relative to $\Gamma$. In fact, (1.3') is a way of writing down (1.3) if $z_{-}=\infty$. If the point 0 is inside $\Gamma,\left(1.3^{\prime}\right)$ is usually simplified by choosing $z_{+}=0$. Also, if $A_{+}$is analytic on $\mathbf{C}$ and $\operatorname{det} A_{+}$does not vanish in the finite complex plane, a Wiener-Hopf factorization of $A$ with the middle factor as in (1.3') is called a Wiener-Hopf factorization at infinity.

The properties of a factorization (1.2) of a continuous nonsingular
matrix valued function relative to the real axis and the unit circle have been obtained in [17] in the study of integral and discrete Wiener-Hopf equations. Suppose $A_{-} D A_{+}$is a factorization of the symbol of Eq. (1.1) relative to the unit circle. Then the dimension of the solution set of the homogeneous equation

$$
\sum_{k=0}^{\infty} A_{j-k} x_{k}=0 \quad(j=0,1,2, \ldots)
$$

equals the absolute value of the sum of the negative indices of the factorization. Also, the number of linearly independent elements $\left\{c_{j}\right\}_{j=0}^{\infty} \in l_{p}^{n}$ for which the equation is not solvable equals the sum of the positive indices of the factorization. Thus, the equation has a unique solution for every $\left\{c_{j}\right\}_{j=0}^{\infty} \in l_{p}^{n}$ if $D(z) \equiv I$, that is, if the factorization is canonical. A comprehensive treatment of a Wiener-Hopf factorization of nonsingular matrix valued functions can be found in [10]. We note that a Wiener-Hopf factorization is also called a standard [17, 10] or spectral [3] factorization in the literature.

The definition of a Wiener-Hopf factorization relative to a contour has been extended in [11] to the case of singular matrix valued functions as follows. Suppose a continuous matrix valued function $A$ defined on $\Gamma$ has constant rank equal to $k$. A factorization (1.2) is called a (right) Wiener-Hopf factorization of $A$ relative to $\Gamma$ if
(i) $A_{-}$is analytic outside and continuous outside and on $\Gamma$, and there exists a function $\tilde{A}_{-}$, analytic outside and continuous outside and on $\Gamma$, such that $\tilde{A}_{-}(z) A_{-}(z)=I$ for all $z$ outside and on $\Gamma$,
(ii) $A_{+}$is analytic inside and continuous inside and on $\Gamma$, and there exists a function $\tilde{A}_{+}$, analytic inside and continuous inside and on $\Gamma$, such that $A_{+}(z) \tilde{A}_{+}(z)=I$ for all $z$ inside and on $\Gamma$,
(iii)

$$
D(z)=\left[\begin{array}{llll}
\left(\frac{z-z_{+}}{z-z_{-}}\right)^{\kappa_{1}} & & &  \tag{1.4}\\
& \left(\frac{z-z_{+}}{z-z_{-}}\right)^{\kappa_{2}} & & \\
& & \ddots & \\
& & & \left(\frac{z-z_{+}}{z-z_{-}}\right)^{\kappa_{k}}
\end{array}\right]
$$

for some points $z_{+}$inside and $z_{-}$outside $\Gamma$, and some integers $\kappa_{1} \geqslant \kappa_{2} \geqslant \cdots \geqslant \kappa_{k}$.

If a function $A$ admits a Wiener-Hopf factorization $A_{-} D A_{+}$relative to $\Gamma$ with $D$ as in (1.4), then the integers $\kappa_{1}, \kappa_{2}, \ldots, \kappa_{k}$ are unique (see Theorem 2.1 in [11]). They are called the indices of the factorization. If all the indices are equal to zero, the factorization is said to be canonical. The definition of a Wiener-Hopf factorization at infinity of a singular matrix valued function is extended in the same way.

We note that the above definition of a Wiener-Hopf factorization of a singular matrix valued function differs from the definition in [14] in the size of factors. An $m \times n$ matrix valued function $A$ is factored in [14] as $A_{-} D A_{+}$where the sizes of $A_{-}$and $A_{+}$are $m \times m$ and $n \times n$, respectively, and

$$
D(z)=\left[\begin{array}{cc}
\operatorname{diag}\left(z^{\kappa_{1}}, z^{\kappa_{2}}, \ldots, z^{\kappa_{k}}\right) & 0 \\
0 & 0
\end{array}\right]
$$

While this difference does not affect factorization indices, the factorization according to our definition is "full-rank" (cf. [12, 18]). The idea of a factorization of a singular matrix valued function $A$ which involves the rank of $A$ has been used in [26].

The characterization of the possible nonuniqueness of factors in a Wiener-Hopf factorization relative to a contour extends to the singular case (see Theorem 2.3 in [11]).

ThEOREM 1.1. If a continuous matrix valued function $A$ admits a Wiener-Hopf factorization $A_{-} D A_{+}$relative to a contour $\Gamma$ with $D$ as in (1.4), then $B_{-} D B_{+}$is a Wiener-Hopf factorization of $A$ relative to $\Gamma$ if and only if there exists a nonsingular $k \times k$ matrix valued function $Q=\left[q_{i j}\right]$ analytic on $\mathbf{C}_{\infty} \backslash\left\{z_{-}\right\}$such that $\operatorname{det} Q$ does not vanish in $\mathbf{C}_{\infty} \backslash\left\{z_{-}\right\}$,

$$
\begin{aligned}
& B_{+}(z)=Q(z) A_{+}(z) \\
& B_{-}(z)=A_{-}(z) D(z)[Q(z)]^{-1}[D(z)]^{-1}
\end{aligned}
$$

and
(i) $q_{i j}=0$ if $\kappa_{i}>\kappa_{j}$,
(ii) $q_{i j}$ is a constant if $\kappa_{i}=\kappa_{j}$,
(iii) $q_{i j}$ is a polynomial in $\left(z-z_{+}\right) /\left(z-z_{-}\right)$of degree at most $\kappa_{j}-\kappa_{i}$ if $\kappa_{i}<\kappa_{j}$.

We will consider a Wiener-Hopf factorization of rational matrix functions, that is, meromorphic matrix valued functions on the Riemann sphere $\mathbf{C}_{\infty}$. A rational matrix function is said to be regular if it takes nonsingular matrix values at all but a finite number of points. There is an extensive literature of Wiener-Hopf factorization of regular rational matrix functions
(see, e.g., [15]). The necessary and sufficient condition for existence of a canonical Wiener-Hopf factorization of a regular rational matrix function, together with the formulas for the factors, can be found in [3] (Theorems 4.9 and 1.5). The construction of a (not necessarily canonical) Wiener-Hopf factorization of a regular rational matrix function $W$, based on the realization of $W$, is presented in [4]. The formulas for factorization indices at infinity of matrix polynomials are given in [19]. A method to compute the factorization indices of a regular rational matrix function is presented in [1].

If a rational matrix function $W$ admits a canonical Wiener-Hopf factorization relative to a contour, the factorization can be found by means of elementary column and row operations on the function $W$ viewed as a matrix over the field of scalar rational functions. Below, assuming the system theoretic approach of [3] to Wiener-Hopf factorization, we prove a necessary and sufficient condition for existence of a canonical Wiener-Hopf factorization of an arbitrary rational matrix function $W$ in terms of decomposition of the state space in a minimal realization of $W$. We also give formulas for the factors if the condition is satisfied. In Section 5, these results are applied to discrete Wiener-Hopf equations with rational symbols.

## 2. Preliminaries on Rational Matrix Functions

We will denote by $\mathscr{R}$ the field of scalar rational functions, and by $\mathscr{R}^{m \times n}$ the $\mathscr{R}$-linear space of $m \times n$ rational matrix functions. One of the basic tools in studying the properties of a function $W \in \mathscr{R}^{m \times n}$ is a Smith-McMillan factorization of $W$ (see $[22,25]$ ), that is, a factorization $W=E M F$ where $E$ and $F$ are unimodular matrix polynomials and

$$
M(z)=\left[\begin{array}{ccc}
\operatorname{diag}\left(\frac{p_{1}(z)}{q_{1}(z)}, \frac{p_{2}(z)}{q_{2}(z)}, \ldots, \frac{p_{k}(z)}{q_{k}(z)}\right) & 0  \tag{2.1}\\
0 & 0
\end{array}\right]
$$

with the $p_{i}$ 's and $q_{j}$ 's monic polynomials such that $p_{i} \mid p_{i+1}$ $(i=1,2, \ldots, k-1), q_{j+1} \mid q_{j}(j=1,2, \ldots, k-1)$, and $p_{i}, q_{i}$ are relatively prime $(i=1,2, \ldots, k)$. We note that the function (2.1) is unique. It is called the Smith-McMillan form of $W$. The existence of a Smith-McMillan factorization of a function $W \in \mathscr{R}^{m \times n}$ follows immediately from the existence and uniqueness of a Smith normal form of a matrix over a principal ideal (or, more generally, Bezout) domain. Note that the number of nonzero elements in $D$ determines the rank of $W(\lambda)$ at all but a finite number of points $\lambda$. This rank is called the normal rank of $W$.

If the function $W$ has a pole at a point $\lambda \in \mathbf{C}$ then, clearly, some of
$q_{1}, q_{2}, \ldots, q_{k}$ vanish at $\lambda$. The orders of zeros of $q_{1}, q_{2}, \ldots, q_{k}$ at $\lambda$ are called the partial multiplicities of the pole of $W$ at $\lambda$. The sum of partial multiplicities of the pole of $W$ at $\lambda$ is called the (total) multiplicity of the pole of $W$ at $\lambda$. The sum of multiplicities of all poles of $W$ is called the McMillan degree of $W$ (see, e.g., [8]). We say that $W$ has a zero at' $\lambda$ if some of $p_{1}, p_{2}, \ldots, p_{k}$ vanish at $\lambda$. The orders of the zeros of $p_{1}, p_{2}, \ldots, p_{k}$ at $\lambda$ are called the partial multiplicities of the zero of $W$ at $\lambda$. The sum of partial multiplicities of the zero of $W$ at $\lambda$ is called the (total) multiplicity of the zero of $W$ at $\lambda$. The multiplicities of the pole of $W$ at infinity, and the zero and the multiplicities of the zero of $W$ at infinity, are defined to be the multiplicites of the pole at $z=0$, and the zero and the multiplicities of the zero at $z=0$, of the function $H(z)=W\left(z^{-1}\right)$.

The preceding definitions are standard in systems theory. We emphasize that while the definition of a pole of $W$ at a point $z=\lambda$ coincides with the definition of a pole based on the Laurent expansion of $W$ at $\lambda$, the above definition of the zero of $W$ at $\lambda$ does not coincide with the definition based on the Laurent expansion. In particular, $W$ may have a zero at $\lambda$ without vanishing there. Also, $W$ may have a zero and a pole at the same point. The zeros of a function $W$ defined above are sometimes called the directional zeros.

If a function $W \in \mathscr{R}^{m \times n}$ admits a Wiener-Hopf factorization relative to a contour $\Gamma$ then, plainly, $W$ has neither poles nor zeros on $\Gamma$. The converse statement is also true (see Theorem 2.1 in [10] for the regular case and Theorem 3.1 in [11] for the adaptation of the proof in [10] to the nonregular case).

Theorem 2.1. A nonzero function $W \in \mathscr{R}^{m \times n}$ admits a Wiener-Hopf factorization relative to a contour $\Gamma$ if and only if no point of $\Gamma$ is a pole or a zero of $W$.

A function $W \in \mathscr{R}^{m \times n}$ can be represented as an $m \times n$ matrix with entries in $\mathscr{R}$. Another representation, commonly used in systems theory, is in terms of realizations. Suppose the poles of $W$ in the finite plane are located at $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}$. The principal part in the Laurent expansion of $W$ at $z=\lambda_{i}$ can be represented (see [6]) as $C_{i}\left(z-A_{i}\right)^{-1} B_{i}$ with $A_{i}, B_{i}, C_{i}$ matrices. Hence

$$
\begin{equation*}
W(z)=D(z)+C(z-A)^{-1} B \tag{2.2}
\end{equation*}
$$

where $A, B, C$ are matrices and $D(z)$ is a matrix polynomial. The representation (2.2) has been used in [25]. After finding a realization $D_{\infty}+C_{\infty}\left(z-A_{\infty}\right)^{-1} B_{\infty}$ for $D\left(z^{-1}\right)$, with the matrix $A_{\infty}$ nilpotent, we obtain (see [9])

$$
\begin{equation*}
W(z)=D_{\infty}+C(z-A)^{-1} B+C_{\infty}\left(z^{-1}-A_{\infty}\right)^{-1} B_{\infty} . \tag{2.3}
\end{equation*}
$$

The representation (2.3) of $W$ is called a realization (see [7]). We note that if $W$ is proper, that is, analytic at infinity, then the last term on the righthand side of (2.3) does not occur and

$$
\begin{equation*}
W(z)=D+C(z-A)^{-1} B \tag{2.4}
\end{equation*}
$$

where $D=D_{\infty}$. Also, the function (2.4) does not have a zero at infinity if and only if the rank of $D$ is equal to the normal rank of $W$.

The representation (2.4) of a proper function $W \in \mathscr{R}^{m \times n}$ is denoted by $(A, B, C, D)$. It is called a state-space realization of $W$. The matrices $A, B$, $C, D$ are sometimes identified with linear operators acting between finite dimensional spaces. The domain $A$ is called the state space of the realization. A realization $\Theta=(A, B, C, D)$ of $W$ is called minimal if the dimension of its state space is minimal. It can be shown that the dimension of the state space in a minimal realization of $W$ is equal to the McMillan degree of $W$.

If $W \in \mathscr{R}^{m \times n}$, let

$$
W^{o t}=\left\{\phi \in \mathscr{R}^{1 \times m}: \phi W=0\right\}
$$

and let

$$
W^{o r}=\left\{\psi \in \mathscr{R}^{n \times 1}: W \psi=0\right\}
$$

Then $W^{o l}$ and $W^{o r}$ are $\mathscr{R}$-linear subspaces of $\mathscr{R}^{1 \times m}$ and $\mathscr{R}^{n \times 1}$, respectively. If $\lambda \in \mathbf{C}_{\infty}$ and $\Lambda$ is a subspace of $\mathscr{R}^{i \times j}$, we will denote by $\Lambda(\lambda)$ the $\mathbf{C}$-linear subspacc of $\mathbf{C}^{i \times i}$ formed by the valucs at $\lambda$ of those functions in $A$ which are analytic at $\lambda$.

Choose a point $\lambda \in \mathbf{C}_{\infty}$. If $r \in \mathscr{R}$ is a nonzero function, let $|r|_{\lambda}=e^{\gamma}$ where $\gamma$ is an integer such that $(z-\lambda)^{\gamma} r(z)$ (or $z^{-\gamma} r(z)$ if $\lambda=\infty$ ) is analytic, and does not vanish, at $\lambda$. Then $|\cdot|_{\lambda}$ determines a real non-Archimedean valuation of $\mathscr{R}$. If $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathscr{R}^{n}$, let

$$
\|x\|_{\lambda}=\max \left\{\left|x_{1}\right|_{\lambda},\left|x_{2}\right|_{\lambda}, \ldots,\left|x_{n}\right|_{\lambda}\right\}
$$

Then $\left(\mathscr{R}^{n},\|\cdot\|_{\lambda}\right)$ is a non-Archimedean normed space. Subspaces $X$ and $Y$ of $\left(\mathscr{R}^{n},\|\cdot\|_{\lambda}\right)$ are said to be orthogonal (see [21]) if

$$
\|x+y\|_{\lambda}=\max \left\{\|x\|_{\lambda},\|y\|_{\lambda}\right\}
$$

for all $x \in X$ and $y \in Y$. By Proposition 2.3 in [8], $X$ and $Y$ are orthogonal in $\left(\mathscr{R}^{n},\|\cdot\|_{\lambda}\right)$ if and only if

$$
X(\lambda) \cap Y(\lambda)=(0)
$$

where $X(\lambda)$ and $Y(\lambda)$ are as defined in the preceding paragraph.

More generally, if $\sigma$ is a subset of $\mathbf{C}_{\infty}$, we will say that subspaces $X$ and $Y$ of $\mathscr{R}^{n}$ are orthogonal on $\sigma$ if $X$ and $Y$ are orthogonal in $\left(\mathscr{R}^{n},\|\cdot\|_{\dot{\lambda}}\right)$ for each $\lambda \in \sigma$. We will denote the orthogonality of $X$ and $Y$ on $\sigma$ by $X \oplus_{\sigma} Y$. Also, a subspace of $\mathscr{R}^{n}$ generated by constant functions will be called a constant subspace of $\mathscr{R}^{n}$. The map $\Theta$ which sends constant subspaces of $\mathscr{R}^{n}$ to subspaces of $\mathbf{C}^{n}$ via the formula $\Theta(X)=X(\lambda)$, where $\lambda \in \mathbf{C}_{\infty}$ is arbitrary, is bijective. Thus, we can identify subspaces of $\mathbf{C}^{n}$ with constant subspaces of $\mathscr{R}^{n}$. Consequently, the definition of orthogonality of subspaces of $\mathscr{R}^{n}$ on $\sigma$ extends to subspaces of $\mathscr{R}^{n}$ and $\mathbf{C}^{n}$.

Let $V$ be a subspace of $\mathscr{R}^{n}$. One can choose a basis for $V$ consisting of vectors polynomials $v_{1}, v_{2}, \ldots, v_{k}$ so that $\sum_{1 \leqslant i \leqslant k} \operatorname{deg} v_{i}$ is minimal. In any such basis, the degrees of $v_{1}, v_{2}, \ldots, v_{k}$ are unique up to a permutation (see [13]). If $W \in \mathscr{R}^{m \times n}$ and $V=W^{o l}$ (resp. $V=W^{o r}$ ),

$$
\operatorname{deg} v_{1}, \operatorname{deg} v_{2}, \ldots, \operatorname{deg} v_{k}
$$

are called the left (resp. right) Forney indices of $W$. The sum of left (resp. right) Forney indices of $W$ measures how much the column (resp. row) span of $W$ (over $\mathscr{R}$ ) differs from a constant subspace of $\mathscr{R}^{m \times 1}$ (resp. $\mathscr{R}^{1 \times n}$ ).

One of the basic results on rational matrix functions (see [27] or [28]) is that the McMillan degree of a function $W \in \mathscr{R}^{m \times n}$ differs from the sum of multiplicities of all the zeros of $W$ by the sum of its left and right Forney indices. The sum of left and right Forney indices of $W$ is also called the defect of $W$ in the literature (see [20]).

## 3. Factorization of Functions without a Pole or Zero at Infinity

In this section we will consider functions in $\mathscr{R}^{m \times n}$ which have neither a pole nor a zero at infinity. In Theorem 3.7 we will in addition assume that the contour $\Gamma$ is a positively oriented boundary of a region in the finite plane $\mathbf{C}$. The results will be generalized to an arbitrary case in the next section. By a generalized inverse of a matrix $D$ we will understand a (1,2)inverse of $D$, that is, any matrix $D^{\ddagger}$ such that $D D^{\ddagger} D=D$ and $D^{\ddagger} D D^{\ddagger}=D^{\ddagger}$.

Lemma 3.1. Let $(A, B, C, D)$ be a realization of a function $W \in \mathscr{R}^{m \times n}$ without a zero at infinity, and let $D^{\ddagger}$ be a generalized inverse of $D$. Then $\sigma\left(A-B D^{\ddagger} C\right)$ contains all the zeros of $W$.

Proof. Let $k$ be the normal rank of $W$. Since $W$ does not have a zero at infinity, rank $D=k$. Choose $D_{1} \in \mathbf{C}^{m \times k}$ and $D_{2} \in \mathbf{C}^{k \times n}$ such that $D=D_{1} D_{2}$. By Lemma 3.8 in [23], there exist a left inverse $D_{1}^{-L}$ of $D_{1}$ and
a right inverse $D_{2}^{-R}$ of $D_{2}$ such that $D^{\ddagger}=D_{2}^{-R} D_{1}^{-L}$. Let $H(z)=$ $D_{1}^{-L} W(z) D_{2}^{-R}$. The function $H$ is square and takes the value $I$ at infinity. Since $\left(A, B D_{2}^{-R}, D_{1}^{-L} C, I\right)$ is a realization of $H$, the function $G \in \mathscr{R}^{k \times k}$ with a realization $\left(A-B D_{2}^{-R} D_{1}^{-L} C, B D_{2}^{-R},-D_{1}^{-L} C, I\right)$ satisfies the identity $G(z) H(z)=I$. Hence the zeros of $H$ are the poles of $G$, of the same multiplicities. It remains to show that the zeros of $W$ are the zeros of $H$.

Let $E M F$ be a Smith-McMillan factorization of $W$. Partition $E, M$, and $F$ so that

$$
\begin{aligned}
W & =\left[\begin{array}{ll}
E_{1} & E_{2}
\end{array}\right]\left[\begin{array}{cc}
\tilde{M} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
F_{1} \\
F_{2}
\end{array}\right] \\
& =E_{1} \tilde{M} F_{1}
\end{aligned}
$$

with $\tilde{M}$ regular, and let $\tilde{E}(z)=D_{1}^{-L} E_{1}(z), \tilde{F}(z)=F_{1}(z) D_{2}^{-R}$. Then $H_{-}$ $\tilde{E} \tilde{M} \tilde{F}$ and the functions $\widetilde{E}_{1}, \widetilde{F}_{1} \in \mathscr{R}^{k \times k}$ are regular. Suppose the $i$ th diagonal entry of $\tilde{M}$ vanishes at $z=\lambda$, and let $\phi \in \mathscr{R}^{k \times 1}$ be such that $\widetilde{F}(z) \widetilde{\phi}(z)=e_{i}$ (cf. [6]), where $e_{i}$ is the standard vector with 1 in the $i$ th position and zeros elsewhere. Since $\tilde{F}$ is analytic at $z=\lambda$, either $\phi$ has a pole at $z=\lambda$ or $\phi(\lambda) \neq 0$. Let $\psi(z)=(z-\lambda)^{n} \phi(z)$ where $\eta$ is a nonnegative integer such that $\psi$ is analytic and does not vanish at $\lambda$. Then $(H \psi)(\lambda)=0$, so $H$ has a zero at $z=\lambda$.

In fact, if we choose a generalized inverse $D^{\ddagger}$ of $D$ appropriately, then the spectrum of $A^{\times}=A-B D^{\ddagger} C$ can give us a more complete information about the zeros of $W$.

Lemma 3.2. Let $(A, B, C, D)$ be a minimal realization of a function $W \in \mathscr{R}^{m \times n}$ without a zero at infinity, let $\lambda \in \mathbf{C}$, and suppose $D^{\ddagger}$ is a generalized inverse of $D$ such that
(i) the row span of $D^{\ddagger}$ intersects trivially with $W^{o l}(\lambda)$,
(ii) the column span of $D^{\dagger}$ intersects trivially with $W^{0 r}(\lambda)$.

Then the function $W$ has a zero at $\lambda$ if and only if $\lambda \in \sigma\left(A-B D^{\ddagger} C\right)$. Moreover, the partial multiplicities of the zero of $W$ at $\lambda$ coincide with the multiplicities of $\lambda$ as an eigenvalue of $A-B D^{\ddagger} C$.

Proof. We use the notation introduced in the proof of Lemma 3.1. Since conditions (i) and (ii) hold, the matrix polynomials $\tilde{E}$ and $\widetilde{F}$ have nonsingular values at $\lambda$. Hence the function $H$ has a zero (resp. a pole) at $\lambda$ if and only if $W$ has a zero (resp. a pole) at $\lambda$. Also, the partial multiplicities of the zero (resp. a pole) of the function $H$ at $\lambda$ are equal to the partial multiplicities of the zero (resp. a pole) of the function $W$ at $\lambda$. Choose a nonsingular matrix $S$ such that

$$
S A S^{-1}=\left[\begin{array}{ccc}
A_{1} & * & *  \tag{3.1}\\
0 & A_{0} & * \\
0 & 0 & A_{2}
\end{array}\right], \quad S B D_{2}^{-R}=\left[\begin{array}{c}
* \\
B_{0} \\
0
\end{array}\right], \quad D_{1}^{-L} C S^{-1}=\left[\begin{array}{lll}
0 & C_{0} & *
\end{array}\right]
$$

and $\left(A_{0}, B_{0}, C_{0}, D\right)$ is a minimal realization of $H$ (cf. Theorem 3.2 in [3]). Since the total multiplicity of the pole of $H$ at $\lambda$ is equal to the total multiplicity of the pole of $W$ at $\lambda$, and $(A, B, C, D)$ is a minimal realization of $W, \lambda \notin \sigma\left(A_{1}\right) \cup \sigma\left(A_{2}\right)$. Hence the Jordan blocks with the eigenvalue $\lambda$ in the Jordan forms of $A-B D^{\ddagger} C$ and $A_{0}-B_{0} C_{0}$ coincide. Since the partial multiplicities of the zero of $H$ at $\lambda$ are equal to the multiplicities of $\lambda$ as an eigenvalue of $A_{0}-B_{0} C_{0}$ (see, e.g., [7]), the assertion follows.

Iemma 3.2 has the following corollary.
Proposition 3.3. Let $(A, B, C, D)$ be a minimal realization of $a$ function $W \in \mathscr{R}^{m \times n}$ without a zero at infinity, let $\sigma \subset \mathbf{C}$, and suppose $D^{\ddagger}$ is a generalized inverse of $D$ such that
(i) the row span of $D^{\ddagger}$ is orthogonal to $W^{o t}$ on $\sigma$,
(ii) the column span of $D^{\ddagger}$ is orthogonal to $W^{o r}$ on $\sigma$.

Then the function $W$ has a zero at a point $\lambda \in \sigma$ if and only if $\lambda \in \sigma\left(A-B D^{\ddagger} C\right)$. Moreover, the partial multiplicities of the zero of $W$ at $\lambda$ coincide with the multiplicities of $\lambda$ as an eigenvalue of $A-B D^{\ddagger} C$.

We can find a generalized inverse of $D$ which satisfies the hypotheses of Proposition 3.3 whenever the set $\sigma$ is finite.

Lemma 3.4. Let $X$ be a $k$-dimensional subspace of $\mathscr{R}^{n}$ and let $\sigma=\left\{\lambda_{i} \in \mathbf{C}_{\infty}: 1 \leqslant i \leqslant r\right\}$. Then there exists an $(n-k)$-dimensional subspace $\Lambda$ of $\mathbf{C}^{n}$ such that $A \oplus_{\sigma} X$.

Lemma 3.4 (cf. Corollary 3.4 in [2]) follows immediately from the Baire Category Theorem. One can find $A$ by picking $n-k$ linearly independent vectors in $\mathbf{C}^{n}$ whose span intersects trivially with $\bigcup_{i=1}^{r} X\left(\lambda_{i}\right)$. Lemma 3.4 has the following corollary.

Lemma 3.5. Let $W \in \mathscr{R}^{m \times n}$ be a function without a pole or a zero at infinity, let $D=W(\infty)$, and let $\sigma=\left\{\lambda_{i} \in \mathbf{C}: 1 \leqslant i \leqslant r\right\}$ be a finite set. Then there exists a generalized inverse $D^{\ddagger}$ of $D$ such that
(i) the row span of $D^{\ddagger}$ and $W^{o t}$ are orthogonal on $\sigma$,
(ii) the column span of $D^{\ddagger}$ and $W^{o r}$ are orthogonal on $\sigma$.

Proof. Let $k$ be the normal rank of $W$. By Lemma 3.4, we can find an ( $m-k$ )-dimensional subspace $\Lambda_{\text {row }}$ of $\mathbf{C}^{1 \times m}$ and an $(n-k)$-dimensional subspace $\Lambda_{\text {col }}$ of $\mathbf{C}^{n \times 1}$ such that $\Lambda_{\text {row }} \oplus_{\sigma \cup\{\infty\}} W^{o l}$ and $\Lambda_{c o l} \oplus_{\sigma \cup\{\infty\}} W^{o r}$. Then the generalized inverse $D^{\ddagger}$ of $D$ with the column and row spans equal to $\Lambda_{\text {col }}$ and $\Lambda_{\text {row }}$, respectively, satisfies conditions (i) and (ii).

Remark. If $D^{\ddagger}$ is any generalized inverse of $D$, then the row span of $D^{\ddagger}$ is orthogonal to $W^{o l}$, and the column span of $D^{\ddagger}$ is orthogonal to $W^{o r}$, on the whole Riemann sphere $\mathbf{C}_{\infty}$ except for a finite number of points. This follows from the fact that the row and column spans of $D^{\ddagger}$ are orthogonal to $W^{o l}$ and $W^{o r}$ at infinity, and hence the rational matrix functions

$$
\left[\begin{array}{c}
P_{\kappa_{l}}(z) \\
D^{\ddagger}
\end{array}\right] \quad \text { and } \quad\left[P_{\kappa_{r}}(z) D^{\ddagger}\right]
$$

where $P_{\kappa_{l}}$ and $P_{\kappa_{r}}$ are such that the rows of $P_{\kappa_{t}}$ form a basis for $W^{o l}$ and the columns of $P_{\kappa_{r}}$ form a basis for $W^{o r}$, are regular. In Lemma 3.5, a finite set $\sigma$ is given a priori, and we can actually compute a generalized inverse $D^{\ddagger}$ of $D$ which satisfies conditions (i) and (ii).

If $(A, B, C, D)$ is a minimal realization of a function $W \in \mathscr{R}^{m \times n}$, the zeros of $W$ are precisely (see Theorem 4.1 in [25, Chap. 3]) the points of the complex plane where the singular pencil

$$
\left[\begin{array}{cc}
z-A & B \\
-C & D
\end{array}\right]
$$

loses rank. If $W$ does not have a zero at infinity, Lemmas 3.1, 3.4, and 3.5 imply the following equivalent characterization of the set of zeros of $W$.

Proposition. 3.6. Let $(A, B, C, D)$ be a minimal realization of a function $W \in \mathscr{R}^{m \times n}$ without a zero at infinity. Then

$$
\begin{equation*}
\bigcap \sigma\left(A-B D^{\ddagger} C\right) \tag{3.2}
\end{equation*}
$$

with the intersection taken over all generalized inverses $D^{\ddagger}$ of $D$, is the set of zeros of $W$.

Proposition 3.6 generalizes the well known fact that if $(A, B, C, D)$ is a minimal realization of a function $W \in \mathscr{R}^{n \times n}$ and the matrix $D$ is invertible, then the zeros of $W$ are precisely the points of spectrum of $A-B D^{-1} C$.

The following theorem gives a necessary and sufficient condition for existence of a canonical Wiener-Hopf factorization relative to a contour of a function $W \in \mathscr{R}^{m \times n}$ without a pole or zero at infinity. If $\Gamma$ is a positively oriented boundary of a region in the finite plane $C$ and $A$ is a linear
operator whose spectrum does not meet $\Gamma, P(A ; \Gamma)$ will denote the projection induced by the part of the spectrum of $A$ inside $\Gamma$ according to the formula

$$
P(A ; \Gamma)=\frac{1}{2 \pi i} \int_{\Gamma}(z-A)^{-1} d z
$$

Theorem. 3.7. Let $\Theta=(A, B, C, D)$ be a minimal realization of $a$ function $W \in \mathscr{R}^{m \times n}$ and suppose all the zeros of $W$ are contained in a set $\sigma=\left\{\lambda_{i} \in \mathbf{C}: 1 \leqslant i \leqslant r\right\}$. Let $\Gamma$ be a contour which is a positively oriented boundary of a region in the finite plane and which does not meet $\sigma \cup \sigma(A)$, and put $X_{i}=\operatorname{Im} P(A ; \Gamma)$. Choose a generalized inverse $D^{\ddagger}$ of $D$ such that the row span of $D^{\ddagger}$ is orthogonal on $\sigma$ to $W^{o l}$ and the column span of $D^{\ddagger}$ is orthogonal on $\sigma$ to $W^{o r}$. Let $A^{\times}=A-B D^{\ddagger} C$, let

$$
\Omega_{\min }=\operatorname{Im} \sum\left\{\lim _{i \rightarrow 0^{+}} \int_{0}^{2 \pi}\left(\lambda_{i}+\varepsilon e^{\varphi i}-A^{\times}\right)^{-1} d \varphi: 1 \leqslant i \leqslant r, \lambda_{i} \text { is outside } \Gamma\right\},
$$

and let

$$
\Omega_{\max }=\operatorname{Ker} \sum\left\{\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{2 \pi}\left(\lambda_{i}+\varepsilon e^{\varphi i}-A^{\times}\right)^{-1} d \varphi: 1 \leqslant i \leqslant r, \lambda_{i} \text { is outside } \Gamma\right\} .
$$

Then the function $W$ admits a canonical Wiener-Hopf factorization relative to $\Gamma$ if and only if the state space $X$ of $\Theta$ contains a subspace $X_{2}$ complementary to $X_{1}$ such that
(i) $X_{2}$ is invariant under $A^{\times}$and $\Omega_{\text {min }} \subset X_{2} \subset \Omega_{\text {max }}$,
(ii) the matrix representations of $A, B, C$ with respect to the decomposition $X_{1} \dot{+} X_{2}$

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], \quad\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], \quad\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]
$$

are such that the row span of $B_{1}$ is contained in the row span of $D$ and the column span of $C_{2}$ is contained in the column span of $D$.

Moreover, suppose conditions (i) and (ii) hold for an appropiate $X_{2}$, and let $k$ be the normal rank of $W$. Then $W_{1} W_{2}$ is a canonical Wiener-Hopf factorization of $W$ relative to $\Gamma$ and only if

$$
\begin{equation*}
W_{1}(z)=D_{1}+C_{1}\left(z-A_{11}\right)^{-1} B_{1} D_{2}^{-R} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{2}(z)=D_{2}+D_{1}^{-L} C_{2}\left(z-A_{22}\right)^{-1} B_{2}, \tag{3.4}
\end{equation*}
$$

where $D_{1} \in \mathbf{C}^{m \times k}$ and $D_{2} \in \mathbf{C}^{k \times n}$ are such that $D=D_{1} D_{2}$, and $D_{1}^{-L} \in \mathbf{C}^{k \times m}$ and $D_{2}^{-R} \in \mathbf{C}^{n \times k}$ are one-sided inverses of $D_{1}$ and $D_{2}$ such that $D^{+}=D_{2}^{-R} D_{1}^{-L}$.

Proof. Let $X_{2}$ with $\Omega_{\text {min }} \subset X_{2} \subset \Omega_{\text {max }}$ be such that $X=X_{1} \dot{+} X_{2}$ and (i) and (ii) hold. Choose $D_{1} \in \mathbf{C}^{m \times k}$ and $D_{2} \in C^{k \times n}$ such that $D=D_{1} D_{2}$. By Lemma 3.8 in [23], there exist one-sided inverses $D_{1}^{-L}$ and $D_{2}^{-R}$ of $D_{1}$ and $D_{2}$ such that $D^{\ddagger}=D_{2}^{-R} D_{1}^{-L}$. It follows from the definition of $X_{1}$ that $A\left(X_{1}\right) \subset X_{1}$. Hence, by Theorem 3.1 in [23], $W=W_{1} W_{2}$ where $W_{1}$ and $W_{2}$ are as in (3.3) and (3.4). By Lemma 1.4 in [3], $\sigma\left(A_{11}\right)$ is the part of the spectrum of $A$ inside $\Gamma$ and $\sigma\left(A_{22}\right)$ is the part of the spectrum of $A$ outside $I$. Thus, both $W_{1}$ and $W_{2}$ are analytic on $\Gamma, W_{1}$ is analytic outside $\Gamma$, and $W_{2}$ is analytic inside $\Gamma$.

Suppose $\lambda \in \sigma$ is a point of spectrum of $A_{22}-B_{2} D^{\ddagger} C_{2}$ inside $\Gamma$. Then for some $x \in X_{2}$

$$
2 \pi i x=\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{2 \pi}\left(\lambda+\varepsilon e^{\varphi i}-A^{\times}\right)^{-1} x d \varphi \neq 0
$$

and $X_{2} \not \not \subset \Omega_{\text {max }}$, a contradiction. Similarly, if $\lambda \in \sigma$ is a point of spectrum of $A_{11}-B_{1} D^{\ddagger} C_{1}$ outside $\Gamma$, then $\Omega_{\text {min }} \not \subset X_{2}$, a contradiction. Since $W_{1} W_{2}$ is a minimal factorization of $W$ (see [26]), $\sigma$ contains all the zeros of $W_{1}$ and $W_{2}$. Consequently, by Lemma 3.2, all the zeros of $W_{1}$ are inside $\Gamma$ and all the zeros of $W_{2}$ are outside $\Gamma$. Assume without loss of generality that 0 is inside $\Gamma$ and $\infty$ is outside $\Gamma$. Let $E M F$ be a Smith-McMillan factorization of $W_{2}$, let $\widetilde{E}$ and $\tilde{F}$ be multiplicative inverses of $E$ and $F$, and, if $M=\left[\operatorname{diag}\left(p_{1} / q_{1}, p_{2} / q_{2}, \ldots, p_{k} / q_{k}\right) 0\right]$, let

$$
\tilde{M}=\left[\begin{array}{c}
\operatorname{diag}\left(\frac{q_{1}}{p_{1}}, \frac{q_{2}}{p_{2}}, \ldots, \frac{q_{k}}{p_{k}}\right) \\
0
\end{array}\right]
$$

Then $\tilde{W}_{2}=\tilde{F} \tilde{M} \tilde{E} \in \mathscr{R}^{n \times k}$ is analytic inside, and on, $\Gamma$ and $W_{2}(z) \tilde{W}_{2}(z)=I$ for all $z$ inside and on $\Gamma$. Similarly, after considering a Smith-McMillan factorization of a function $W_{1}\left(z^{-1}\right)$, one can see that there is a function $\tilde{W}_{1} \in \mathscr{R}^{k \times m}$ which is analytic outside, and on, $\Gamma$ such that $\tilde{W}_{1}(z) W_{1}(z)=I$ for all $z$ outside and on $\Gamma$. Thus, $W_{1} W_{2}$ is a canonical Wiener-Hopf factorization of $W$ relative to $\Gamma$.

If $\tilde{W}_{1} \tilde{W}_{2}$ is another canonical Wiener-Hopf factorization of $W$ relative to $\Gamma$ then, by Theorem 1.1, $\tilde{W}_{1}(z)=W_{1}(z) S$ and $\tilde{W}_{2}(z)=S^{-1} W_{2}(z)$ for some nonsingular matrix $S \in \mathbf{C}^{k \times k}$. So

$$
\tilde{W}_{1}(z)=D_{1} S+C_{1}\left(z-A_{11}\right)^{-1} B_{1} D_{2}^{-R} S
$$

and

$$
\tilde{W}_{2}(z)=S^{-1} D_{2}+S^{-1} D_{1}^{-L} C_{2}\left(z-A_{22}\right)^{-1} B_{2} .
$$

Clearly, $D=\left(D_{1} S\right)\left(S^{-1} D_{2}\right)$ and $D^{\ddagger}=\left(D_{2}^{-R} S\right)\left(S^{-1} D_{1}^{-L}\right)$. Thus, the second assertion in the theorem is valid. It remains to show that if $W$ admits a canonical Wiener-Hopf factorization relative to the contour $\Gamma$ then there exists a subspace $X_{2}$ of the state space $\Theta$ which has the required properties.
Suppose $W_{1} W_{2}$ is a canonical Wiener-Hopf factorization of $W$ relative to the contour $\Gamma$. Let $\Theta_{i}=\left(A_{i}, B_{i}, C_{i}, D_{i}\right)$ be a minimal realization of $W_{i}$ ( $i=1,2$ ). Then (see e.g., [5]) $\Theta$ is similar to

$$
\left(\left[\begin{array}{cc}
\mathrm{A}_{1} & B_{1} C_{2}  \tag{3.5}\\
0 & B_{2}
\end{array}\right],\left[\begin{array}{c}
B_{1} D_{2} \\
A_{2}
\end{array}\right],\left[\begin{array}{ll}
C_{1} & D_{1} C_{2}
\end{array}\right], D\right) .
$$

In fact, the first three matrices in (3.5) represent $A, B, C$ with respect to the decomposition $X=X_{1} \dot{+} X_{2}$, where $X_{1}=\operatorname{Im} P(A ; \Gamma)$ and $X_{2}$ can be expressed in terms of some similarity matrix $S$. Clearly, condition (ii) holds and, by Theorem 3.1 in [23], the subspace $X_{2}$ is invariant under $A^{\times}$. Let $D_{1}^{-L}$ be a left inverse of $D_{1}$ and let $D_{2}^{-R}$ be a right inverse of $D_{2}$ such that $D^{\ddagger}=D_{2}^{-R} D_{1}^{-L}$. Since $W_{2}$ has no zeros inside $\Gamma$ and $W$ and $W_{2}$ have the same column span (over $\mathscr{R}$ ), by Proposition 3.3, $\sigma$ does not meet $\sigma\left(A_{2}-B_{2} D_{2}^{-R} C_{2}\right)$ inside $\Gamma$. Hence $X_{2} \subset \Omega_{\text {max }}$. Since $W_{1}$ has no zeros outside $\Gamma$, by Proposition 3.3, $\sigma$ does not meet $\sigma\left(A_{1}-B_{1} D_{1}^{-L} C_{1}\right)$ outside $\Gamma$. Hence

$$
\begin{equation*}
\frac{1}{2 \pi i} \sum\left\{\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{2 \pi}\left(\lambda_{i}+\varepsilon e^{\varphi i}-A^{\times}\right)^{-1} d \varphi: 1 \leqslant i \leqslant r, \lambda_{i} \text { is outside } \Gamma\right\} \tag{3.6}
\end{equation*}
$$

maps $X_{1}$ into $X_{2}$. Since $A^{\times}\left(X_{2}\right) \subset X_{2}$, the projection (3.6) maps $X_{2}$ into $X_{2}$. Thus $\Omega_{\text {min }} \subset X_{2}$.

Note that the dimension of the space $X_{2}$ in Theorem 3.7 is uniquely determined by the function $W$ and the contour $\Gamma$. Indeed, $W$ and $\Gamma$ determine uniquely the dimensions of $\Omega_{\text {min }}$ and $\Omega_{\max }$, and $\operatorname{dim} X_{2}$ is related to $\operatorname{dim} \Omega_{\text {minin }}$ (and $\operatorname{dim} \Omega_{\text {max }}$ ) as follows. Let $N_{L}$ be the sum of the left Forney indices of $W$ and let $N_{R}$ be the sum of right Forney indices of $W$. Suppose $W_{1} W_{2}$ with $W_{1}$ and $W_{2}$ as in (3.3) and (3.4) is a canonical Wiener-Hopf factorization of $W$ relative to $\Gamma$. Then $W_{1}^{o l}=W^{o l}$ and $W_{2}^{o r}=W^{o r}$, and so $N_{L}$ is the sum of all (left and right) Forney indices of $W_{1}$ and $N_{R}$ is the sum of all Forney indices of $W_{2}$. Hence $N_{L}$ is the difference between the McMillan degree of $W_{1}$ and the sum of multiplicities of all zeros of $W_{1}$, and $N_{R}$ is the difference between the McMillan degree of $W_{2}$ and the sum of multiplicities of all zeros of $W_{2}$. Now, by Proposition 3.3, $\operatorname{dim} \Omega_{\text {min }}$ is equal to the sum of multiplicities of the zeros of $W$ outside $\Gamma$ and ( $\operatorname{dim} X-\operatorname{dim} \Omega_{\max }$ ) is equal to the sum of multiplicities of the zeros of $W$ inside $\Gamma$. Consequently,

$$
\operatorname{dim} X_{2}-\operatorname{dim} \Omega_{\min }=N_{R}
$$

and

$$
\operatorname{dim} \Omega_{\max }-\operatorname{dim} X_{2}=\operatorname{dim} X_{1}-\left(\operatorname{dim} X-\operatorname{dim} \Omega_{\max }\right)=N_{L} .
$$

The result of this argument is summarized in the following proposition.
Proposition. 3.8. Suppose a function $W \in \mathscr{R}^{m \times m}$ without a pole or a zero at infinity admits a Wiener-Hopf factorization relative to a countour $\Gamma$. Then, in the notation of Theorem 3.7,

$$
\operatorname{dim} X_{2}-\operatorname{dim} \Omega_{\min }=N_{R}
$$

and

$$
\operatorname{dim} \Omega_{\max }-\operatorname{dim} X_{2}=N_{L},
$$

where $N_{L}$ and $N_{R}$ are the sums of left and right Forney indices of $W$, respectively.

Consequently, Theorem 3.7 can be specialized as follows.
Theorem 3.9. Let $\Theta=(A, B, C, D)$ be a minimal realization of a function $W \in \mathscr{R}^{m \times n}$ and suppose all the zeros of $W$ are contained in a set $\sigma=\left\{\lambda_{i} \in \mathrm{C}: 1 \leqslant i \leqslant r\right\}$. Let $N_{L}$ and $N_{R}$ be the sums of left and right Forney indices of $W$, and suppose $N_{L} N_{R}=0$. Let $\Gamma$ be a contour which is a positively oriented boundary of a region in the finite plane and which does not meet $\sigma \cup \sigma(A)$, and put $X_{1}=\operatorname{Im} P(A ; \Gamma)$. Choose a generalized inverse $D^{\ddagger}$ of $D$ such that the row span of $D^{\ddagger}$ is orthogonal on $\sigma$ to $W^{\text {ol }}$ and the column span of $D^{\ddagger}$ is orthogonal on $\sigma$ to $W^{\text {or }}$. Let $A^{\times}=A-B D^{\ddagger} C$, let

$$
X_{2}=\operatorname{Im} \sum\left\{\lim _{c} \int_{0^{+}}^{2 \pi}\left(\lambda_{0}+\varepsilon e^{\varphi i}-A^{\times}\right)^{-1} d \varphi: 1 \leqslant i \leqslant r, \lambda_{i} \text { is outside } \Gamma\right\}
$$

if $N_{R}=0$, and let

$$
X_{2}=\operatorname{Ker} \sum\left\{\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{2 \pi}\left(\lambda_{i}+\varepsilon e^{\varphi i}-A^{\times}\right)^{-1} d \varphi: 1 \leqslant i \leqslant r, \lambda_{i} \text { is inside } \Gamma\right\}
$$

otherwise. Then the function $W$ admits a canonical Wiener-Hopf factorization relative to $\Gamma$ if and only if $X_{2}$ complements $X_{1}$, in the state space $X$ of $\Theta$ and the matrix representations of $A, B, C$ with respect to the decomposition $X_{1}+X_{2}$

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], \quad\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], \quad\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]
$$

are such that the row span of $B_{1}$ is contained in the row span of $D$ and the column span of $C_{2}$ is contained in the column span of $D$.

Moreover, suppose $W$ admits a canonical Wiener-Hopf factorization relative to $\Gamma$, and let $k$ be the normal rank of $W$. Then $W_{1} W_{2}$ is a canonical Wiener-Hopf factorization of $W$ relative to $\Gamma$ if and only if

$$
\begin{equation*}
W_{1}(z)=D_{1}+C_{1}\left(z-A_{11}\right)^{-1} B_{1} D_{2}^{-R} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{2}(z)=D_{2}+D_{1}^{-L} C_{2}\left(z-A_{22}\right)^{-1} B_{2} \tag{3.8}
\end{equation*}
$$

where $D_{1} \in \mathbf{C}^{m \times k}$ and $D_{2} \in \mathbf{C}^{k \times n}$ are such that $D=D_{1} D_{2}$, and $D_{1}^{-L} \in \mathbf{C}^{k \times m}$ and $D_{2}^{-R} \in \mathbf{C}^{n \times k}$ are one-sided inverses of $D_{1}$ and $D_{2}$ such that $D^{\ddagger}=D_{2}^{-R} D_{1}^{-L}$.

## 4. Factorization of Functions with Poles or Zeros at Infinity

Suppose that a function $W \in \mathscr{R}^{m \times n}$ with a realization (2.3) has a pole or a zero at infinity. Choose a point $\alpha \in \mathbf{C}$ such that the matrices $(\alpha-A)$ and $\left(I-\alpha A_{\infty}\right)$ are invertible. Then (see [24]; cf. [16])

$$
\begin{equation*}
W(z)=D_{\alpha}+C_{\alpha}\left(\frac{1}{z-\alpha}-A_{\alpha}\right)^{-1} B_{\alpha} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{array}{ll}
A_{\alpha}=\left[\begin{array}{cc}
-(\alpha-A)^{-1} & 0 \\
0 & \left(I-\alpha A_{\infty}\right)^{-1} A_{\infty}
\end{array}\right], & B_{\alpha}=\left[\begin{array}{c}
-(\alpha-A)^{-2} B \\
\left(I-\alpha A_{\infty}\right)^{-2} B_{\infty}
\end{array}\right], \\
C_{\alpha}=\left[\begin{array}{ll}
C & C_{\infty}
\end{array}\right], & D_{\alpha}=W(\alpha) .
\end{array}
$$

The representation (4.1) of $W$ is called a centered realization and is denoted by $\left(A_{\alpha}, B_{\alpha}, C_{\alpha}, D_{\alpha}, \alpha\right)$. A realization $\Theta=(A, B, C, D, \alpha)$ of a function $W \in \mathscr{R}^{m \times n}$ is said to be minimal if the size of the matrix $A$ is $\delta(W) \times \delta(W)$, wherc $\delta(W)$ is the McMillan degree of $W$. We will call the domain of the operator corresponding to the matrix $A$ in the realization $\Theta$ the state space of the realization.

Since $(A, B, C, D, \alpha)$ is a minimal centered realization of a function $W \in \mathscr{R}^{m \times n}$ if and only if $(A, B, C, D)$ is a minimal realization of a function $H(z)=W((\alpha z+1) / z)$, all the results of Section 3 can be immediately extended to an arbitrary rational matrix function $W$ and a contour which is a positively oriented boundary of a region on the Riemann sphere. We state the generalization of Theorem 3.7. Below, the symbol $T_{1 /(z-\alpha)}$ will denote the Möbius transformation which sends $z$ to $1 /(z-\alpha)$.

Theorem 4.1. Let $\Theta=(A, B, C, D, \alpha)$ be a minimal realization of $a$ function $W \in \mathscr{R}^{m \times n}$, and let $\Gamma$ be a contour such that $\alpha$ is outside $\Gamma$. Suppose all the zeros of $W$ are contained in a set $\sigma=\left\{\lambda_{i} \in \mathbf{C}_{\infty} \backslash\{\alpha\}: 1 \leqslant i \leqslant r\right\}$ and $I$ does not meet $\sigma \cup\left\{\lambda \in \mathbf{C}_{\infty}: 1 /(\lambda-\alpha) \in \sigma(A)\right\}$. Let $\widetilde{\Gamma}=T_{1 /(z-\alpha)}(\Gamma)$, and put $X_{1}=\operatorname{Im} P(A ; \tilde{\Gamma})$. Choose a generalized inverse $D^{\ddagger}$ of $D$ such that the row span of $D^{\ddagger}$ is orthogonal on $\sigma$ to $W^{o l}$ and the column span of $D^{\ddagger}$ is orthogonal on $\sigma$ to $W^{o r}$. Let $A^{\times}=A-B D^{\ddagger} C$, let

$$
\begin{gathered}
\Omega_{\min }=\operatorname{Im} \sum\left\{\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{2 \pi}\left(\frac{1}{\lambda_{i}-\alpha}+\varepsilon e^{\varphi i}-A^{\times}\right)^{-1} \delta \varphi:\right. \\
\left.1 \leqslant i \leqslant r, \lambda_{i} \text { is outside } \Gamma\right\}
\end{gathered}
$$

and let

$$
\begin{gathered}
\Omega_{\min }=\operatorname{Ker} \sum\left\{\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{2 \pi}\left(\frac{1}{\lambda_{i}-\alpha}+\varepsilon e^{\varphi i}-A^{\times}\right)^{-1} \delta \varphi:\right. \\
\left.1 \leqslant i \leqslant r, \lambda_{i} \text { is outside } \Gamma\right\}
\end{gathered}
$$

Then the function $W$ admits a canonical Wiener-Hopf factorization relative to $\Gamma$ if and only if the the state space $X$ of $\Theta$ contains a subspace $X_{2}$ complementary to $X_{1}$ such that
(i) $X_{2}$ is invariant under $A^{\times}$and $\Omega_{\text {min }} \subset X_{2} \subset \Omega_{\text {max }}$,
(ii) the matrix representations of $A, B, C$ with respect to the decomposition $X_{1} \dot{+} X_{2}$

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], \quad\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right], \quad\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right]
$$

are such that the row span of $B_{1}$ is contained in the row span of $D$ and the column span of $C_{2}$ is contained in the column span of $D$.
Moreover, suppose conditions (i) and (ii) hold for an appropiate $X_{2}$, and let $k$ be the normal rank of $W$. Then $W_{1} W_{2}$ is a canonical Wiener-Hopf factorization of $W$ relative to $\Gamma$ if and only if

$$
W_{1}(z)=D_{1}+C_{1}\left(\frac{1}{z-\alpha}-A_{11}\right)^{-1} B_{1} D_{2}^{-R}
$$

and

$$
W_{2}(z)=D_{2}+D_{1}^{-L} C_{2}\left(\frac{1}{z-\alpha}-A_{22}\right)^{-1} B_{2}
$$

where $D_{1} \in \mathbf{C}^{m \times k}$ and $D_{2} \in \mathbf{C}^{k \times n}$ are such that $D=D_{1} D_{2}$, and $D_{1}^{-L} \in \mathbf{C}^{k \times m}$ and $D_{2}^{-R} \in \mathbf{C}^{n \times k}$ are one-sided inverses of $D_{1}$ and $D_{2}$ such that $D^{\ddagger}=D_{2}^{-\kappa} D_{1}^{-L}$.

Proof. A point $\lambda$ is a pole of a rational matrix function $w(z)$ inside (resp. outside) and on the contour $\Gamma$ if and only if the point $\bar{\lambda}=1 /(\lambda-\alpha)$ is a pole of the function

$$
h(z)=w\left(\frac{\alpha z+1}{z}\right)
$$

inside (resp. outside) and on the contour $\tilde{\Gamma}$. So the theorem follows from Theorem 3.7.

We note that Theorem 3.9 can be restated in the setting of Theorem 4.1.

## 5. Discrete Wiener-Hopf Equations

We consider now the equation

$$
\begin{equation*}
\sum_{k=0}^{\infty} A_{j-k} x_{k}=c_{j} \quad(j=0,1,2, \ldots) \tag{5.1}
\end{equation*}
$$

where $A_{j}(j=0, \pm 1, \pm 2, \ldots)$ are complex $m \times n$ matrices such that

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty}\left\|A_{j}\right\|<\infty \tag{5.2}
\end{equation*}
$$

and $\left\{c_{j}\right\}_{j=0}^{\infty} \in l_{p}^{m}$. Here $l_{p}^{m}$ is the product of $m$ copies of $l_{p}(p \geqslant 1)$, with the norm of ( $x_{1}, x_{2}, \ldots, x_{m}$ ) equal to the sum of the norms of the components. Suppose $\left\{\xi_{j}\right\}_{j=0}^{\infty} \in l_{p}^{n}$ is a solution of (5.1). Putting $\xi_{j}=0(j=-1,-2, \ldots)$, we obtain

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty} A_{j-k} \xi_{k}=c_{j} \quad(j=0, \pm 1, \pm 2, \ldots) \tag{5.3}
\end{equation*}
$$

where $c_{-1}, c_{-2}, \ldots$ are defined by (5.3). Multiplying both sides of (5.3) by $z^{j}$ and summing over $j$, we obtain

$$
\begin{equation*}
A(z) \xi_{+}(z)-c_{\ldots}(z)=c_{+}(z) \tag{5.4}
\end{equation*}
$$

where

$$
\begin{align*}
A(z)=\sum_{j=-\infty}^{\infty} z^{j} A_{j}, & c_{+}(z)=\sum_{j=0}^{\infty} z^{j} c_{j}, \\
\xi_{+}(z)=\sum_{j=0}^{\infty} z^{j} \xi_{j}, & c_{-}(z)=\sum_{j=-\infty}^{-1} z^{j} c_{j} . \tag{5.5}
\end{align*}
$$

We will identify an element $\left\{c_{j}\right\}_{j=0}^{\infty} \in l_{p}^{i}, i$ a positive integer, with the series $\sum_{j=0}^{\infty} z^{j} c_{j}$. The image of $l_{p}^{i}$ under this identification will be denoted by $l_{p}^{i+}$. The space of series $\sum_{j=-\infty}^{-1} z^{j} c_{j}$ such that $\left\{c_{j}\right\}_{j=1}^{\infty} \in l_{p}^{i}$ will be denoted by $l_{p}^{i-}$. The projection

$$
\sum_{j=-\infty}^{\infty} z^{j} c_{j} \rightarrow \sum_{j=0}^{\infty} z^{j} c_{j}
$$

will be denoted by $\pi_{+}$.
The case when the symbol $A$ of Eq.(5.1) is square, and its determinant does not vanish at any point of the unit circle $\mathscr{T}$, has been considered in [17] (see also [3]). Here we assume that the symbol $A$ is a rational matrix function with a constant rank on $\mathscr{T}$. We characterize first elements $\left\{c_{j}\right\}_{j=0}^{\infty}$ for which Eq. (5.1) is consistent. Let $T_{A}$ denote the Toeplitz operator defined by (5.1), that is,

$$
T_{A}\left(\left\{\xi_{j}\right\}_{j=0}^{\infty}\right)=\left\{\sum_{k=0}^{\infty} A_{j-k} \xi_{k}\right\}_{j=0}^{\infty}
$$

Proposition 5.1. Suppose the symbol $A$ of Eq. (5.1) is a rational matrix function with a constant rank on the unit circle. Then the range of $T_{A}$ is closed.

Proof. It follows from (5.4) that

$$
\begin{equation*}
T_{A}=\pi_{+} M_{A} \tag{5.6}
\end{equation*}
$$

where $M_{A}$ is the multiplication operator with symbol $A$. Plainly, $T_{A}$ is continuous. Let $A D A_{+}$with $D(z)=\operatorname{diag}\left(z^{\kappa_{1}}, z^{\kappa_{2}}, \ldots, z^{\kappa_{k}}\right)$ be a Wiener-Hopf factorization of $A$ relative to the unit circle $\mathscr{T}$. Then $M_{A_{+}}$maps $l_{p}^{m+}$ onto $l_{p}^{k+}$, and we may assume that $k=m$ and $A=A_{-} D$. Suppose that all the indices of the factorization are nonnegative, and let $A_{-}^{-L}$ be a rational matrix function analytic outside the unit disc such that $A_{-}^{-L}(z) A_{-}(z)=I$. Then, by (5.4),

$$
\left.\xi_{+}(z)=M_{(D(z))^{-1}} \pi_{+} M_{A_{-}^{-L}\left(c_{+}\right.}(z)\right)
$$

for every $c_{+}$in the range of $T_{A}$ and $T_{A}$ is an open map from $l_{p}^{n}$ onto its range $R$ in $l_{p}^{m}$. So $R$ is a closed subspace of $l_{p}^{m}$. If some indices of the factorization are negative, the range of $T_{A}$ differs from $R$ by at most a finite dimensional space, and so it is closed.

The characterization of the range of $T_{A}$ in [17] carries over to our setting. If $x, y \in \mathbf{C}^{m}$, let $(x, y)$ denote the sum of the products of the corresponding coordinates of $x$ and $y$. Also, let $q \geqslant 1$ be such that $1 / p+1 / q=1$.

Proposition 5.2. Suppose the symbol of Eq. (5.1) is a rational matrix function with a constant rank on the unit circle. Then Eq. (5.1) has a solution in $l_{p}^{n}$ if and only if

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left(c_{j}, u_{j}\right)=0 \tag{5.7}
\end{equation*}
$$

for every $\left\{u_{j}\right\}_{j=0}^{\infty} \in l_{q}^{m}$ such that

$$
\begin{equation*}
\sum_{j=0}^{\infty} A_{k-j}^{T} u_{k}=0 \quad(j=0,1,2, \ldots) . \tag{5.8}
\end{equation*}
$$

Proof. Plainly, the elements in the range of $T_{A}$ satisfy the condition. Suppose $\left\{c_{j}\right\}_{j=0}^{\infty} \in l_{p}^{m}$ is not in the range of $T_{A}$. Then, since the range of $T_{A}$ is closed, there exists a solution $\left\{u_{j}\right\}_{j=0}^{\infty} \in l_{q}^{m}$ of (5.8) such that $\sum_{j=0}^{\infty}\left(c_{j}, u_{j}\right) \neq 0$.

If the symbol of Eq. (5.1) is square and its determinant does not vanish at any point of the unit circle, then Eq. (5.8) has a finite number of linearly independent solutions. This number determines the defect of $T_{A}$ in $l_{p}^{m}$. In the gencral case, when Eq. (5.8) has infinitely many linearly independent solutions, the characterization of $\left\{c_{j}\right\}_{j=0}^{\infty} \in l_{p}^{m}$ for which Eq. (5.1) is solvable provided by Proposition 5.2 is practically less significant. We give now a different characterization. It follows from (5.6) that the elements $\left\{c_{j}\right\}_{j=0}^{\infty} \in l_{p}^{m}$ for which Eq. (5.1) is solvable are contained in

$$
\begin{equation*}
\pi_{+} M_{A}\left(l_{p}^{n+}+l_{p}^{n-}\right) . \tag{5.9}
\end{equation*}
$$

We will call members of the set (5.9) admissible elements. The space of admissible elements is a closed subspace of $l_{p}^{m}$.

Proposition 5.3. Suppose the symbol A of Eq. (5.1) is a rational matrix function with a constant rank on the unit circle $\mathscr{T}$. Then the defect of the operator $T_{A}$ in the space of admissible elements equals the sum of positive indices in a Wiener-Hopf factorization of A relative to $\mathscr{T}$.

Proof. We construct the complement of the range of $T_{A}$ in the space of admissible elements. Let $A_{-} D A_{+}$with $D(z)=\operatorname{diag}\left(z^{\kappa_{1}}, z^{\alpha_{2}}, \ldots, z^{\kappa_{k}}\right)$ and $A_{-}$ and $A_{+}$rational matrix functions be a Wiener-Hopf factorization of the symbol $A$ relative to the unit circle, and suppose $\kappa_{i}>0 \geqslant \kappa_{i+1}$. It follows from the definition of a Wiener-Hopf factorization that $A_{-}(z)=\sum_{j=-\infty}^{0} z^{j} A_{j}$, where $\sum_{j=\infty}^{0}\left\|A_{j}\right\|<\infty$ and $A_{0}$ has linearly independent columns. Hence the members of the set

$$
\mathscr{C}=\left\{\pi_{+} M_{A_{-}}\left(z^{\gamma} e_{\beta}\right): \gamma=0,1, \ldots, \kappa_{\beta}-1, \beta=1,2, \ldots, i\right\},
$$

where $e_{\beta}$ is a standard vector with 1 in the $\beta$ th position, are linearly independent admissible elements. Also Span $\mathscr{C}$, the linear span of the members of $\mathscr{C}$, intersects trivially with $\pi_{+} M_{A}\left(l_{p}^{n+}\right)$. Hence, by (5.4), Span $\mathscr{C}$ intersects trivially with the range of $T_{A}$. Let $\xi_{-}$be an element of $l_{p}^{n-}$. Then

$$
\begin{aligned}
& M_{D A_{+}}\left(\xi_{-}\right) \in l_{p}^{k-}+\operatorname{Span}\left\{z^{\gamma} e_{\beta}: \gamma=0,1, \ldots, \kappa_{\beta}-1, \beta=1,2, \ldots, i\right\} \\
& \quad+M_{D A_{+}}\left(l_{p}^{n+}\right)
\end{aligned}
$$

Thus, $\pi_{+} M_{A} \xi_{-} \in \operatorname{Span} \mathscr{C}+\operatorname{Ran} T_{A}$.
Suppose the symbol $A$ of Eq. (5.1) admits a Wiener-Hopf factorization $A_{-} D A_{+}$relative to the unit circle. An argument similar to the one in the proof of Proposition 5.3 shows that the dimension of the kernel of $T_{A}$ equals the sum of absolute values of negative indices of the factorization whenever the factor $A_{+}$is square. If the factor $A_{+}$is not square, $T_{A}$ has an infinite dimensional kernel. However, the space

$$
\begin{equation*}
\left(\operatorname{Ker} T_{A}\right) \cap T_{A_{+}-R}\left(l_{p}^{k+}\right) \tag{5.10}
\end{equation*}
$$

is finite dimensional, where $A_{+}^{-R}$ is a function analytic on the closed unit disc such that $A_{+}(z) A_{+}^{-R}(z)=I$. Clearly,

$$
T_{A}\left(l_{p}^{n+}\right)=T_{A}\left(T_{\left.A_{+}{ }^{-R}\left(l_{p}^{k+}\right)\right)}\right.
$$

 tions. The dimension of $\operatorname{Ker} T_{A}$ in the space of admissible solutions is equal to the absolute value of the sum of negative indices of the factorization.

The factorization results from the previous sections can be used to characterize the existence and uniqueness of solutions of Eq. (5.1). For simplicity, we formulate this characterization in the case when the values $A(z)$ of the symbol $A$ have linearly independent columns for all $z$ on the unit circle.

Theorem 5.4. Suppose the symbol $A$ of Eq. (5.1) is a rational matrix function and $A(z)$ has linearly independent columns for all $z$ on the unit circle. Choose a point $\alpha \in \mathbf{C}$ such that $|\alpha|>1$ and $\alpha$ is neither a pole nor zero of $A$, and find a minimal realization $\Theta=(E, B, C, D, \alpha)$ of $A$. Suppose all the zeros of $A$ are contained in a set $\sigma \subset \mathbf{C}_{\infty}$ and

$$
\left(\sigma \cup\left\{\lambda \in \mathbf{C}_{\infty}: \frac{1}{\lambda-\alpha} \in \sigma(E)\right\}\right) \cap\{\lambda \in \mathbf{C}:|\lambda|=1\}=\varnothing .
$$

Let $\quad \Gamma(t)=1 /\left(e^{i t}-\alpha\right), \quad 0 \leqslant t \leqslant 2 \pi$, and put $X_{1}=\operatorname{Im} P(E ; \Gamma)$. Choose $a$ generalized inverse $D^{\ddagger}$ of $D$ such that the row span of $D^{\ddagger}$ is orthogonal on $\sigma$ to $A^{o l}$. Let $E^{\times}=E-B D^{\ddagger} C$, and let

$$
X_{2}=\operatorname{Im} \sum\left\{\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{2 \pi}\left(\frac{1}{\lambda-\alpha}+\varepsilon e^{\varphi i}-E^{\times}\right)^{-1} d \varphi: \lambda \in \sigma \text { and }|\lambda|>1\right\} .
$$

Then Eq. (5.1) has a unique solution for each admissible $\left\{c_{j}\right\}_{j=0}^{\infty}$ if and only if $X_{1}+X_{2}$ is a direct sum decomposition of the state space of $\Theta$ and $C\left(X_{2}\right)$ is contained in the column span of $D$.

We note that the formulas for the factors in a Wiener-Hopf factorization relative to the unit circle of the symbol of Eq. (5.1) can be used to solve the equation. Indeed, suppose the equation is consistent and the functions $A_{-}^{-L}(z)=\sum_{j=-\infty}^{0} z^{j} A_{--}$and $A_{+}{ }^{R}(z)=\sum_{j=0}^{\infty} z^{j} A_{j+}$ in the definition of a canonical factorization of the symbol are such that $\sum_{j=-\infty}^{0}\left\|A_{j-}\right\|<\infty$ and $\sum_{j=0}^{\infty}\left\|A_{j+}\right\|<\infty$. Then, by (5.4),

$$
\begin{equation*}
\xi_{+}(z)=A_{+}^{-R} \pi_{+} A_{-}^{-L} c_{+}(z) \tag{5.11}
\end{equation*}
$$

is a solution of the equation. Thus, the equation can be solved if we find the functions $A_{+}^{-R}$ and $A_{-}^{-L}$. Now Theorem 4.1 provides the formulas for $A_{+}$and $A_{-}$, and they can be used to find $A_{+}^{-R}$ and $A_{-}^{L}$ as follows. Suppose ( $E, B, C, D, \alpha$ ) is a realization of $A_{+}$and the matrix $D$ has linearly independent rows. Let $\sigma_{\downarrow} \subset \mathbf{C}_{\infty}$ be a set which contains

$$
\sigma=\left\{z \in \mathbf{C}_{\infty}: \frac{1}{z-\alpha} \text { is a pole or zero of } A_{+}\right\},
$$

and let $D_{1}^{\ddagger}$ be a generalized inverse of $D$ whose column span is orthogonal on $\sigma_{1}$ to $A^{o r}$. Let $\sigma_{2} \subset \mathbf{C}_{\infty}$ be a set which contains

$$
\sigma \cup\left\{z \in \mathbf{C}_{\infty}: \frac{1}{z-\alpha} \in \sigma\left(E-B D_{1}^{\ddagger} C\right)\right\},
$$

and let $D_{2}^{\ddagger}$ be a generalized inverse of $D$ whose column span is orthogonal on $\sigma_{2}$ to $A^{o r}$. Then

$$
W_{i}(z)=D_{i}^{\ddagger}-D_{i}^{\ddagger} B\left(\frac{1}{z-\alpha}-E+B D_{i}^{\ddagger} C\right)^{-1} C D_{i}^{\ddagger} \quad(i=1,2)
$$

are functions such that $A_{+}(z) W_{i}(z)=I$ and a point $\lambda$ with $|\lambda|<1$ is a pole of the corresponding rows of $W_{1}$ and $W_{2}$ if and only if $\lambda$ is a zero of $A_{+}$. Without loss of generality, assume $A_{+}$consists of a single row. Let $p_{i}$ be a scalar polynomial of least degree such that $p_{i} W_{i}$ is analytic on the closed
unit disc ( $i=1,2$ ). By Proposition 3.3, $p_{1}$ and $p_{2}$ are relatively prime, and we can find scalar polynomials $q_{1}$ and $q_{2}$ such that $p_{1} q_{1}+p_{2} q_{2}=1$. Consequently, the function

$$
A_{+}^{-R}=p_{1} q_{1} W_{1}+p_{2} q_{2} W_{2}
$$

is analytic on the closed unit disc and $A(z) A_{+}^{-R}(z)=I$. Similarly, we can find the function $A_{-}^{-L}$. In fact, we can compute realizations

$$
A_{+}^{-R}(z)=D_{+}+C_{+}\left(z^{-1}-E_{+}\right)^{-1} B_{+}
$$

and

$$
\begin{equation*}
A_{-}^{-L}(z)=D_{-}+C_{-}\left(z-E_{-}\right)^{-1} B_{-} \tag{5.12}
\end{equation*}
$$

(cf. Proposition 2.3 in [24]). Formulas (5.11) and (5.12) provide a solution $\left\{\xi_{i}\right\}_{i=0}^{\infty} \in l_{p}^{n}$ of Eq. (5.1) such that $\xi_{i}=\sum_{j=0}^{\infty} \gamma_{i j} c_{j}$ with

$$
\gamma_{i j}=\sum_{k=0}^{\min \{i, j\}} \gamma_{i-k}^{+} \gamma_{j-k}^{-},
$$

where

$$
\gamma_{i}^{+}= \begin{cases}D_{+}, & \text {if } \quad i=0, \\ C_{+}\left(E_{+}\right)^{i-1} B_{+}, & \text {if } \quad i>0\end{cases}
$$

and

$$
\gamma_{j}^{-}= \begin{cases}D_{-}, & \text {if } j=0, \\ C_{-}\left(E_{-}\right)^{j-1} B_{-}, & \text {if } j>0 .\end{cases}
$$
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