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In previous papers [I] and [2], we have dealt with the following necessary 

conditions for embedding rings into fields: 

N,: I f  a matrix C of order m is nilpotent then Cm = 0. 

The result obtained in [l] led us to the question whether the set of con- 

ditions N, , 11~ = I, 2,... is sufficient for an integral domain to be embeddable 

in a field. This question is reasonable also since these conditions are quasi- 

identities, and it is known [3] that the class of rings embeddable in fields can 

be characterized as the class of integral domains satisfying certain quasi- 

identities; i.e., universal formulae of the form A, h .~. A A?, = B (also called 

I-Iorn sentences), where A, , B are equations. 

Our object is to show that the conditions N, , r~ = 1,2,..., are stronger 

than one might have thought, and the results we shall derive, lead us to the 

conjecture* that they are sufficient for embeddability. 

We shall consider two other sets of necessary conditions for embedding 

rings into fields which seem to be stronger, and we shall prove that they are 

equivalent to the set of conditions N,, , 1~ = 1,2... . One of these sets of 

conditions was suggested to the author by Professor Amitsur. He asked 

whether the following property on the product of square matrices of order .WE 

over an integral domain is stronger than N,,: 

PWL : If  the product of k permutable matrices, k > m, is zero, then there exist mu 

of tkese matrices having zero product. 

It is easy to show that P, is necessary for embedding in a field. Also it is 
clear that P, implies A?, in any ring. At a first glance, P, seems to be stronger 

than N, and it is really stronger for arbitrary rings. For instance, any direct 

product of at least two fields clearly satisfies all the conditions NW1 . However, 

* Added in proof: A counterexample to this conjecture has been found by 6. M. 
Bergman. 
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it does not satisfy any of the conditions P, since it can be proved that a ring 

with 1 which satisfies P,, also satisfies P, for n = I,..., m -. 1. In particular, 

it satisfies PI and a ring which satisfies PI is an integral domain. One can also 

show directly, by an example, that P, does not hold in a direct product of 

at least two fields. We shall see that for integral domains N,, implies P,n . 

The other set of conditions was suggested by Professor Bergman. To define 

these conditions, we first need another definition. Let R be a ring with I and 

Ii” the right R-module of rows of length m over R. 

DEFINITION. A submodule U of Rm is called closed if it is the intersection 

of the kernels of a family of linear functionals on Rmz. 

The condition defined by Bergman is: 

cm: The length k of any clzain of nonzero closed submodules of Rm: 

u, g u, g ... g Uk is < 7n. 

It can be proved directly that C,, is necessary for embedding in a field. 

Also, N, is the condition C,, restricted to chains of a special form and C, 

seems to be much stronger than N,, . We shall soon see that C,, seems to be 

even stronger than P, and this will, in particular, show that a ring satisfying 

C, is necessarily an integral domain. 

We shall identify the set of all linear functionals homR(Rnf, R) with the left 

R-module of rows of length m over R. The identification is made such that 

if x = (x1 ,..., x,) E RnL and g is a linear functional identified with (a, ,..., a,nI), 

then g(x) = x2, atiyi . We shall also identify homR(Rm, R**) with the ring 

of m x m matrices Rm acting on the left, and this clearly shows that if f is an 

R-endomorphism of Rm, then kerf is the intersection of the kernels of m 

linear functionals, and hence it is a closed submodule of R”“. LTsing this iden- 

tification, the definition of P,, for rings with 1 can be given as above with 

“endomorphisms” replacing “matrices”. 

Now, we shall show that C,, implies P, . By induction on k, k > m, 

it follows that it is enough to prove P, for k = m + 1. Let fi ,..., fnltl be 

permutable endomorphisms having zero product. I f  P, is not satisfied, then 
nj, i fj # 0 and the following is a chain of nz $- 1 nonzero closed submodules 

of R” : 

kerf, $ ker(f,f,) g ... E ker(fi ...f,,& = R”. 

This shows that if C,, holds, then P, also holds, and we have one part of 

our result which is 

THEOREM. For integral domains with I and for each m > 1, the conditions 

N, , P, and C, are equivalent. 
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Proof. We have proved that C, implies & and it is trivial that P, implies 

N,, , It remains to prove that Arm implies C,, . For nr = 1, the result is clear, 

since C, holds in any integral domain with 1. Let nz 3 2 and assume that R 

does not satisfy C,n . Thus, there exists a chain of more than m nonzero 

closed submodules of Pi. Let Ur ,..., U,, be the first YE elements of this chain; 

so we have 

Considering the definition of a closed submodile, it is clear that if c.; is closed 

and Z(U) is the set of all linear functionals annihilating c’, then CT = 

n S&(C) kerg. Hence, for the elements of our chain we have Ui = n.sEz(L~~) kerg, 
i == 1 ,..., 332. Since lJi + U,,, , it follows that Z( CT,) + Z( c7+r). Also 

Z(Uiil) 2 Z(U,); hence we have 

Z( U,) 2 Z( UJ 2 . . . 2 Z( UJ 2 (0). 

Now, choose 0 f  .x‘i E Ul and xi E Ui - Uiel , i = 2 ,=.., m. Choose also 

0 $ g,,, E Z( U,) and g,-l E Z( Ui-,) such that gi-r(x,) + 0, i = 2 ,..., MZ. Let 
XTL = (Xlfi )... , X,k), k = 1 ,...) WZ, and let gi be identified with (ai1 )..., a,,,,), 

i == l,..., VZ. Define the following two nz >( m matrices: d = (qj) and 

X = jLxjiz).-By the choice of g, ,..., g,, and x’i ,..., s,,~ it follows that 

From this we obtain that (AX)m = 0, hence (X.A)mrl = 0. Also gi-l(Ga$ # 0 

for i = 2,..., m and since xi + 0 and g, # 0, there exist p and q such that 

.qg # 0 and n,, # 0. The matrix (AX)“-l has g,(q) ... g&x7,) in its (1, WZ> 
place and zeros elsewhere. This implies that the (p, q) entry of (XA)m = 

X(dX)m-ld is q,g,(+) ..a gmP1(xm) qEj and it is f  0, since all the terms 

are + 0 and R is an integral domain. Thus, we have that the wz x llz matrix 

X-4 is nilpotent and (XAP # 0. This shows that C,, holds whenever ni,, 

holds and the result of the theorem follows. 
An immediate corollary of the theorem is 

COROLLARY 1. For integral domains with 1 the conditions nz=l N, I 

(J”,, P, and no=, C, are equivalent. 

Another interesting corollary is: 
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COROLLARY 2. If R is an integral domain with 1 satisfying N, , tken each 

nonzero closed submodude of R’” is the intersection of the kernels of less than m 

linear functionals. 

We have seen that the kernel of an R-endomorphism of Rm is closed. 

Corollary 2 shows that each closed submodule of R” is the kernel of one 

endomorphism. Thus, for integral domains with 1, we have that in the presence 

of N, the set of closed submodules of Rm coincides with the set of the kernels 

of the R-endomorphisms of Rm. 

We conclude with the following remark. The condition C, is easily seen 

to be equivalent to the following condition on matrices: Any chain of ?zonxero 

right (OY left) annihilators in the ring R, has length < m. This condition 

applies also to rings without 1. Let us use the same notation C, for this 

condition defined for arbitrary rings. Following the proof of our theorem one 

can prove that the conditions N,, , P, and IZ,~ are equivalent for arbitrary 

integral domains. 

REFJZRRNCES 

1. A. A. KLEIN, Necessary conditions for embedding rings into fields, Trans. Amer. 

Math. Sot. 137 (1969), 141-151. 

2. A. A. KLEIN, Matrix rings of finite degree of nilpotency, Pacific J. Math. 36 (1971), 

387-391. 

3. A. ROBINSON, A note on embedding problems, Ftmd. Math. 50 (1962), 455-461. 


