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1. PROLOGUE 

One method of attacking the problem of the deficiency index of an 
ordinary self-adjoint differential operator has been through the use of 
asymptotic methods. For example, one may consult the book of 
Naimark [5] h w ere various theorems utilizing this approach have been 
given. It is important to be able to compute the deficiency index for a 
self-adjoint differential operator, with real coefficients, since this gives 
the number of linearly independent self-adjoint boundary conditions 
that one needs in order to get a self-adjoint extension of the minimal 
operator. 

In [9] we gave a general approach to the asymptotic method in the 
deficiency index problem using a theorem of Levinson [ 1, p. 921, [4]. 
The general theorem we gave yielded, as rather special cases, many of 
the known theorems which had appeared in the literature. Unfortunately, 
the proof we gave contained a gap. Although the general idea of the 
paper is correct we had failed to take into account the fact that it is 
possible to have several solutions of a linear differential equation which 
are not square integrable and yet some nontrivial linear combination 
of these solutions may be square integrable. It turns out that by adding 
an extra mild hypothesis to the statement of our original “theorem” it is 
possible to close this gap and still obtain all of the special theorems 
which we had mentioned in our original paper. However, since it would 
be almost impossible to present, out of context, a proof of the corrected 
theorem as an errata, we have felt it would be valuable to present this 
exposition. 

In [2], M. V. Fedorjuk has given a deficiency index theorem also 
based on an asymptotic theorem. The theorem we shall present in this 
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exposition does not contain Fedorjuk’s theorem, and as far as we can 
tell his theorem does not contain our theorem or any of the special 
theorems which are implied by our theorem. Very recently we have been 
able to obtain a generalization of Levinson’s asymptotic theorem which 
we think will allow us to prove a deficiency index theorem which contains 
the theorem we give here as well as Fedorjuk’s deficiency index theorem. 
However, since all of the details of this are not yet clear we shall postpone 
an exposition of these matters for another occasion. 

2. INTRODUCTION 

We shall use the concept of an ordinary differential operator as 
expounded in Naimark’s book [5] and shall assume the reader has some 
familiarity with it. 

We are interested in computing the deficiency index of the formal 
self-adjoint differential operator 

I(y) = (-1)" (q,y'"')'"' + (-I)"-' (qlyin--l))lw + . . . + q&v, (2.1) 

defined on the interval (0, co) with the coefficients qk real and measurable. 
The formal operator (2.1) is called regular if 1 /q,, , q1 ,..., qn are integrable 
on every finite interval (0, t), and we assume this in what follows. 

Since the coefficients of (2.1) are only measurable a sense must be 
given to the formal expression (2.1). For this purpose Naimark introduces 
the notion of quasiderivatives. These are defined as follows: 

ylOl zzz y, 

yt”‘1 = &y/&k, 1 <k<n-I, 

y[‘ll = qo(dny/dtn), 

d”-5 yl”+Al = qR dtn” - g  (yln+k-ll), 1 <k<?Z. 

The formal operator Z(y) is then defined for those functions y for which 
all of the quasiderivatives up to the (2n - 1)-th order, inclusive, exist 
and are absolutely continuous in every finite subinterval [tl , t2] of the 
interval (0, co). The formal operator 1 is then defined as 

l(y) = yw 

As is well known [5], corresponding to the operator 1 there is a minimal 
operator L, , and a maximal operator L so that 

L,* = L. (2.2) 

607/S/3-5 



436 DEVINATZ 

Since L,, permutes with the ordinary conjugation operator, it has self- 
adjoint extensions, and every self-adjoint extension lies between L, 
and L. The deficiency index (m, m) counts the number m of linearly 
independent, square-integrable y such that 

I,* = L(Y) = ZY> ImzfO. (2.3) 

If the formal operator I has one regular endpoint it is well known [5] 
that n < m < 2n. 

In Section 5 we will show how a number of special cases fit into the 
general framework of the main theorem of this paper. As a by-product 
of our result we can obtain the result, originally proved by Glasmann [3], 
that for operators which are regular at the origin the number m can take 
on every value between n and 2n. Indeed our considerations show how 
to construct explicitly and easily any number of differential operators 
with a given deficiency index (m, m), n < m < 2n. 

3. PRELIMINARIES 

The equation (2.3) is equivalent to the vector equation 

where 

B= 

du(t) - = B(t, z) u(t), 
dt 

0 1 
0 1 

. . 
. . 

. 1 
0 

41 

4n-1 

Pn - x 

0 

l/qcl 

0 -1 

. . 
. 

. - 

0 

(3.1) 

all functions being evaluated at t, and all other entries are zero. The 
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derivative in (3.1) is to be taken in the a.e. sense. The equivalence of 
(2.3) and (3.1) is in the sense that if y is a solution of (2.3), then 
24 = (y, yy..., yL2+ll) is a solution of (3.1) and if u = (u,, , ur ,..., u2+i) 
is a solution of (3.1), then y = u0 is a solution of (2.3) and uli = y[“l, 
O<k<2n-1. 

It is not uncommon in the theory of differential equations to make a 
change of the independent variable as well as other transformations of 
the differential operator in order, hopefully, to bring the differential 
operator into a more tractable form. This is what we shall do, first 
making a transformation of the independent variable. 

Let Q0 be a real, nonnegative, Lebesgue measurable function defined 
on (0, CO) so that Q;’ is integrable on every interval (0, t). (We could 
replace the left endpoint by t, , for t, as large as we please, but it would 
not increase the generality.) Further, we assume that 

Let us set 

s = s(t) = 
.c 

:Q;‘. 

Clearly, s(t) is a monotone increasing, absolutely continuous function 
and has a continuous, a.e. differentiable, monotone increasing inverse 
which we shall denote by t = t(s). If u is a solution of (3.1) let us set 
u(s, -4 = u(t( ) > d s , x an we get a vector equation 

dvjds = QoBv, a.e. (3.4 

Conversely, if ZI is a solution of (3.2), then u(t, z) = v(s(t), z) is a solution 
of (3.1). 

Next suppose that Q1 ,,.., Qn. are positive absolutely continuous 
functions of t [in each compact interval of (0, co)]. Set 

-Qn 

C(s) = Ql 
8;' . ' 

Q,' 
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where each Q!k is evaluated at t(s) and the entries of C which are not on .- . % , 
the main diagonal are zero. Make the transformation 

v = cw, 

and from (3.2) we get the differential equation 

where 

D= 

dw dC 
x = Q,C-lBC - C-l ds 1 w = Dw, 

, 

--bn 4-l 
. . 

. 4 
--b, 

a,-, 
% - zQoQn2 

a.e., 

0 

-d,- 
bn 

1, 
1 

I 

ao = Qo/Q12qo > 

ak = QoQk2qk , 1 ,<K<n, 

b = dQ& Qo@Q&) 
k --= 

Qk Qk ’ 
1 <k,<?Z, 

(3.3) 

(3.4) 

(3.5) 

the other entries of D are zero, and we have evaluated all of the functions 
in (3.5) at t(s). 

We can now state and prove a theorem in terms of the functions ak , 
b, , and dk which will give the deficiency index of the differential 
operator (2.1). Before we do this we shall record several different 
instances of the matrix D of (3.4): 

Case I. Let Q be positive and absolutely continuous on each compact 
interval (0. co). Take 

Qo = Q and ,On+ = QD-k, p real, O,(k,<n--I. 
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Then 
a, E l/qOQ--n)+l, 

anek: = Q2(D--L)+1qn_,C , O<k<n-I, 

b, = (P - n + k)(dQ/dt), l<k<n, 

dk= 1. 

Case II. Take Q as in Case I and 

Qo = Q-l, Qnek = Q(pfk), p real, 1 <k<n-I. 

Then 
a, = l/q,,Q2(fL+p)-l, 

an-k = Q2(D+fi)-1qn_g , O<k<n-1, 

b, = (P + n - k) Q-2(dQ/dt), 1 <k<n, 

d, = 1. 

CasellI. TakeQasinCaseIandQ2,=1,Q2,=Q, l<k<n. 
Then 

a0 = l/Q2qo , a, = Q2qn: , l<k<n, 

b, = +/Q, 

dk= 1. 

We have singled out these special cases since, as we shall see later, the 
theorems obtained in [5], [6] and [7] fall under these cases for appro- 
priate Q. 

4. THE MAIN THEOREM 

In this section we shall prove a theorem on the deficiency index of 
certain formally self-adjoint differential operators. In what follows the 
functions Qk , 0 < k < n, shall satisfy the conditions given in the last 
section, the matrix D is given by (3.4) and the functions uk , 0 < K < n, 
b, , 1 < K < n, and dk , 1 < K < n - 1, are given by (3.5). 

THEOREM 1. Suppose we can write 

w4 4 = 44 + V(t) + VIP, x) + R(t, z), (4.1) 
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where, for fixed x, A(z) is a constant matrix with real entries [except 
possibly in the position (2n, 1 )] given by 

, (4.2) A(x) = 

Pn 1 
b-1 1 

. 

. 1 

Bl 

ffl 

an-1 

where all unmarked entries are zero and Al, and 01 are real, V(t) has real 
absolutely continuous [on every compact interval in (0, a)] entries, VI(t, z) 
has zero entries except in the position (2n, 1) where it has the entry xv(t), 
v(t) real and absolutely continuous [on every compact interval in (0, oo)], 
R(t, z) has real entries except in the position (2n, 1) where it has the entry 

rzn,dt) - 4th r2n,1 and r real and measurable, V(t) + VI(t, z) --f 0 as 
t -+ oc), and / V’(t) + VI’(t, z)l and 1 R(t, z)(/Q,(t) are integrab1e.l 
Suppose further that if V = 0 (see Footnote 2) and 01 = 0 the n roots of 
the polynomial 

lb0 

-/A 

n-1 
P(P) = 1 (-lJkalc fi (cl -Pj”) + (--1)“% 

k=O j=k+l 
(4.3) 

are all nonxero and simple; and if in. = 0 but V(t) + VI(t, z) # 02, for 
x # 0, we have the added condition that those roots which lie in the half- 
plane {.z : Im x > 0} U ( x : x 3 0} have square roots all of whose real 
parts are diferent. Then we have the following: 

(A) If Qn2 is integrable let m be the number of roots of P(h2) which lie 
in the half-plane 

1 If A is a matrix, by / A / we mean any convenient norm on A. If a function is defined 
on (0, CO) we say that it is integrable if it is integrable in the usual sense in some interval 

(to 7 co). 
z By this we mean zero, or not zero, a.e. in some interval (to , co) respectively. 
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Let g have the boundary line (2 : Re x = S,} (see Footnote 3) (including 
the case 6, = CCI). 

(h,) If V # 0, 6, > 0, and P(h2) has more than one root in (@ (the 
complement of the closure of g), we suppose there is a y, 0 \( y < 1, so that 

!A(t> !2n2tt> exPC2% s(: !XI h as a positive nonincreasing minorant m(t), 
a.e., so that m(t)/&(t) is not in L1, where 6, is the smallest real part of all 
the realparts of those roots of P(h2) which are in (g’)‘. 

(h,) (i) If V = 0 and P(A2) has more than one root in 9, or 
(ii) if 6, = 0 and P(h2) h 

that &(t) QZn2(t) exp 26, Ji 0,’ 
as more than one root in 9, we suppose 

h as a positive nonincreasing minorant m(t), 
a.e., so that m(t)/&(t) is not in L1, where 6, is the smallest real part of all 
of the realparts of those roots P(A2) which are in PC. 

We have the following conclusions: 

(~1) G> If th b e oundary line of 9 contains no roots of P(h2), or 
(ii) if V = 0, 

then the dejiciency index of L, is (m, m). 

(c2) If V # 0, 6, > 0, and the boundary line of 9 contains roots of 
P(h2), then the deficiency index of L, is one of the pairs* (m + j, m + j), 
j = fl, &2. 

(cJ If 6, = 0, th en 9 is closed, and the deficiency index of L, is 
(n + k, n + k) ;f and only if P(p) has k real, negative roots. 

(B) If Q2, $ L2, let m be the number of roots of P(h2) in the half-plane given 
by (4.4).5 

(h,‘) If (Y = 0, v = 0, and V # 0, then the statement after the third 
comma in (h,) shall hold. 

(h,‘) If cy = 0, v = 0, and V = 0, then the statement after the second 
comma in (h,) shall hold. 

(h3’) If 01 = 0 and v # 0, we suppose that v remains positive and 
&(t) v(t) has a positive nonincreasing minorant m(t) so that m(t)/&(t) $ Ll. 
Further, setting G(X) = P(h2), we assume that tf Re(+ - A,;) = 0, j # k, 
then G’(hj) # G’(X,). 

3 Since we are assuming Qn E L2 it follows that 6, > 0. 
4 We shall show by examples in Section 5 that every one of these pairs is possible. 
5 Since Q, $L2, it follows that 8, < 0. 
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We have the following conclusions: 

(cl’) (i) I/;)= 0 and th e b oundary line of g contains no roots of 
2 , or 

(ii) if V + V, = 0, 

then the deficiency index of L, is (m, m). 

(cz’) If 01 = 0, v + VI # 0, and the boundary line of 9 contains roots 
of P(A2), then the defkiency index of L, is one of the pairs (m + j, m + j), 
j = 0, fl, &2. 

(c3’) (i) If 01 # 0, or 
(ii) if v # 0, 

then the deficiency index of L, is (n, n). If 01 # 0 this is true even if P(X2) 
has multiple roots and a root at zero. 

Proof. After a certain amount of preparation it will become apparent 
that part of the proof is a consequence of an asymptotic theorem of 
Levinson. We shall first prove part (A). 

Let us first notice that 

jm 8&N Qn2(W ds = ,, !2n2(t) dt < 00, so = s(t,). (4.5) 
% 

Hence, we must have in = 0, and may take V, = 0 and incorporate the 
term -zQ,,Qn2 into the R(t, Z) part. This means that A(z) is independent 
of z and is the reason that in part (A) our statements are concerned only 
with the term V(t) instead of V(t) + Vl(t, z). Hence, for simplicity, 
we shall suppress the x in our computations, except where it is essential. 

An easy calculation shows the characteristic polynomial of A is 

(1 I%) W2), w h ere P is the polynomial of (4.3). Because V(t) ---f 0 as 
t -+ co, the characteristic polynomial of A + V(t) can be written as 

(lb,) W2) + o(h2, t), (4.6) 

where o(h2, t) is a polynomial in X2 of degree at most (n - 1) with 
coefficients which are functions of t which go to zero as t -+ 00. We 
shall write 

P(X2, s) = P(P) + 0(X2, t(s)), (4.7) 

where we recall that s(t) = J-0 Q;‘. 
By assumption, all of the roots of P(p) are simple and hence, from (4.7), 

all of the roots of P(p, s) are simple, provided s is sufficiently large. This 
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means that the number of real roots of P(p, S) is the same as the number 
of real roots of P(p), for all sufficiently large S. Indeed, let p1 ,..., pu, be 
the roots of P(p) and pr(s),..., pn(s) be the roots of P(p, s). The latter 
roots can be chosen to be continuous functions of s in a neighborhood 
of infinity including the point at infinity. This is a simple consequence 
of the implicit function theorem. To see this, suppose we consider a 
polynomial of degree n as a function F of its (4 + 1) coefficients and the 
variable p. This function F, of (n + 2) variables, is certainly continuously 
differentiable (and even much more) and there is an (n + 2)-tuple 
(‘Co , Kl >-.-, %L > Pj) at which F vanishes, where the Kj are the coefficients 
of P(p) in (4.3). Further, since we have postulated that the P(p) of (4.3) 
has only simple roots, it follows that 

Thus in a neighborhood of (K~, K1 ,..., K,) we can solve for pi as a 
continuously differentiable function of the other variables, and if we 
replace these (n + 1) variables by continuous functions of s, then pj 
becomes a continuous function of S. In particular pLj(s) + pj as s -+ co. 

Now, if p1 ,..., pL1 are the real roots of P(p), then for all sufficiently 

large s, Pi,..., 4 ) s must be real. Otherwise since the coefficients of 
P(p, S) are real, its nonreal roots must come in conjugate pairs, and since 

P 1+1(s) ,..., pL,(s) are close to ~~+i ,..., pTL , they are not real and we would 
get to many roots for the n-th-order polynomial P(p, s). Indeed this 
argument shows that pi(s),..., pi(s) are exactly the real roots of P(y, S) 
for all sufficiently large s. 

The 2n roots of P(h2) are {-+ dpi : 0 < j < n}, where some fixed 
branch of the square root has been chosen. We shall designate these 
2n roots by {& : 1 ,< j < n>, where hei = -Ai . We label the roots of 
P(P, s) in a corresponding manner; the 2n roots of this polynomial are 

kk z/[&)1 : 1 < j < 4, where the same branch of the square root 
has been chosen as before, and we correspondingly designate these roots 
by {A&) : 1 <i < n}. 

We can suppose we have chosen a branch of the square root in such 
a way that these latter roots are continuous in a neighborhood of infinity, 
including the point at infinity. We also suppose we have labeled the 
roots in such a way so that Re hj(s) > 0, 1 <i < n. 

We would now like to apply Levinson’s asymptotic theorem to our 
situation. Before we do this we must make sure that all of the hypotheses 
of his theorem are fulfilled. In addition to the hypotheses on the matrices 
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V(t), V1(t, z) and R(t, z) the following two conditions must be fulfilled 
for the roots of P(h2) and P(X2, s): 

(i) The 2n roots of P(h2) are simple$ 
(ii) For a given j let din,(s) = Re(Xj(s) - X,,(S)) and suppose that 

all m, 1 < / m j < n, fall into one of two classes lrj and Izj: 

m E Ilj if c ’ &(u) da + cc as s --f co, and 
‘0 

s 
” dim(o) da > -K (s2 > Sl 3 0); 
Sl 

i 

.% 
m E Izj if djm(u) da < K (S > ~1 3 O), 

Sl 
where K is a constant. 

Condition (i) is fulfilled by virtue of the hypothesis on the polynomial 
P(p). We must therefore examine condition (ii). If Re(hj - A,) > 2r, > 0, 
then for all sufficiently large S, Re(Xj(s) - h,(s) > 77 and hence n E Iii . 
If Re(hj -A,) < 271 < 0, then for all sufficiently large s, Re($(s) -h,(s)) <r, 
and rnE12$. If Re(&. - A,) = 0, and V = 0, then, for all sufficiently 
large s, hj(s) = Ai and X,(S) = A, and hence m E Izi . If I’ # 0, then 
from the hypothesis concerning the simplicity of the roots of P(p), and 
the hypothesis about the square roots of P(p) we must have either 
hj = X, , or, hj and A, are purely imaginary. In the first case we must 
have, for all sufficiently large S, &(s) = X,(S) [since the coefficients of 
P(p, S) are real], and hence m E Izi . In the second case, Aj2 and Am2 are 
negative real numbers and hence by considering the discussion given 
several paragraphs back, of the real roots of P(p) and P(p, S) we see we 
must have that hj(s) and X,,(S) are purely imaginary for all sufficiently 
large S. Hence, we must again have that m E 12zi . 

Finally we note that V(t(s)) --t 0 as s -+ GO, 

and 

j” I I?(+), x)1 ds = j” I R(t, zi)I Qo(t)-l dt < co. 
so to 

Hence all of the conditions for Levinson’s theorem are satisfied. 

(4.9) 

6 It is at this point we use the fact that F’(r) does not have a zero root. 
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Let{p,:l <jkl <n}b e a 1 inearly independent set of eigenvectors for 
the matrix A of (4.1) corresponding to the eigenvalues {h,: 1 < 1 k 1 < n}. 
Apply Levinson’s theorem and we find 2n linearly independent solutions 
(wi : 1 < 1 j ) ,< a> to (3.5) and an s0 , as large as we please, with 
0 < s,, < co, so that 

lim wj(s) exp 
s-z [ - j,,, xj(u) d”] = Pj . (4.10) 

This means, in particular, that if wilz(s) and pjk are the K-th components 
of wi(s) and pj , respectively, then if pj, # 0, 

Wjk(S) = pjk C?Xp [j’ xj(u> d”] 11l + o(l>l* (4.10’) 
SQ 

Before we proceed further let us note that for any j we can always 
choose pj so that pj, = I. Indeed, if we write out the set of linear equa- 
tions corresponding to Apj = hjpi we see immediately that if pii = 0, 
then all of the other components pi, must be zero. Hence, we shall 
suppose from now on that pj is that eigenvector with pj, = 1. 

Returning to the considerations of Section 3, we recall that 

Since the set {wj : 1 < 1 j 1 < n} is linearly independent and C(t) is 
nonsingular for each t, the set {uj : 1 < 1 j I < n} is linearly independent. 
Consequently, if z+(t) = ~~(s(t)), the set {uji : 1 < / j j < n} is a set of 
linearly independent solutions to the equation (2.3). 

Now, 

and hence from (4.10’) we get 

1 Ujl(t)j = 1 ~)jl(~(t))l = 1 I Q%(t)1 exp j:"' Re h,(u) dg/ (1 + Oj(l)>* (4.11) " 

We shall now break the proof into several parts corresponding to the 
different parts of the theorem listed under the conclusions of part (A). 
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Let us first prove the first case of the conclusion (cr). Suppose, at first, 
that V(t) f 0 and 6, > 0. [Recall that in the case (cl) P(h2) has no roots 
on the boundary of cP.] If P(h2) has no roots in (P’)“, then it is an imme- 
diate consequence of (4.11) that the deficiency index of L,, is (2n, 2n) = 
(na, m). In case P(A2) has only one root with real part greater than 6, it 
is again clear from (4.11) that the deficiency index is (2n - 1, 2n - I) = 

(m, m). 
If P(A2) has more than one root with real part greater than 6, , we will 

suppose we have labeled the roots of P(h2) so that Re Ai > 6, for 1 <i < p. 
Let us write Ai = pj + ivi , hi(u) = ~~(0) + ivi(4, where pj , vj , ,+(u>, 
and vj(u) are real. Let {cj : 1 < j < p} be any set of complex numbers 
which are not all zero. We want to show that 

gl cjujl(t) !+ L2* (4.12) 

For the sake of convenience suppose that we have relabeled (if necessary) 
the complex numbers ci (and correspondingly the eigenvalues) so that 
cj#Oforl <j<q,andcj=Oforq<j<p. 

If q = 1, then from (4.11) it is immediate that (4.12) is satisfied. 
Hence we shall suppose that q > 2. Let p = max(pj : 1 < j < q}, and, 
again for convenience, suppose p = p1 . We shall set X(u) = p(u) + iv(u) = 
h,(u). From (4.10’), with K = 1, we get 

Since we are supposing that V(t) # 0 and 6, > 0, it follows from the 
hypotheses of the theorem that there are at most two roots of P(h2) 
which have the same real part p. Let us suppose, at first, that there are 
two such roots. These two roots are conjugate complex to each other. 
For simplicity, we shall suppose we have labeled the C~ , and the corre- 
sponding eigenvalues so that x = A, and X(u) = X,(u). Thus from (4.13) 
and the fact that p(s) > Re hj(s), 3 < i < q, we get that as s -+ 00, 

X 1 + :exp 2i s ’ .%I 
44 du j I 1 + o(l)l. 
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Squaring and integrating, 

= I c2 12 jm CA(W) Q)n2(tG)) exp 2 js f(u) da 
%I .%I 

X 1 + :exp 2i 
J 

. s 

v(u) da 2 / 1 + o(l)l” ds. 
.%J 

If s,, is sufficiently large, 1 1 + o(l)l” 3 l/2 and p(u) > y 6, . Hence 
we get 

ayil-~g2 j, &“(t) exp 2ySl(s(t) - so) dt. 

The integral on the right is divergent by the hypothesis (hi). Hence, 
if / c2/c1 / # 1, the left-hand integral is divergent. 

We shall now examine the case where 1 cl/c2 / = 1. In this case we 
may write 

/ t, C.&t(s)) / = I c2 I On(W =P j;, p(u) da 

X 1 + exp 12i J’:,, 40) da + 24 1 1 + o(l)I, (4.14) 

where /3 is some real number. We may assume that v > 0, since otherwise 
we could work with the complex conjugate of the term involving the 
function U(C). For every positive integer k let us take I, = [So , sli’] and 
Jk = [So’, s~+J, where we have taken sp and sk’ so that 

2 
s 

‘lc v(u) da + 2/3 = 2kn + g , 
?I 

s; 
(4.15) 

2 
s so 

v(u) da + 2/3 = 2h + $ . 

This is always possible for all sufficiently large K since for s0 sufficiently 
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large, V(G) > v/2 for u > s0 , and hence j:, V(U) do is a monotone- 
increasing continuous function of s which takes on all values in [0, co). 
Consequently, it follows that 1 1 + exp(2i if0 V(U) da + 2$} I2 takes all 
values in [2, 41 as s varies over Ik , and takes all values in [0, 21 as s varies 
over Jk . Let us now set 

W(U) = 2[v(u) - v]; 

for all sufficiently large K we get, from (4.15), 

2 jsk v(u) da - 2 jsk v(u) do = j’” W(U) da + 24~ - sk) = TT. 
so so Sk 

From the mean-value theorem there exists an vk so that 

.r 

Sk 
W(U) da = T&k - sk). 

Sk 

Thus we have, for all sufficiently large k, 

slz’ - Sk = Tr/(2v + 7jlc). (4.16) 

Since W(U) 4 0 as u --f 00, it follows that 7k + 0 as K -+ CO. In the 
same way there exists a sequence {ck} so that & + 0 as K + co and 

Sk+1 - Sk ’ = 57/(2v + CL). (4.16’) 

From (4.16) and (4.16’) we see that there exist two positive constants b 
and B so that for all sufficiently large k, 

VJkl < IIkl ~~llk-llY 

where / Ik / and 1 Jk 1 are the lengths of Ik and Jk , respectively. From 
this it follows that both series 

converge or diverge simultaneously, where we recall that m(t) is a 
positive nonincreasing minorant of Qa(t) Qn2(t) exp 2y 6, j”:, Qi’. Indeed, 
it is clear that for all sufficiently large K, 

b j, N(s)) ds < j,k m(t(s)) ds < B j m(W) ds. 
h-1 
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Since m(t(s)) 6 L1, we see that both series must diverge. Hence, we have 
established (4.12) in the case where P(h2) has two conjugate complex 
roots with real part p. If v = 0, i.e., there is only one real root p, then 
we think it is clear that (4.12) is still valid. 

Let us now prove the second case of the conclusion (ci). In this case 
I’ = 0. If there is no root of P(A2) in 9, then clearly the deficiency 
index of L, is (m, m) = (2n, 2n). If there is only one root of P(A2) in P, 
then again it is clear that L, has the deficiency index (m, m) = (2n - 1, 
2n - 1). If there is more than one root of P(h2) in 8” let us label the 
eigenvalues so that hi E ,GP for 1 < j < p. Let {cj : 1 ,< j < p} be any 
set of complex numbers, not all zero, and suppose cj , 1 < j < 4, are 
those which are not zero. Let p be the largest number in the set 
{Rehj:l <j<g}, and suppose we have arranged the labeling so 
that Aj , 1 < j < Y, be those eigenvalues with the same real part p; 
i.e., Aj = p + ivj , 1 < j < r. 

Working in the same way as in the first part of the proof, but noting 
that hj(s) = Aj , we find that 

= jrn f&(t(s)) Q2(t(s)) exp 2p(s - sO) / i cjeiVj(s-sO’ 1’ 1 1 + o(l)l’ ds. (4.17) 
so j=l 

The summation term in the right-hand integral is a nonzero, almost 
periodic function which we will designate by p(s). Let a be a real number 
so that 1 p(a)1 > 0. Let us take E = 1 p(a)1/4; then there is a positive 
number M so that in every interval of length M, there is a number T 
so that for every real s 

I PCS + 7) - $+)I < E* 

Let 7k E [KM, (K + l)M], K = 0, l,..., for which this last inequality 
is true, and let I be a closed interval containing a of length less than 
M/2, and so that s E I implies / p(s)1 > / p(a)1/2. If we set Ilc = I + rzk , 
then for all sufficiently large k, I, C [s,, , co), and Ii n I, = O, unless 
j = k. Further, there are two positive constants, b and B, so that if JI, 
is the interval which lies between I, and Ik+l , then 

where, as before, I I, [ and 1 Jk j are the lengths of Ik and Jk , respectively. 
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Now, if s E Ik we have 

I P(s)1 k I P(W. 

Hence, if m(t) is a nonincreasing positive minorant of 

then the series 

,F; J’,, m(W ds, 
0 h 

Lg, I,, m(W ds 
cl 1 

both converge or diverge simultaneously. However, since m(t(s)) $L1 
it follows that they both diverge. Thus from (4.17) it follows that (4.12) 
is satisfied. 

We now turn to the proof of (cJ of part (A). In this case we are 
assuming that V # 0, 6, > 0, and 9 has roots on its boundary line. 
From the general hypothesis of the theorem, when Y # 0, and 6, > 0, 
there can at most be two roots lying on the boundary line of 8. (Recall, 
that in part (A) of the theorem we have 01 = 0 and Vi(t, z) = 0). 

Suppose, at first that B is closed. If there is only one root on the 
boundary line of 9, then it must be real, say hi . Suppose h,(s) -+ hi in 
such a way that the corresponding solution uir E L2. If P(Xz) has roots 
with real parts greater than 6, , then working in the same way as in the 
proof of (ci) we see that no nontrivial linear combination of the corre- 
sponding solutions can be in L 2. Hence, the deficiency index is (m, m). 
On the other hand, suppose h,(s) -+ h, in such a way that the corre- 
sponding solution uir $ L1. Then the deficiency index is (m - 1, m - 1). 

If there are two (conjugate complex) roots of P(X”) on the boundary 
line of J? (9 still closed), say Xi and X, = A, , then, of course, X,(s) = 
;\i(s). If h,(s) -+ hi in such a way that uii E L2, then us1 E L2 and the 
deficiency index is (m, m). If h,( ) s + hi in such a way that the corre- 
sponding uii $ L 2, then usi 6 L2. If no nontrivial linear combination of 
these solutions is in L2, then the deficiency index is (m - 2, m - 2). 
On the other hand if some nontrivial linear combination of uii and u2i 
is in L2, then the deficiency index is (m - 1, m - 1). Of course, if P(X2) 
has roots with real parts greater than 8, , then the same argument as used 
in (ci) shows that no nontrivial linear combination of these roots is in 
L2. 

Let us now look at the situation when V # 0, 6, > 0, B has roots of 
P(h2) on its boundary line, but 9 is open. If we have one real root, say 
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h, , on this boundary line and h,(s) + h, in such a way that uil 4 L2, then 
the deficiency index is (m - 1, m - 1); if uil E L2, then the deficiency 
index is (m + 1, m + 1). 

If the boundary line of 3’ (still open) contains two (conjugate complex) 
roots of P(h2), then, of course h,(s) = h,(s). If the corresponding solution 
url E L2, then u2i E L2, and the deficiency index is (m + 2, m + 2). If 
urr $ L2, then u2i $ L”, and if a nonzero linear combination of uri and uzl 
belongs to L2, the deficiency index is (m + 1, m + 1); if no nontrivial 
linear combination of uli and uzl belongs to L”, then the deficiency index 
is (m, m). Of course, here again, if P(h2) h as roots with real parts greater 
than 6, , then the method of proof of (ci) shows that no nontrivial linear 
combination of these solutions is in L2. 

Finally we come to the last conclusion (ca) in the proof of part (A), 
namely, 6, = 0. From the discussion of the real roots of P(p) and 
P(p, s), it follows that if hj is a purely imaginary root of P(h2), then hj(s) 
is purely imaginary for all sufficiently large S. From formula (4.11) it 
follows that 9 is closed. If P(p) has K negative real roots, then P(h2) 
has 2k purely imaginary roots, (n - k) roots with negative real parts, and 
(n - k) roots with positive real parts. [Recall that we assumed that P(p) 
has no zero root.] Hence, the deficiency index is at least (n + k, n + k). 
The proof that this is exactly the deficiency index follows mutatis 
mutandis the proof of (cl), using (h,), in either case, V = 0 or I/ + 0. 

Conversely, if the deficiency index of L, is (n + k, n + k), then P(p) 
must have exactly k real negative roots. For if P(p) has more or less 
than k negative roots, the first part of the proof [of (ca)] shows that the 
deficiency index of L, is not (n + k, n + k). 

Let us now turn our attention to the proof of part (B) of the theorem. 
The proofs of (ci’) and (c2’) follow the proofs given for part (A). Hence 
we proceed to the proof of (~a’). Because of the way we have assumed we 
can decompose QZoQn2 [Eq. (4.1)] we must now compute the charac- 
teristic roots of 

D(f, 2) = A(z) + V(f) + VJf, z); 

i.e., we are interested in finding the solutions to 

(4. IS) 

P(h2, s) = x[a + Zl(t(s))]. (4.19) 

If a! # 0 we may choose a nonreal z,, , as close to zero as we please, 
so that the roots of P(h2) - z,,ol are all simple and have different real 
parts regardless of the multiplicity of the roots of P(h2). Moreover, 

607/8/3-6 
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since P has real coefficients, P(X2) - ~,,a: can have no purely imaginary 
roots. Hence, there are n roots of P(h2) - X+X each of which has a 
positive real part, and e-roots each of which has a negative real part. 
Designate those roots having positive real part by Xj(xO), 1 < j < n, 
and the corresponding solutions to (4.19), with 2; replaced by a,, , 
by hj(s, x0), 1 < j < n, where we have taken these roots so that 
hj(s, z+J + h,(qJ as s -+ co. 

Clearly, the hypotheses of Levinson’s theorem are satisfied for the 
functions hj(s, .a,,), 1 < j < n, so that there are n linearly independent 
solutions to the equation Lf = zaf, say uj,(t, a,,), 1 < j < n, so that 

We claim that no nontrivial linear combination of the set {z+i(t, a,,) : 
1 < j < n} can belong to L 2. Indeed, suppose {ci : 1 < j < p> is a set 
of complex numbers, all not zero. We have 

zl CPjl(t, %> = El cj ~PTL(~) exp j”:“’ U”, 4 d”/ (1 + odl)>- 

Suppose we have arranged the labeling of the Xj(x,) so that h,(z,) has 
the largest real part, and c1 # 0. There exists an 17 > 0 so that for all 
sufficiently large s, and for all 2 < j < p, we have 

and thus, if s,, is sufficiently large, there exists an sr > sa so that for all 
s(t) > Sl > 

Consequently, for s(t) >, si , 

Also, since Re h,(x,) > 0 we have for all s(t) > s,, , 

I s s(t) 
exP &(a, z,,) da > c > 0. 

so 
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Thus, for sufficiently large s,, , there exists an sr > sa so that for all 
s(t) 3 s1 we have 

However, C&(t) $ L2, and this establishes our claim. 
If LX = 0, we must look at solutions to the equation 

P(h2, s) = zv(t(s)), Imz#O. (4.20) 

Recall that in this case we are supposing that TJ remains positive. Because 
P(X2) has only simple roots, and since v(t) -+ 0 as t -+ CO, for all suffi- 
ciently large s we have 2n simple solutions to the equation (4.20). Also, 
since v(t) > 0, for all sufficiently large t, it follows that (4.20) can have 
no purely imaginary solutions. Hence, for s # CO, we have n solutions 
each with a positive real part, and n solutions each with a negative real 
part. 

From the fact that the roots of P(h2) are simple it follows from the 
implicit function theorem that we can choose 2n distinct solutions, 
us, 4, 1 G I j I G n, to (4.20)~ each of which is continuous in a neigh- 
borhood of (co, 0) in the (s, z) space, and for a fixed s is an analytic 
function of z. If we set G()c, S) = P(X2, s), and if we differentiate 

G(hj(s, z), S) = P(hj2(~, z), S) = ZV(~(S)) 

with respect to z we get 

i3hj(S, 2) WUs, 4 4 

___ = v(tN/ ax . a2 (4.21) 

Note that aG(hi(s, z), s)/ah # 0 f i x remains in a bounded neighborhood 
of the origin and s is sufficiently large (depending, of course, on the 
bounded neighborhood we allow for x), since the roots of P(h2) are simple. 

We can use (4.21) to find all of the derivatives of &(s, x), with respect 
to z, in some neighborhood of (co, 0) in the (s, z) space. Indeed, since 
in some neighborhood of (co, 0) in the (s, x) space, [aG(Xj(s, z), $)/ah]-l 
is analytic in 2: for every fixed S, we have from (4.21), 

aUs, 2) _ v(G)) 
ax s [ aGMs, 5) 4 -’ 4 

27ri r ah I (5' 
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and hence, 

al;hjcs, ,q v(t(s)) k! 
a9 = 2rri r I[ 

aG(G, i&s) -l 
ah 1 4 (5 - ++1 ' 

where I’ is a sufficiently small circle about z = 0. Actually, we think 
it is clear that if the radius of r is small enough it can be chosen inde- 
pendent of S, in the fixed neighborhood of (co, 0). Consequently, for 
fixed s we may expand hj(s, z) in a Taylor series around x = 0 and get 
[recall hj(s, 0) = hj(s)] 

hj(S, z) = A&) + zv(t(s)) ) c ; “Yg O) q 
k-l . 

(4.22) 

Now, since P(X2) h as only simple zeros, it follows that [aP(h,“)/ah] # 0. 
Hence for all sufficiently large s and all sufficiently small 5 we get 

Hence, if r is the radius of r we get from (4.22) 

A&, z) = hj(S) + 2+(S)) ] [ aG(tf9 s)]-l + o(s, dj, (4.23) 

where for / x 1 < r/2 we have, 

Thus we see that o(s, .s) -+ 0 as z -+ 0, uniformly in S, provided s 
remains in some suitable neighborhood of infinity. 

From (4.23) we get 

Re[Aj(s, 2) - &(s, x)] = Re[Aj(s) - b(s)] + v(t(~)) 

x Re x aG(Xds), ‘) -’ _ 

ah 1 [ aG(hk(s),  ‘1 ah 1 -’ + o(s, z ) /  f’ (4.24) 
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Using this formula we see that if Re[hj - A,] # 0, then for fixed x, 
Re[hj(s, z) - X,(s, z)] always has the same sign, provided that s is suffi- 
ciently large, since v(t(s)) + 0, Xi(s) + hi , and h,(s) + A, as s + 00. On 
the other hand, if Re[hj - A,] = 0, then we claim that for all sufficiently 
small z, except on a finite number of straight lines through the origin, and 
for all sufficiently large s, Re[hj(s, z) - &.(s, z)] remains positive or 
negative, for every j, k, j # k, 1 < 1 j 1, 1 K 1 < n. Indeed since 
G’(A,) - G’(h,) # 0 we see that Re x{G’(h,)-l - G’(X,)-l} = 0 only for 
those x which lie on the straight line 

w Re{G’(X,) - G’(h,)) - y Im{G’(hj)pl - G’(h,)-l} = 0. 

Take z0 sufficiently small and not on any of these lines, so that for all 
sufficiently large s, 

Re z,(G’(hj(s))p’ - G’(h,(s))-l + O(S, a,,)) 

maintains its sgn. Since v(t(s)) remains positive in the interval [sO , co), 
s0 sufficiently large, it follows from (4.24) that Re[hj(s, zO) - X,(s, zO)] 
maintains its sgn for all sufficiently large s, which establishes our claim. 
From this it follows easily that we may apply Levinson’s asymptotic 
theorem. 

Let Aj(s, x,,), 1 < j < n, s # co, be the solutions to Eq. (4.20), 
whose real parts lie in the right half of the complex plane. Let uj(s, x0), 
1 <j<n, beth e corresponding solutions to (3.3) and njl(s, zO) their 
first components. We want to show that no nontrivial linear combination 
of r+(t, zO) = ~~~(s(t), x,,), I < j < n, lies in L2. Using (4.1 I), which is 
a consequence of Levinson’s theorem, we may write 

gl cPjl(S, ~0) = Qn(f(~)) il cj /exp J:,, Xj(u, 4 do/ i1 + oj(l)l- 

If c,; # 0 and cj = 0 for j # k, then we have 

/ ck l2 / vkl(s, .q,)12 = j ck 12Qn2(t(s>) ]exp 2 Is Mu, 4 du( (1 + odl>>. so 
We may take s0 so large that ifs > s0 we have 

I 1 + Ok( 2 l/Z 
exp 2 

1 
’ Re hk( u, z,,) da 3 l/2. 
9, 
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Consequently, 

s 

03 

tu 
/ c,u,,(t, z+,)12 dt > y  I;Q.t(t) dt = co, 

where, of course, we have taken z+i(t, a+,) = vjl(s(t), x0) and t, = t(sJ. 
Let us now consider the case where more than one cj is different from 

zero. Since v(t(s)) # 0, for all sufficiently large s, s # 00, the hypotheses 
of the theorem require that there can be at most two roots of P(A2) which 
have the same real part. For the sake of convenience we shall suppose 
wehave labeled the roots of P(h2) sothat Re A, > Re A, > a-* > Re A, 3 0, 
and we have labeled the complex numbers ci so that ci # 0. If 
Re A, > Re A, , in which case A, is real, we have 

= exp j’ Re h(u, 4 da 1 $I cj lexp j”, Mu, 4 - hb, 41 do[ U + 4>> 1. 
% 

For s,, sufficiently large there exists an si > s0 so that s 3 si implies 

/ i2 Cj /exp 1’ [Aj(u, ~0) - X1(0, 20) do]/ (1 + oi(l)) 1 < y , 
so 

I J’ ’ exp 2 h,(u, q,) da 
so 

> ; , 

I 4 + Oi(l)}l > +J. 

Hence, 

j, I Qn(t>12 I $ cj exp dt, +I) I2 dt 

>PlJ m 
’ 8 s I QnW2 dt = *. t, 
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Now let us suppose that Re X, = Re h, , c1 # 0, and without loss of 
generality we may take Im X, > 0. Again using Levinson’s theorem we 
may write 

cjujl(t, z,,) 2 dt 

oj)l)j 1’ dt 

= 1, Qn2(t) exp 2 jS”’ Re X1(0, x0) da 
%I 

Clearly, for k = 1, 2, 

g3 cj jexp j,, Mu, %I) - Uut %)I do/f1 + odl)> = O(l) as s+co. 

Hence, 

m 72 

s Ix 
ciujl(t, x0) ’ dt 

to j=l 

= I cl I2 j,Qnz(t) exp 2 j”:” Re h,(u, 4 do 

x 1 +zexp 
II 

jsit) [&(a, 4 - h(u, ,%))I du/ (1 + o(l)} /I dt. 
su 

Now, as (J + 00, Re &(a, q,) + Re h, >, 0 and Re hZ(u, zO) -+ Re X, = 
Re h, > 0. Hence, if t, , and thus s,, = s(t,,) is sufficiently large, there 
is a positive constant c so that 

(4.25) 

2 c I cl I2 j”, Qn2(t) 1 1 - ( : 1 exp /“I:’ Re[h,(o, 4 - &(a, x,,)] do I2 dt. 
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As we have shown previously, if x0 is taken sufficiently small (and not 
on a finite number of certain straight lines through the origin) and for all 
u sufficiently large, Re[h,(a, z,,) - h,( u, zO)] maintains its sgn. Without 
any loss of generality we may suppose its sgn is - 1. Hence, for s0 suffi- 
ciently large, 

is monotone decreasing. If this goes to zero, (4.25) shows that Cy ciuil $L2. 
On the other hand, if this goes to a positive constant d, and / c2/cl / # l/d, 
then we again have the same conclusion. Thus we are led to consider 
the integral 

where ca/ci = e@ld, /I real. We can rewrite this integral as 

J‘ Qn2(f) / 1 + exp )i jsct’ ImP,(u, 4 - h(o, 41 do + 43 
su 

x (l/d) exp J‘““’ Re[/\,(u, x,,) - &(a, q,)] du; 
2 

dt. 
%I 

The last term of this integral is (1 + o( 1)) so that if t, is taken large 
enough, the last integral is greater than some positive constant times the 
integral 

= j: {v(t(s)> + f’(t(~))) 1 1 + exp /i jIe W&do, 4 - X1(0, x0)] du + i/3/l’ ds. 

The integrand 

G(s)) 1 1 + exp ji j:, ImP2(u, x,,) - h(u, 41 do + ia//’ 



ORDINARY SELF-ADJOINT DIFFERENTIAL OPERATORS 459 

belongs to L1. Hence, if we can show that 

is infinite we will have shown that the deficiency index of L, is (n, n), 
since we have that (2.1) is regular at the origin and hence its deficiency 
index is at least (n, a). 

Working in the same way as in the proof of part (A), for every positive 
integer k let us take I, = [So , ~~(‘1 and JJC = [sli’, sk+J, where we have 
taken s,; and So’ so that 

Im[A,(u, z,,) - Al(a, zo)] du = 2kn + i TT, 

(4.26) 

Im[h,(u, x0) - X,(a, zo)] du = 2R77 + 5 7~. 

This is always possible, for sufficiently large k, since 

is a monotone-increasing continuous function of s which takes all values 
in the interval [O, co). Note that the integral diverges since 

Im[&(u, zn) - h,(u, zO)] ---f 2 Im X, > 0, as u -+ co. 

From (4.26) it follows that 

takes all values in [2, 41 as s varies over I, , and takes on all values in [O, 21 
as s varies over Jk . 

Let us now set 

W(U, zo) = Im[h,(u, zo) - &(a, zo)] - 2 Im A, . 
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Then for k sufficiently large 

Im[&(o, z,,) - &(a, x0)] da 

=i 

9.k 
~(a, q,) du + 2 Im h,(s,’ - slC) = n. 

Sk 

From the mean-value theorem there exists an qli so that 

s 

Sk 
w(u, q,) do = Q(s~’ - Q,). 

Sk 
Thus we have 

Sk’ - sk = n/(2 Im X, + vr). (4.27) 

Since w(u, z,,) + 0 as u --t co, it follows that 7k + 0 as K -+ co. In the 
same way there exists a sequence {pLk} so that pLk + 0 as K -+ co and 

sk+l - sk ’ = n/(2 Im A, + pk). (4.28) 

From (4.27) and (4.28) we see that there exist two positive constants b 
and B so that for all sufficiently large k, 

where ( Ik 1 and 1 Jk 1 are the lengths of I, and Jk , respectively. From 
this it follows that both series 

k$ 0 j,k m(t(s)) 4 kt II j, m(t(s)) ds 
both diverge or converge simultaneously. However, since m(t(s)) 4 L1 
we see they both diverge. Hence, every nontrivial linear combination 
of the ujl , 1 <j < n, does not belong to L2. The proof is complete. 

5. SOME SPECIAL CASES 

We now want to show that by properly choosing Q0 , Q1 ,..., Qn we 
can obtain from Theorem 1 a number of theorems which have appeared 
in the literature. We start with a theorem of M. A. Naimark [5, p. 1951. 
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THEOREM. Let the following conditions be fulJlled: 

1. 1q,(t)~+ooast*co; 

2. q,‘, ql maintain their sgn in a neighborhood of injinity; 
3. for t 4 co, 

qn ’ = O(l qn ?h 0 < y < 1 + 1/2n; 

4. %I’/% > Qr I qn I-1’2n> 622 I Qn l-3’2nY~> qnP1 1 qtL (--(2n-3)/87L are inte- 
grable; 

5. lim,,, q&t) > 0. 

If q,(t) + 00 for t -+ 00, then L, has deficiency index (n, n). 
If qJt)+---00 for t--t c/3, then L, has deficiency index (n, n) or 

(n+ I,n+ 1)iftheintegral 

diverges or converges, respectively. 

To show this theorem is a special case of Theorem 1 we take 
Q = 1 qn 1-1/2n, Q,, = Q and QnPx: = QQ~--k, where p = (2n - 1)/2. Since 
) qlz(t)l --t co as t -+ co, we have J” Q;’ = co. We are also implicitly 
assuming here that the differential operator is regular at the origin, This 
then falls under Case I in Section 3. Recalling the terminology used in 
Sections 3 and 4 we have 

b 
k 

= 23 - 1 4 qn I-1’2n) 
2 dt ’ 

l<k,<n, 

dk= 1, l<k<n-1. 

By hypothesis 4 of this theorem we have that the function 

f&‘(t) ak(t) = qk(t) j qJt)j-‘=l”n (5.1) 

is integrable for 1 < k < n - 1, and hence we must take a:k = 0 for 
these values of k. Further, from (5.1), if q%(t) -+ co or qm(t) + -co, 
then a, = 1 or a, = -1 for all sufficiently large t, respectively, and 
thus we must take 01% = 1 or 01% = - 1, respectively. From the fact that 
q,,‘/pO is integrable it follows that lim,,, In q,,(t) exists as a finite number 
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and hence lim,,, so(t) exists, and by hypothesis 5 this is a positive 
number; we label it l/u0 . If we write 

l/Qo(O = 010 + uo(t), 

then by hypotheses 4 and 5, au(t) + 0 as t + 00 and no’(t) = qo’/qo2 
is integrable. 

It remains to examine the functions bli(t). Now, 

Since qn ultimately maintains its sgn, and the derivative of 1 qn I-1/2n 
exists, we have 

b, = c, 1 qn [-‘l+l/zn) qn’, c, = &(2k - 1)/2n. (5.2) 

From hypotheses 1 and 3 it follows that b,(t) --f 0 as t + co. Further 

b,’ = C,{(l + 1/2n) 1 q, 1--(2+1/2n) (q,‘)2 & 1 q, l-(1+1/2n)q;}. 

Now use hypotheses 1, 2, and 3; if y = I + 1/2n - E, E > 0, then 

s 
m 
t,, I qn i-(2+1T qn’ I < C /I, i Qn I-l-’ I qn’ I 

=c m I t” I 4n I-1--t I Pn I’> 

where C is some positive constant and t, is sufficiently large so that 
q,(t,) # 0, and 1 qn’(t)j = 1 qn(t)j’ for t > to. Note that the very last 
statement of the last sentence is possible since from condition 2, qn(t) 
ultimately monotonically increases to 00 or monotonically decreases 
to - co. Further, 

It j, I Qn I- (1+1/2?L)*; = Jrn ) q, I-(l+wd 1 q, /* 
to 

= - ( q,(t(J-‘l+l~2~) / qn I’ 

t (1 + &) j”, I qn /-f2+lfin’ iI qn I’)” < a. 
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The last integral is finite since by hypothesis 3, 

1 qn ip(2+1/zn)(! qn I’}” < C i qn i-l-’ 1 qn I’, 

where E has been taken as previously. Hence b,,.’ E L1 and thus we must 
take pli = 0 in (4.2). 

We claim that the function 

Qn2(t) exp 6 jl,, &l = Q2”-l(t) exp 8 j:, Q-1 

is not integrable for every 6 > 0, regardless of whether Q,n2 is integrable 
or not. Actually, we can show that 

f(t) = Q”(t) exp 6 j:,) & 

is not summable for every p > 0 and every 6 > 0. Indeed, recalling 
that s(t) = $ Q-‘(T) d7 we get for p > 0, 

f-l’“(f) = F exp((-S!p)[s(t) - so]}, 

Integrating we get 

s 
’ .f-llo(t) dt = j“ exp{(-G)[o - ~1 do. 
6, SC> 

Hence, the set of points in (to, co) where f-‘/~(t) < 1 is of infinite 
Lebesgue measure, and thus the set wheref(t) > 1 is of infinite Lebesgue 
measure so thatfis not integrable. If p = 0, then our claim is immediate. 

We also claim that the function 

Q0(t>,0n2(t) exp 6 jI, & = O""(t) exp 6 j:, & 

has, for every 6 > 0, a positive nonincreasing minorant m(t) so that 
m(t)/Q(t) is not integrable. Indeed, we have 

!J2”(t) exp 6 ji,# & = I dt)!-l exp 6 jIt, I qn(T)11/2n dT 

2 I qn(t)kl exp cs [I,, I qn(7)l(112n)-y I qn(T)l’ dT, 
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where c is a positive constant and the inequality comes from condition 3, 
with y as given there. Notice that here again we have used the fact that 

I %t’(t)l = I sL(t>l’ f or all sufficiently large t. Hence, we get 

QYt) exP f3 f” & 3 I &it)Y exp I$ (i qn(t)lc - I n.(W)/, 

where E = 1 + (1/2n) - y > 0. Since / qn(t)l --j co as t --j co we see 
that if t, is sufficiently large we may take as a minorant for the left side, 
any positive constant nz. Since 1 /Qo(t) is not integrable, it follows that the 
same is true for m/&(t). 

If Qn2(t> = I sL(W 1+1/2n is integrable, then we have just proved 
above that the boundary line of the plane B is {z : Re z < 0} and that 
hypothesis (h,-ii) holds. 

In the case we are considering here, the polynomial (4.3) becomes 

fYP) = %P + (- 1 )n% , 010 > 0. (5.3) 

If qn(t) 4 CO as t --f CO, then recall that Al, = 1, and we are considering 
solutions to the equation 

ct()p” = (-1)s+i. 

This equation has no negative real solutions. Further, o~,,h~” = ( -l)n+l 
can have at most two solutions with the same real part. If Qn2 = l~~l-l+l/~~ 
is integrable we may apply Theorem l(A), conclusion (ca). We see that 
the deficiency index is (n, n). 

Ifc??s2 = I Qn I- 1+1/2n is not integrable we wish to apply the conclusion 
(cs’) of part (B) of Th eorem 1. However, we must be sure that the 
hypothesis (hs’) is satisfied. Now, 

v = QoQn2 = Qzn = ; qn I--l 

is ultimately monotonically decreasing to zero. Further, it is clear that 

Wdt = - I qn l-2 I qn I’ 

is integrable, but, by assumption u/Q0 = 1 qn l-1+1/2n. is not integrable. 
Finally, 

G(h) = cxOh2” + (-I)““, 

G’(A) = 2nc$p--1. 
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If Xi and hj are distinct roots of G(h), and Re(h, - Xj) = 0, then ;\% = ,ij . 
Hence, we have 

G’(X,) - G’(&) = i4m,, Im A?-1 # 0. 

Further since the differential operator of this theorem is regular at the 
origin all of the conditions of (ca’-ii) are fulfilled and the deficiency 
index is (72, n). 

If s,(t) + -co as t + co, then we must have a(B = 1. In this case 
we are considering the solutions to 

“()f.P = (-1)‘“. 

This equation has one and only one negative real solution. If Qn2 = 
1 q j-1+1/2n is integrable we may apply (ca) of part (A) of Theorem 1 
an”d in this case the deficiency index is (n + 1, n + 1). If 1 qn I-1+1/2n is 
not integrable we may apply (Cal-ii) of part (B) of Theorem 1, and in 
this case the deficiency index is (n, a). 

Let us now give an improved version of a theorem originally given by 
S. A. Orlov [7] and then improved by F. A. Neimark [6]. 

THEOREM. Suppose 

qo(t) = t2n+u[1/a0 + r,(t)]-1 and &(t) = Pn--k)+u[ak + r,(t)], 1 < R < n, 

where t-irk(t) is integrable, 0 < k < n, and v is any real number. Set 

v, v) = f (-l)‘an~kg [(x + fj2 - (9 +ij2] + a,, 
k=l 

and suppose all roots of this polynomial are simple. Then the number of 
linearly independent L2 solutions to (2.3) is, for v > 0, the number of roots of 
F(h, v) with Re X < v, andfor v < 0 is n. 

This theorem is a special case of Theorem 1. To see this let us, at first, 
suppose that v > 0 and take Q = l/t, Q,, = t, and Q0Qk2 = t-2(n--k)-v. 
It is clear that Q,,Qk2 = Q2(o+n-k)-1, where p = (v + 1)/2. Thus, we 
are in the situation under Case II given at the end of Section 3. 

We have 



466 DEVINATZ 

Further, by hypothesis, rk(t)/QO(t) = rl;(t)/t cL1. Hence we may take 
V = 0 in the decomposition (4.1) of D(t, z). The polynomial (4.3) 
becomes 

P(P) = i (-l)k LYn--k 7cz (X2 - [(V + 1)/2 +j]“) + ffll 
k=l I=0 

= F(A - v/2, v). 

Now 

Q: exp 26 j: Q;’ = t26-v-1, 

and this belongs to L1 for 6 < v/2. Since v > 0, it also follows that 
Qn2(t) E L1. Further, 

Q,,(t) Qn2(t) exp v j: Q,' = 1, 

so that this function has a constant minorant. Consequently, we get 
one part of the theorem from the conclusion (c,-ii) of part (A). If v = 0, 
then Qn2(t) $L1, but QoQn2 = 1, so that the conclusion follows from 
(ca’-i) of part (B). 

Now, let us suppose v < 0. Let us take Qo(t) = tl+(“lan) and Qk(t) = 
QO(t)(2k-1)/2t-(2n+v)‘2, 1 < K < n. Then 

QoW _ 
‘dt) = Q12(t) q0(t) - ‘i% + rdt)* 

ale(t) = Qo(t) Qrc2(t) QJ&) 

= p;yq t-(2n+dp(d9+~[OIk + yk(t)] 

Hence, 

= t(+)“[lxk + rJt)], 1 <k<n. 

ak(t) __ = t-l+[‘~in)-cll2a)lY[~~ + Yk(Q]. 

80(t) 

Since [(K/n) - (1/2n)]v < 0, we see that ak(t)/Q,,(t) ELM. Further we 
have 

bk(t) = QoW dQd4 81codt = [(V)(l +&j -V] tv@. 
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Clearly bk(t) -+ 0 as t + 00, and &l(t) E L1. Finally 

This shows that Qn2( t) $ Li, and our result now follows from conclusion 
(ca’-i) of part (B). 

The following two results given by Naimark [5, pp. 192, 1931 fall 
under Case III at the end of Section 3. The proofs are immediate con- 
sequences of (Cal-i) of part (B). 

(a> If (l/PO)'9 41 >**'9 qn are integrable and lim,,, q,,(t) > 0, then 
L, has the dejkiency index (n, n). 

(b) If there are constants CX,, f 0, 01~ ,..., ol, such that 

are integrable, then L, has the deJiciency index (n, n). 

6. EXAMPLES 

In this section we shall give some examples which show that all of 
the possibilities for the deficiency index listed in (c2) of part (A) can occur. 

I. We shall consider a matrix 

-1 1 0 o- 

A= ; I l -: -;. 
% 

a2 0 0 -I- 

The polynomial (4.3) is given by 

G) = i: (-lya, fi (p - 1) + a2 hl = 1) 
k0 j=k+l 

(6.1) 

607/S/3-7 
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Pick 01~ and az so that if pI and pz are the roots of (6.1), then 

p1 - 1 = 2i - 1, 

pg-1 = -2i-1, 
(6.2) 

From this we can compute 01~ and CX~ . Indeed, 

a1 = (CL1 - 1) + (CL2 - 1) = -2, 
(6.3) 

a2 = (PI - l)(pz - 1) = 5. 

Let us now take Qo(t) = 1 so that s(t) = t = t(s) = S. Also let us 
take a, = I, QZl(t) = Q2(t) = exp( -t). Consequently we must have 

so that 

a0 = QO/Q1290 = 1 (6.4) 

Further, we have, 

q. = exp 2t. 

4t) = PO(t) Q12(t> &) = s(t) exd--2th j= 1,2, 

(6.5) 

40) = QoWQMQAt) = 1. 

Let us now take 

ndt) = 4) exp(W, j= 1,2, (6.6) 

and set aj(t) = aj + ui(t), j = 1, 2, where the aj are given by (6.3). 
Hence, we get 

dt> = Qdf>Q~~(t) dt) = aj + vi(t), j= 1,2. (6.7) 

From (6.2) we get 

A+, = dz dP, = Ik(l + ;>t 
(6-V 

A*, = It 4.62 = &(l -i). 
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Now 

Q22(t) exp 26 1: & = Qa2(t) exp 28t 

= exp 2(S - 1)t. 

This belongs to L1 if and only if 6 < 1 and hence the half-plane B is 
the set {z : Re z < I}. Remember we have that Q, E L2. From (6.8) we see 
that P contains two roots of the characteristic polynomial of the matrix A. 
Hence in this case we have m = 2. 

Let us now set 

and we get 

1 1 0 0 

A + V(t) = 
0 1 1 0 
0 -2 + q(t) -1 -1 . (6.9) 

5 + 49 0 0 -1 

The characteristic polynomial of A + V(t), with p replacing h2, is 

q/4 f) = (P - lj2 - (-2 + Q))(P - 1) + 5 + %(O. (6.10) 

The roots pi(t) and p2(t) of this polynomial satisfy the equations 

(/h(t) - 1) + (dt) - 1) = -2 + s(t) = 4th 
(6.11) 

W) - 1 )(PLZ(f) - 1) = 5 + ne(t) = az(t). 

Designate the four roots of the characteristic polynomial of (6.9) by 
h,(t), h-,(t) = --h,(t), h,(t), and h-,(t) = --h,(t). If we label h,(t) so that 

A,(t) = h,(t), then from (6.11) we get 

Re X12(t) = vl(t)/2, 
(6.12) 

j h,“(t) - 1 12 = 5 + v2(t). 

Set h,(t) = p(t) + k(t), p(t) and s(t) real. Then Re hr2(t) = p”(t) - a2(t). 
Choose p(t) and o(t) to be differentiable so that p(t) p’(t) - o(t) o’(t) 
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belongs to L1 and p”(t) - 02(t) -+ 0 as t + CO. Hence from the first 
equation in (6.12) we see that q(t) + 0 as t -+ co and vi’(t) ELM. From 
the second equation in (6.12) we get 1 X14(t)l - 2 Re X12(t) - 4 = aa( 
Since we have chosen h,(t) so that 2 Re X12(t) + 0, if we want v2(t) -+ 0 
as t + CO we must have 1 Al( 4 4 as t + CO. Consequently, we 
must have 

p”(t) - us(t) + 0, 

p”(t) + 2p2(t) u2(t) + u”(t) - 4, t--t co. 

From these two equations we see that we must have p”(t) ---f 1 and 
u2(t) --+ 1 as t --t co. Without loss of generality we may suppose that 
p(t) > 0 so that p(t) + 1 and u(t) -+ 1 as t -+ co. 

Now let us choose 

p(t) = 1 - 1/t, u(t) = 1. 

Clearly p(t) p’(t) - u(t) o’(t) is in L1. Also, it is very easy to check that 
q(t) = 2 Re X12(t) -+ 0 as t + 00 and q’(t) E L1. An equally simple 
computation shows that v2(t) --f 0 as t + co and u2’(t) E L1. Further 
Q22(t) exp 2 $ [p(~) f ;u(T)] dT ELM. This shows that the deficiency 
index of the corresponding self-adjoint differential operator is (4,4), 
while we have seen before that m = 2. Hence, the deficiency index is 
(m + 2, m + 2). 

II. Now let us change Qr and Q2 but keep Q,, = 1. We shall take 
Ql(t) = Q2(t) = {exp( -t)}/t. Then by choosing so(t) = 1, we see we 
must take qO(t) = t2 exp 2t. Further, referring to the first equation in 
(6.5) we must take qj(t) = uj(t) t2 exp 2t,j = 1,2. In this case we find 

qt> = 80(t) dQ&) -__ = -1 - (l/t), 
Q&l dt 

4(t) = 80(t) Ql(t) = 1< 
Qz(t) 

The matrix A remains the same as in the first example with oil and 01~ 
taken the same as before. But now the matrix A + V(t) becomes 

1 + 1/t 1 0 0 

A -t v(t) 0 1 + l/t 1 
0 

= 0 -2 + v,(t) -1 - 1/t -1 
. (6.13) 

5 + ?2(t) 0 0 -1 - l/t 

I 
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The polynomial corresponding to (6.10) is 

P(/L,~) = (p - (1 + f)",' - (-2 + s(t)) (P - (1 + f)", + 5 + ~2@). (6.14 

The roots pr(t) and p2(t) of this equation now satisfy 

PI(t) - (1 + g2 + &(f) - (1 + f,’ = -2 + s(t), 

@t) - (1 + f,“l /pZ(t) - (I + +)‘I = 5 + %(9 

(6.15) 

Working in the same way as before we now get 

Re X1’(t) = q(t)/2 + (1 + l/t)“, 

1 i&2(t) - (1 + I/t)“j” = 5 + 7J2(t). 

We again set h,(t) = p(t) + iu(t), but this time we take 

p(t) = 1 + (lit), o(t) = 1. 

(6.16) 

Performing the same kind of computations as in the first example we see 
that vi(t) -+ 0 as t + cc and vj’ E L1, j = 1, 2. However, now we get 
However, now we get 

Q22(t) exp 12s 1: $$-1 = (exp(6 - 1) 2t}/t2. 

This belongs to L1 if and only if 6 < 1. Hence, in this case the plane 9’ 
becomes (2 : x < I}, and thus m = 4. Further, 

where C is a nonzero constant. Thus we see that P(h2) has two roots on 
its boundary whose corresponding solutions are not in L2. If we look 
at a linear combination of these two solutions, then by the same type 
of argument as we used in the proof of Theorem 1 we see that we are 
reduced to considering a linear combination of the form 

B2W /exP j1 f(4 dj [ 1 + exp 12; Jt U(T) A- + $311. 
to 
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A simple computation shows that for every real /3 this does not belong 
to L2. Hence in this case the deficiency index is (m - 2, m - 2). 

III. If in examples I and II we would have taken p(t) = 1 = a(t), 
then in both cases, we would have the deficiency index as (m, m). 

IV. Let us now take h, = 1, h, = 2i, &(t) = 1, and Qi(t) = 
&(t) = exp(-t). In this case we have pi = hi2 = 1, pa = Xz2 = -4, 
and hence from (6.3) we get 

% = (A - 1) + (pz - 1) = -5, 

012 = (p1 - 1)(/J2 - 1) = 0. 

Hence, the matrix A becomes 

1 1 0 0 

A = i ; -: -: -; 1 . 

0 0 0 -1 

As before the plane B is {z : x < 1} so that m = 3. Now take p(t) = 
1 - (l/t), o(t) = 0 and x,(t) = 2i; then we get 

Qz”(t) exp 2 /I, ~(7) dT = C/t”, C = const. 

Since this is in L2, the deficiency index is (m + 1, m + 1). 

V. Finally, let us take &(t) = 1, Qi(t) = Q2(t) = {exp(--t))/t, 
and p(t) = 1 + (l/t), o(t) = 0. Then B is the closed half-plane 
{z : x < I}, so that m = 4. However, now we see that 

Q22(t) exp 2 cl0 p(7) dT = C > 0, 

so that the deficiency index is (m - 1, m - 1). 
It is also possible to construct a self-adjoint differential operator where 

the characteristic equation of the matrix A has two conjugate complex 
roots, whose corresponding solutions are not in L2 but a nontrivial linear 
combination is in L2. This can be done by proceeding as in Titchmarsh 
[8, p. 191. We shall leave the details for the interested reader. 
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