Adaptive finite-time backstepping control for attitude tracking of spacecraft based on rotation matrix
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Abstract This paper investigates two finite-time controllers for attitude control of spacecraft based on rotation matrix by an adaptive backstepping method. Rotation matrix can overcome the drawbacks of unwinding which makes a spacecraft perform a large-angle maneuver when a small-angle maneuver in the opposite rotational direction is sufficient to achieve the objective. With the use of adaptive control, the first robust finite-time controller is continuous without a chattering phenomenon. The second robust finite-time controller can compensate external disturbances with unknown bounds. Theoretical analysis shows that both controllers can make a spacecraft following a time-varying reference attitude signal in finite time and guarantee the stability of the overall closed-loop system. Numerical simulations are presented to demonstrate the effectiveness of the proposed control schemes.
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1. Introduction

Attitude control of spacecraft has received lots of research interest, and a number of research works have been reported. A survey of attitude representations, such as unit quaternion, Rodrigues parameters (RPs), modified Rodrigues parameters (MRPs), etc., have been investigated.1–3 However, unit quaternion and MRPs are unable to represent the set of attitudes both globally and uniquely that can result in undesirable behaviors such as unwinding.4,5 Unwinding may result in fuel consumption by traveling a long distance before returning to a desired attitude when a closed-loop system is close to a desired attitude equilibrium.6 In order to deal with the problem, rotation matrix that represents the set of attitudes both globally and uniquely has received lots of research interest during the last decades.6–9 Lee10 proposed an attitude controller by a new attitude error function for an attitude tracking control system on SO(3) (3-dimentional special orthogonal group) to deal with large-angle rotational maneuvers. Weiss and Cruz gave the robust controllers that require no knowledge of the mass distribution of the spacecraft, respectively.11,12 These attitude parameters were applied in attitude control with various controllers to acquire the results of asymptotical and exponential stabilities of the spacecraft attitude tracking system by using Lyapunov’s theorems, Matrosov’s theorem, and Barbalat’s lemma.

However, asymptotic and exponential stabilities imply that the spacecraft attitude tracking system converges to the equilibrium as time going to infinity. Therefore, the finite-time stabilization of dynamical systems leads to wide applications in
attitude tracking of spacecraft. A general framework for finite-time stability analysis of nonlinear dynamical systems was developed by Lyapunov functions\(^ {11,12}\) and there are many methods to design controllers.

Firstly, finite-time control laws are often sought from the class of homogeneous functions.\(^ {14,15}\) Finite-time control of robot systems was studied through both state feedback and dynamic output feedback control.\(^ {13}\) Bhat and Bernstein\(^ {15}\) gave a class of bounded continuous time-invariant finite-time stabilizing feedback laws for the double integrator. Meng et al.\(^ {16}\) proposed distributed attitude containment control laws for multiple rigid bodies with multiple stationary and dynamic leaders. Du and Li\(^ {17}\) investigated the global finite-time attitude stabilization problem for a rigid spacecraft system. However, it only dealt with the attitude regulator problem of the spacecraft to design a finite-time controller by a homogeneous method.

Secondly, terminal sliding mode control (TSMC) is considered to be a finite-time control scheme. Yu et al.\(^ {18}\) proposed a continuous finite-time control scheme with TSMC for rigid robotic manipulators. Wu et al.\(^ {19}\) investigated two robust sliding mode controllers based on the quaternion to solve the spacecraft attitude tracking control problem. Wang et al.\(^ {20}\) investigated a TSMC law to make the defined dynamical synchronization error converging to the desired trajectory in finite time by using the dual-quaternion representation.

Finally, we can also provide a finite-time controller by a backstepping method based on Lyapunov functions. Reichhartinger and Horn\(^ {21}\) investigated a control law based on the ideas of backstepping. Zhang and Duan\(^ {22}\) proposed a robust finite-time control strategy to enable a spacecraft to track a reference position and rotation motions in finite time. Liu et al.\(^ {23}\) proposed robust control for attitude tracking of spacecraft based on the backstepping method.

None of the aforementioned approaches can provide finite-time control to suppress unknown bounds of external disturbances for a spacecraft based on rotation matrix. To overcome these drawbacks, we investigate robust finite-time control to solve the spacecraft attitude tracking control problem. Compared with the listed literatures, the contributions are as follows. (1) Finite-time stability of the tracking system based on rotation matrix is guaranteed by a Lyapunov-based approach. (2) The continuous controller is robust to external disturbances with bounds and without chattering. (3) By virtue of the novel use of adaptive control, the discontinuous controller is robust to time-varying external disturbances with unknown bounds.

This paper is organized as follows. An attitude dynamic model is established in the following section. In Section 3, firstly, a state error is given, and then two controllers are proposed. Furthermore, the corresponding stability proofs are given as well. Numerical simulations are presented in Section 4. The paper is closed with some concluding remarks.

2. Spacecraft attitude dynamics

Quaternion is often used in attitude control to represent a rigid-body attitude. However, as a physical attitude \(R \in SO(3)\) is represented by a pair of quaternion, unwinding can occur in the continuous controller designed by quaternion.\(^ {1}\) Unwinding has been rigorously analyzed in Refs.\(^ {4,5}\), and from Ref.\(^ {4}\), we can get that controllers based on rotation matrix can deal with the problem.

We employ rotation matrix to describe the attitudes of a spacecraft to avoid ambiguities and singularities. Specifically, the attitude dynamics of the spacecraft is given by Eq. (1) and Eq. (2). Here, \(\omega \in \mathbb{R}^{3 \times 1}\) is the angular velocity of the spacecraft in the body frame, \(d \in \mathbb{R}^{3 \times 1}\) and \(u \in \mathbb{R}^{3 \times 1}\) are the external disturbance torque and control torque, respectively. \(J \in \mathbb{R}^{3 \times 3}\) denotes the inertia matrix. \(R \in SO(3)\) (3-dimentional special orthogonal group) is the rotation matrix that transforms the body frame into the inertial frame resolved in the body frame. \(\omega^*\) is the skew-symmetric matrix and the cross-product operation \(\times\) transforms a vector in \(\mathbb{R}^{3 \times 1}\) to a skew-symmetric matrix.

\[
\mathbf{R} = R^* \omega^* \\
J\dot{\omega} = -\omega^* J \omega + u + d
\]

In combination with Eqs. (1)–(5), the attitude dynamics of the spacecraft are given by Eq. (6) and Eq. (7).

\[
\mathbf{R} = R_0^* \mathbf{R} \\
\dot{\omega} = \omega - \mathbf{R} \omega_d
\]

One of the most difficult problems in the attitude control based on rotation matrix is to choose a suitable error. We almost can’t use the error rotation matrix \(\mathbf{R}\) to design the controller. Many kinds of errors are constructed during the last decade, but they are not convenient to use. A new attitude error function was constructed and some interesting features of the attitude error function were demonstrated in Ref.\(^ {10}\). The attitude error function \(\psi(\mathbf{R})\) and error vector \(e_k\) were defined in Eq. (8) and Eq. (9).

\[
\psi(\mathbf{R}) = 2 - \sqrt{1 + \text{tr}(\mathbf{R})} \\
e_k = \frac{1}{2\sqrt{1 + \text{tr}(\mathbf{R})}} (\mathbf{R} - \mathbf{R}^T)^v
\]

Applying the new attitude error function defined by Eqs. (8) and (9), we can rewrite Eqs. (6) and (7) as Eqs. (10)–(12).
\[ \dot{\bar{e}}_R = E \bar{o} \quad (10) \]

\[ J \bar{o} = \begin{cases} (J_0)^\top - (\bar{R}^\top \bar{o}_3)^\top J - J(\bar{R}^\top \bar{o}_3)^\top \bar{o} \\ - (\bar{R}^\top \bar{o}_3)^\top J \bar{R}^\top \bar{o}_3 - J \bar{R}^\top \bar{o}_3 + u + d \end{cases} \quad (11) \]

\[ E = \frac{1}{2} \sqrt{1 + \text{tr}(\bar{R})} \quad (12) \]

Note that Eqs. (10) and (12) are valid only if \( E \) is nonsingular, which indicates that the case \( \text{tr}(\bar{R}) = -1 \) does not occur. The attitude error vector \( e_R \) and \( E \) are well defined in the set \( v = \{ R \in SO(3) | \psi(\bar{R}) < 2 \} \). The following lemmas are useful to design the attitude control of the spacecraft.

**Lemma 1.** In \( v \), \( \psi(\bar{R}) \) is locally quadratic.

\[ \|e_R\|^2 \leq \psi(\bar{R}) \leq 2\|e_R\|^2 \quad (13) \]

**Lemma 2.** Let \( \bar{R} R^\top = \exp(x^\top) \), and there exists \( x \in \mathbb{R}^{3 \times 1} \), with \( \|x\| \leq \pi \). Eigenvalues of \( F^\top E \) are given by \( \frac{1}{2} \pm \frac{C}{1 + \cos\|x\|} \). It follows that the matrix 2-norm of \( E \) is \( \|E\| \leq \frac{C}{2} \). We can also get that \( \|e_R\|^2 = 4 \sin^2 \frac{\|x\|}{4} \|x\| \) and \( \psi(\bar{R}) = 4 \sin \frac{\|x\|}{4} \).

**Lemma 3.** In \( v \), \( \|x\| \neq \pi \), so \( E \) is an invertible matrix and \( \|e_R\| < 1 \).

**Lemma 4.** Suppose \( x_1, x_2, \ldots, x_n \) and \( 0 < \rho < 2 \) are all positive numbers; then the following inequality holds:

\[ (x_1^2 + x_2^2 + \cdots + x_n^2)^\rho \leq (x_1^\rho + x_2^\rho + \cdots + x_n^\rho)^2 \quad (14) \]

**Lemma 5.** Suppose \( \dot{v}(t) \leq -\alpha v(t) - \beta v(t)^\rho \), \( \forall t \geq t_0 \), where \( \alpha > 0, \beta > 0, 0 < \gamma < 1 \) and \( v(t) \) is a continuous positive definite function. Then the system converges to the equilibrium point in finite time.

\[ t_1 \leq t_0 + \frac{1}{2(1 - \gamma)} \ln \frac{\|x_0\|^1 - 1}{\beta} \quad (15) \]

**Remark 1.** From Lemma 1, Lemma 2, and Eq. (8), we can know that \( \psi(\bar{R}) = 2 \) is equivalent to \( \bar{R} = v \) and \( \|E^{-1}\| = \sqrt{8/(1 + \cos(2 \arcsin(\|e_R\|)))} \). \( \|x\| = \pi \) and \( \|e_R\| = 1 \) are all equivalent to \( \psi(\bar{R}) = 2 \).

### 3.2. Controller design

Motivated by Ref. 10, we employ the idea of finite-time control to design a robust controller for the attitude control of the spacecraft based on rotation matrix. As Eqs. (10) and (11) constitute a standard cascade system, we apply the backstepping method to design a control scheme. The variables \( x_1 \) and \( x_2 \) are defined in Eqs. (16) and (17).

\[ x_1 = e_R \quad (16) \]

\[ x_2 = \bar{o} - \bar{o}^* \quad (17) \]

In combination with Eqs. (11) and (17), we can get Eq. (18).

\[ \ddot{x}_2 = J^{-1} \begin{cases} \begin{align*} &((J_0)^\top - (\bar{R}^\top \bar{o}_3)^\top J - J(\bar{R}^\top \bar{o}_3)^\top \bar{o}) - (\bar{R}^\top \bar{o}_3)^\top J \bar{R}^\top \bar{o}_3 + u + d \end{align*} \\ &- J \bar{R}^\top \bar{o}_3 \end{cases} \quad (18) \]

In the light of Eq. (10), the desired finite-time control is firstly designed as Eq. (19). Here, \( k_1, k_2, \eta \) are positive constants.

\[ 0 < \eta < 1, f(x_1) = f(x_{11}, f(x_{12}) f(x_{13}), \sigma(x_{14})) = \sigma(x_{14}) x_{12} x_{13}, r_1 = (2 - \gamma)\eta^{-1}, r_2 = (\gamma - 1)\eta^{-2}. \]

\[ \bar{o}^* = -k_1 E^{-1} x_1 - k_2 E^{-1} f(x_1) \quad (19) \]

\[ f(x_{1i}) = \begin{cases} r_1 x_{1i} + r_2 \sigma(x_{1i}) x_{12} x_{13} & |x_{1i}| \leq \eta, \quad i = 1, 2, 3 \\ \sigma(x_{1i}) \sigma(x_{1i}) & \text{Others} \end{cases} \quad (20) \]

**Proposition 1.** For Eq. (10), if the virtual angular velocity is designed as Eq. (19) when \( \sigma_1 \) and \( \sigma_2 \) are all bounded, we can conclude that \( x_{1i}, i = 1, 2, 3 \) converges to \( |x_{1i}| \leq \eta \) in finite time.

**Proof 1.** We choose the Lyapunov function as \( V_{1i} = \frac{1}{2} x_{1i}^2 \). By applying Eq. (10) and Eq. (19), the derivative of \( V_{1i}, i = 1, 2, 3 \) can be written as

\[ \dot{V}_{1i} = x_{1i} \dot{x}_{1i} = -k_1 x_{12} x_{13} - k_2 x_{12} f(x_{13}) \]

When \( |x_{1i}| > \eta \), \( \dot{V}_{1i} \) can be written as

\[ \dot{V}_{1i} = -k_1 x_{12} x_{13} - k_2 x_{13} \sigma(x_{13}) x_{14} \leq -2k_1 V_{1i} - 2^{(i+1)/2} k_2 V_{1i}^{(i+1)/2} \]

When \( |x_{1i}| \leq \eta \), \( \dot{V}_{1i} \) can be written as

\[ \dot{V}_{1i} = -k_1 x_{12} x_{13} - k_2 x_{13} \sigma(x_{13}) x_{14} \leq -2k_1 V_{1i} \]

By using Lemma 4, \( x_{1i} \) will converge to \( |x_{1i}| \leq \eta \) in finite time.

Based on the backstepping method, the control law for the spacecraft is given by Eqs. (21)–(23). \( d \) is the estimation values of \( d, Q \) is a positive definite diagonal matrix. \( k_3, k_4 \) and \( \beta \) are positive constants.

\[ u = -\begin{cases} ((J_0)^\top \bar{o}_3)^\top J - J(\bar{R}^\top \bar{o}_3)^\top \bar{o} + (\bar{R}^\top \bar{o}_3)^\top J \bar{R}^\top \bar{o}_3 \end{cases} \quad (21) \]

\[ \dot{d} = \frac{1}{\beta} Q R^\top x_3 \quad (22) \]

\[ \sigma(x_{14}) = (\left| x_{12} \right|, \left| x_{12} \right|, \left| x_{12} \right|, \left| x_{13} \right|, \left| x_{13} \right|, \left| x_{13} \right|, \left| x_{13} \right|) \quad (23) \]

**Theorem 1.** Using Eqs. (21)–(23) for the system Eqs. (10) and (11), when \( \sigma_1, \sigma_2 \) are all bounded and \( d \) is constant, we conclude that \( x_{1i}, x_{2j} \) and \( d \) are all bounded.

\[ V_2 = \frac{1}{2} x_1^2 + \frac{1}{2} x_2^2 + \frac{1}{2} \dot{d} Q^{-1} d \quad (24) \]

**Proof 2.** We choose the Lyapunov function \( V_2 \) as Eq. (24), where \( \dot{d} = d - d \). Applying Eq. (18) and Eqs. (21)–(23), the derivative of \( V_2 \) can be written as:
\[ V_2 = x_1^T \dot{x}_1 + \frac{1}{\beta} x_2^T \dot{x}_2 - d^T Q^{-1} \dot{d} \]
\[ = -k_1 x_1^T x_1 - k_2 x_1^T f(x_1) + \frac{1}{\beta} x_2^T J^{-1} \dot{d} - k_3 x_2^T x_2 \]
\[ - \frac{k_4}{\beta} x_2^T \text{sig}(x_2) - \dot{d}^T Q^{-1} \dot{d} \]
\[ = -k_1 x_1^T x_1 - k_2 x_1^T f(x_1) - k_3 \frac{x_2^T x_2}{\beta} + \frac{k_4}{\beta} x_2^T \text{sig}(x_2) \]
\[ \leq 0 \]

It can be seen that \( V_2 \leq 0 \). Thus \( V_2 \) is bound. Therefore, it can be concluded that variables \( x_1 \), \( x_2 \), and \( d \) are all bounded. Combined with Eqs. (16)–(19), it can be seen that \( \dot{\omega} \) is also bounded. \( \Box \)

**Remark 2.** In Theorem 1, \( \dot{d} \) does not converge to the regions near zero in finite time. It just guarantees that \( \dot{d} \) has the bound. In Theorem 2, \( x_{1,i} \) and \( x_{2,i} \) converge to the regions near zero in finite time. In order to facilitate the analysis of finite-time stability in Theorem 2, let \( \xi = \frac{1}{\beta} J^{-1} \dot{d} \) and \( \xi_M \) is the maximum element of \( \| \xi \| \).

**Theorem 2.** Consider a spacecraft described by Eq. (18), and the control laws are provided by Eqs. (21)–(23). When \( c_2 \) and \( \omega_M \) are all bounded and \( d \) is constant, we can conclude as follows:

(1) \( x_{1,i} \) and \( x_{2,i} \) converge to the regions \( |x_{1,i}| \leq \Delta_1 \) and \( |x_{2,i}| \leq \Delta_2 \) in time \( T. T \leq \max \{ t_1, t_2, t_3, t_4 \} \). Here, \( c_2 = \frac{c_2}{\sqrt{3}} \alpha c_1 \), in which \( c_1 \) is a small positive constant.

\[ t_1 \leq \frac{1}{\eta_1 (1 - \gamma)} \ln \frac{\eta_1 V_2(t_1)^{1/2} + \eta_2}{\eta_2}, \]  
\[ t_2 \leq \frac{1}{\mu_1 (1 - \gamma)} \ln \frac{\mu_1 V_2(t_2)^{1/2} + \mu_2}{\mu_2}, \]  
\[ t_3 \leq \frac{1}{\delta_1 (1 - \gamma)} \ln \frac{\delta_1 V_2(t_3)^{1/2} + \delta_2}{\delta_2}, \]  
\[ t_4 \leq \frac{1}{\varphi_1 (1 - \gamma)} \ln \frac{\varphi_1 V_2(t_4)^{1/2} + \varphi_2}{\varphi_2}, \]  
\[ \Delta_1 = \max \left\{ \eta, \min \left( \frac{c_2}{k_1}, \frac{c_2}{k_2} \right)^{1/(1 + \gamma)} \right\} \]  
\[ \Delta_2 = \min \left\{ \left( \frac{c_2}{k_3 - c_1 \beta} \right)^{1/2}, \left( \frac{\beta c_2}{k_4} \right)^{1/(1 + \gamma)} \right\} \]  

(2) The errors \( \dot{\omega} \) converge to the regions \( |\dot{\omega}| \leq \Delta_3 \) in finite time.

\[ \Delta_3 \leq \sqrt{3} \Delta_2 + k_1 \sqrt{8 \frac{1}{1 + \cos(\arcsin(\sqrt{3} \Delta_1))} \Delta_1} + k_2 \]
\[ \times \sqrt{8 \frac{1}{1 + \cos(\arcsin(\sqrt{3} \Delta_2))} \Delta_2} \]  

(3) The region of attraction is given by \( x_1(0) x_1(0) + \frac{1}{\beta} x_2^T(0) x_2(0) + \dot{d}^T(0) Q^{-1} \dot{d}(0) < 1 \). Here, \( G(0) \) is the initial value of \( G \).

**Proof 3.** We choose the Lyapunov function as \( V_{3,i} = \frac{1}{2} x_{1,i}^2 + \frac{1}{\beta} x_{2,i}^2 \), \( i = 1, 2, 3 \). When \( |x_{1,i}| > \eta_1 \), applying Eq. (18) and Eqs. (21)–(23), the derivative of \( V_{3,i} \) can be written as

\[ V_3 = x_{1,i} \dot{x}_{1,i} + \frac{1}{\beta} x_{2,i} \dot{x}_{2,i} \]
\[ = -k_1 x_{1,i} x_{1,i} - k_2 x_{1,i} f(x_{1,i}) + \frac{1}{\beta} x_{2,i} J^{-1} \dot{d} - k_3 x_{2,i} x_{2,i} \]
\[ - \frac{k_4}{\beta} x_{2,i} \text{sig}(x_{2,i}) \]
\[ = -k_1 x_{1,i} x_{1,i} - k_2 x_{1,i} f(x_{1,i}) - k_3 \frac{x_{2,i} x_{2,i}}{\beta} + \frac{k_4}{\beta} x_{2,i} \text{sig}(x_{2,i}) \]
\[ \leq 0 \]

In order to deal with \( c_2 \), \( \dot{V}_{3,i} \) can be rewritten as Eqs. (30)–(33). We will discuss these situations in Cases 1–4.

\[ \dot{V}_{3,i} \leq -\left( k_1 - \frac{c_2}{x_{1,i}^2} \right) x_{1,i} x_{1,i} - k_2 x_{1,i} f(x_{1,i}) - \left( k_3 - \frac{c_2}{x_{2,i}^2} \right) x_{2,i} x_{2,i} + \frac{k_4}{\beta} x_{2,i} \text{sig}(x_{2,i}) \]
\[ \dot{V}_{3,i} \leq -\left( k_1 - \frac{c_2}{x_{1,i}^2} \right) x_{1,i} x_{1,i} - k_2 x_{1,i} f(x_{1,i}) - \left( k_3 - \frac{c_2}{x_{2,i}^2} \right) x_{2,i} x_{2,i} + \frac{k_4}{\beta} x_{2,i} \text{sig}(x_{2,i}) \]
\[ \dot{V}_{3,i} \leq -\left( k_1 - \frac{c_2}{x_{1,i}^2} \right) x_{1,i} x_{1,i} - k_2 x_{1,i} f(x_{1,i}) - \left( k_3 - \frac{c_2}{x_{2,i}^2} \right) x_{2,i} x_{2,i} + \frac{k_4}{\beta} x_{2,i} \text{sig}(x_{2,i}) \]

**Case 1.** Assuming \( \eta_1 = 2 \min \left\{ k_1 - \frac{c_2}{x_{1,i}^2}, k_3 - c_1 \beta \right\} \) and \( \eta_2 = 2^{(s+1)/2} \min \{ k_2, k_4 \beta \} \), Eq. (30) can be rewritten as:

\[ \dot{V}_{3,i} \leq -\left( k_1 - \frac{c_2}{x_{1,i}^2} \right) x_{1,i} x_{1,i} - k_2 x_{1,i} f(x_{1,i}) - \left( k_3 - \frac{c_2}{x_{2,i}^2} \right) x_{2,i} x_{2,i} + \frac{k_4}{\beta} x_{2,i} \text{sig}(x_{2,i}) \]
\[ \leq -\frac{1}{\gamma} \eta_1 \left( x_{1,i}^2 + \frac{1}{\beta} x_{2,i}^2 \right) - 2^{-s/(s+1)} \eta_2 \left( x_{1,i}^2 \right)^{(s+1)/2} + \left( \frac{1}{\beta} x_{2,i}^2 \right)^{(s+1)/2} \]
\[ \leq -\frac{1}{\gamma} \eta_1 \left( x_{1,i}^2 + \frac{1}{\beta} x_{2,i}^2 \right) - 2^{-s/(s+1)} \eta_2 \left( x_{1,i}^2 \right)^{(s+1)/2} + \left( \frac{1}{\beta} x_{2,i}^2 \right)^{(s+1)/2} \]

We can obtain that, if \( \eta_1 > 0, \eta_2 > 0, x_{1,i} \) converge to the region \( |x_{1,i}| \leq \left( \frac{c_2}{k_1} \right)^{1/2} \) in finite time and \( x_{2,i} \) will converge to zero in finite time. By using Lemma 5, we can get that \( x_{1,i} \) and \( x_{2,i} \) converge to the region in time

\[ t_1 \leq \frac{1}{\eta_1 (1 - \gamma)} \ln \eta_1 \frac{V_3(t_1)^{1/2} + \eta_2}{\eta_2} \]

**Case 2.** Assuming \( \mu_1 = 2 \min \{ k_1, k_3 - c_1 \beta \} \) and \( \mu_2 = 2^{(s+1)/2} \min \left\{ k_2, k_4 \beta \right\} \), Eq. (31) can be rewritten as:
\[ \dot{V}_{3j} \leq -k_1x_{1j}^2 - \left( k_2 - \frac{c_2}{x_{1j} \text{sgn}(x_{1j})} \right) (x_{1j}^{(j+1)/2} - \left( \frac{k_3}{\beta} - c_1 \right)x_{1j}^{(j+1)/2} - \frac{k_4}{\beta} \left( x_{2j}^{(j+1)/2} \right) \right) \]
\[ \leq -\frac{1}{2} \mu_1 \left( x_{1j}^{(j+1)/2} + \frac{1}{\beta} x_{2j}^{(j+1)/2} \right) - 2^{-i+1/2} \mu_2 \left( x_{1j}^{(j+1)/2} + \frac{1}{\beta} x_{2j}^{(j+1)/2} \right) \]
\[ \leq -\mu_1 V_{3j} - \mu_2 V_{3j}^{(j+1)/2} \]

We can obtain that, if \( \mu_1 > 0, \mu_2 > 0, x_{1j}, x_{2j} \) will converge to zero in finite time. By using Lemma 5, we can get that \( x_{1j} \) and \( x_{2j} \) converge to the region in time:
\[ t_2 \leq \frac{1}{\mu_1 (1 - \gamma)} \ln \frac{V_{3j}(t_0)^{\gamma} + \mu_2}{\mu_2} \]

**Case 3.** Assuming \( \delta_1 = 2 \min\{k_1, k_3 - c_1\beta - \frac{c_2\beta}{x_{2j}}\} \) and \( \delta_2 = 2^{d+1/2} \min\{k_2k_4\beta/(1-2)\} \), Eq. (32) can be rewritten as:
\[ \dot{V}_{3j} \leq -k_1x_{1j}^2 - k_2 \left( x_{1j}^{(j+1)/2} - \left( \frac{k_3}{\beta} - c_1 \right)x_{1j}^{(j+1)/2} - \frac{k_4}{\beta} \left( x_{2j}^{(j+1)/2} \right) \right) \]
\[ \leq -\frac{1}{2} \delta_1 \left( x_{1j}^{(j+1)/2} + \frac{1}{\beta} x_{2j}^{(j+1)/2} \right) - 2^{-i+1/2} \delta_2 \left( x_{1j}^{(j+1)/2} + \frac{1}{\beta} x_{2j}^{(j+1)/2} \right) \]
\[ \leq -\delta_1 V_{3j} - \delta_2 V_{3j}^{(j+1)/2} \]

We can obtain that, if \( \delta_1 > 0, \delta_2 > 0, x_{1j}, x_{2j} \) will converge to zero in finite time. By using Lemma 5, we can get that \( x_{1j} \) and \( x_{2j} \) converge to the region in time:
\[ t_3 \leq \frac{1}{\delta_1 (1 - \gamma)} \ln \frac{V_{3j}(t_0)^{\gamma} + \delta_2}{\delta_2} \]

**Case 4.** Assuming \( \phi_1 = 2 \min\{k_1, k_3 - c_1\beta\} \) and \( \phi_2 = 2^{d+1/2} \min\{k_2k_4\beta/(1-2)\} \), Eq. (33) can be rewritten as:
\[ \dot{V}_{3j} \leq -k_1x_{1j}^2 - k_2 \left( x_{1j}^{(j+1)/2} - \left( \frac{k_3}{\beta} - c_1 \right)x_{1j}^{(j+1)/2} - \frac{k_4}{\beta} \left( x_{2j}^{(j+1)/2} \right) \right) \]
\[ \leq -\frac{1}{2} \phi_1 \left( x_{1j}^{(j+1)/2} + \frac{1}{\beta} x_{2j}^{(j+1)/2} \right) - 2^{-i+1/2} \phi_2 \left( x_{1j}^{(j+1)/2} + \frac{1}{\beta} x_{2j}^{(j+1)/2} \right) \]
\[ \leq -\phi_1 V_{3j} - \phi_2 V_{3j}^{(j+1)/2} \]

We can obtain that, if \( \phi_1 > 0, \phi_2 > 0, x_{1j}, x_{2j} \) will converge to zero in finite time. By using Lemma 5, we can get that \( x_{1j} \) and \( x_{2j} \) converge to the region in time:
\[ t_4 \leq \frac{1}{\phi_1 (1 - \gamma)} \ln \frac{V_{3j}(t_0)^{\gamma} + \phi_2}{\phi_2} \]

In combination with 1–4, we can get that \( x_{1j} \) and \( x_{2j} \) converge to the regions \( |x_{1j}| \leq \Delta_1 \) and \( |x_{2j}| \leq \Delta_2 \) in time \( T \leq \max\{t_1, t_2, t_3, t_4\} \).
Theorem 3. Consider a spacecraft described by Eq. (18), and the control laws are provided by Eqs. (41) and (42). When $\omega_n$ and $\tilde{\omega}_n$ are all bounded, the following conclusions can be obtained.

(1) $x_{1i}$ converges to the region $|x_{1i}| \leq \Delta_1$ and $x_{2i}$ converges to zero in finite time $T_i$ where $\eta_1 = 2\min\{k_1,k_2\}$ and $\eta_2 = 2^{(i/1)\min\{k_2,k_4\}}/\beta^{(i/1)\min\{k_2,k_4\}}$.

$$T_i \leq \frac{1}{\eta_1(1-\gamma)} \ln \frac{\eta_1 x_i(t)}{\eta_2}$$

(2) The errors $\dot{\omega}$ converge to the regions $||\dot{\omega)|| \leq \Delta_2$ in finite time.

$$\Delta_2 \leq k_2 \sqrt{\frac{8}{1+\cos(2\arcsin(\sqrt{3}\Delta_1))}} \sqrt{3}\Delta_4$$

$$+ k_2 \sqrt{\frac{8}{1+\cos(2\arcsin(\sqrt{3}\Delta_1))}} \sqrt{3}\Delta_4$$

(3) The region of attraction is given by $x_1^2(0) + \frac{1}{\beta} x_2^2(0) + \frac{1}{\beta} d_2^2(0) < 1$.

The stability analysis of the controller Eqs. (41) and (42) is similar to Theorem 1 and Theorem 2.

4. Simulations

To validate the effectiveness of the proposed finite-time controllers, numerical simulations are given in this section. The proposed controllers are validated in the following scenario. The spacecraft is assumed to have available continuous actuators in three body axes with a maximum torque of 10 N·m. The spacecraft is required to track a common time-varying reference signal. For the dynamic model described by Eqs. (10) and (11), it should be noted that in the system there exist external disturbances with unknown bounds.

We design the continuous controller in the set $\nu_i$, so it is not finite-time converging to the region near zero globally. From Theorem 2, we can know that the region of attraction is $x_1^2(0) + \frac{1}{\beta} x_2^2(0) + \frac{1}{\beta} d_2^2(0) Q^{-1} d(0) < 1$. In order to illustrate that the region of attraction is large-angle, we choose $R(0)$ equivalent to $\psi = 3.14$ rad, $\phi = 2$ rad, $\theta = 1$ rad that is represented by Euler angles. $J$ is the inertia matrix of the rigid spacecraft.

$$J = \begin{bmatrix} 22.7 & 0.2 & -0.5 \\ 0.2 & 23.3 & 0.3 \\ -0.5 & 0.3 & 24.5 \end{bmatrix} \text{ kg} \cdot \text{m}^2$$

$$R(0) = \begin{bmatrix} -0.5415 & -0.7643 & 0.3502 \\ 0.0007 & 0.4161 & 0.9093 \\ -0.8407 & 0.4926 & -0.2248 \end{bmatrix}$$

$$\omega(0) = [0.1 \ 0.1 \ 0.1] \text{ rad/s}$$

The expected attitude and velocity for the spacecraft and the disturbance torques $d$ in the attitude dynamics Eq. (2) are defined as follows:

$$R_i(0) = \text{diag} (1,1,1)$$

$$\omega_n = [0.1 \sin(t/40) - 0.1 \cos(t/50) - 0.1 \sin(t/60)]^T \text{rad/s}$$

$$d = 2 \times 10^{-3} \sin(0.1t) - \cos(0.2t) \sin(0.2t)]^T \text{N} \cdot \text{m}$$

We select parameters of the first controller as $k_1 = 0.01$, $k_2 = 0.01$, $k_3 = 3$, $k_4 = 3$, $\gamma = 0.9$, $\beta = 10$, and $Q = \text{diag} (1,1,1)$. Simulation results of the spacecraft system under the controller Eq. (21) are shown in Figs. 1–5. In the figures, $i$ represents the $i$th element of the corresponding vector. We can see that the attitude maneuver of the spacecraft can be...
completed in less than 30 s. As the controller is continuous, it is free of chattering. Figs. 1–3 give the curves of $e_R$, the angular velocity error $\dot{\omega}$, and $x_2$, respectively. Fig. 4 gives the curves of the control torque of the system, from which it can be seen that the maximum value of the control torque is 10 N\(\text{m}\). Fig. 5 gives the estimated value of the disturbance torque, from which it can be seen that the value of $d$ can be estimated. From Figs. 1, 3 and 5, we can also see that the initialization satisfies the region of attraction. It is clearly seen that the controller Eq. (21) can obtain better performances when absolute attitude tracking is performed.

To validate the second controller, numerical simulations are given as follows. We select parameters of the second controller as $k_1 = 0.01$, $k_2 = 0.01$, $k_3 = 3$, $k_4 = 3$, $\gamma = 0.9$, $\beta = 10$, $\chi = 0.1$, $\lambda = 0.001$. In order to avoid chattering, we use saturation to take the place of sign function. Simulation results of the spacecraft system under the controller Eq. (41) are shown in Figs. 6–10. We can also see that the attitude maneuver of the spacecraft can be completed in less than 30 s.
Fig. 10 Curves of estimated value $\hat{d}_m$ under the second controller.

5. Conclusions

(1) The primary contribution of this work is to develop two robust finite-time controllers based on rotation matrix for spacecraft. With the novel use of adaptive control, the second robust controller does not need the bounds of external disturbances.

(2) By the backstepping method and Lyapunov theorems, we get the overall closed-loop system is finite-time stable. Owing to external disturbances, the attitude error and the angular velocity error just converge to the region near zero in finite time.

(3) Simulations have shown that the continuous controller can make a spacecraft following a time-varying reference attitude signal without chattering in finite time and the discontinuous controller can also follow the signal.
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