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A B S T R A C T

We study the Epstein zeta function $E_n(L,s)$ for $s > \frac{1}{2}$ and a random lattice $L$ of large dimension $n$. For any fixed $c > \frac{1}{2}$ we determine the value distribution and moments of $E_n(\cdot, cn)$ (suitably normalized) as $n \to \infty$. We further discuss the random function $c \mapsto E_n(\cdot, cn)$ for $c \in [A, B]$ with $\frac{1}{2} < A < B$ and determine its limit distribution as $n \to \infty$.

© 2011 Elsevier Inc. All rights reserved.

1 The research has been supported by the Swedish Research Council, Research Grant 621-2007-6352.

0022-314X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jnt.2010.12.003
1. Introduction

Let $G_n = \text{SL}(n, \mathbb{R})$ and $\Gamma_n = \text{SL}(n, \mathbb{Z})$. We will be interested in the space $X_n = \Gamma_n \backslash G_n$, considered as the space of $n$-dimensional lattices of covolume 1. Here $\Gamma_n g$ corresponds to the lattice $\mathbb{Z}^n g \subset \mathbb{R}^n$. We let $\mu_n$ denote the Haar measure on $G_n$, normalized so that it represents the unique right $G_n$-invariant probability measure on the homogeneous space $X_n$.

For $L \in X_n$ and $\text{Re} s > \frac{n}{2}$ the Epstein zeta function is defined by

$$E_n(L, s) = \sum_{m \in L} \left| m \right|^{-2s},$$

(1)

where $'$ denotes that the zero vector should be omitted. $E_n(L, s)$ has an analytic continuation to $\mathbb{C}$ except for a simple pole at $s = \frac{n}{2}$ and furthermore it satisfies the functional equation

$$F_n(L, s) = F_n(L^*, \frac{n}{2} - s),$$

where $F_n(L, s) := \pi^{-s} \Gamma(s) E_n(L, s)$ and $L^*$ is the dual lattice of $L$.

The Epstein zeta function is in many ways analogous to the Riemann zeta function. In particular we have the relation

$$\zeta(2s) = \frac{1}{2} E_1(\mathbb{Z}, s).$$

With this analogy in mind it is natural to call the region $0 < \text{Re} s < \frac{n}{2}$ the critical strip for $E_n(L, s)$. Note however that for all $n \geq 2$ there exist lattices $L \in X_n$ for which the Riemann hypothesis for $E_n(L, s)$ is known to fail (cf. [18, Thm. 1]; see also [1,16,17,19]).

In this paper we will study $E_n(L, s)$ with $n$ large and $s > \frac{n}{2}$. In particular we will, for fixed $c > \frac{1}{2}$, be interested in questions concerning the value distribution of $E_n(L, cn)$ as $n \to \infty$. These questions are mainly motivated by the work of Sarnak and Strömbergsson [13, Sec. 6] on the height function for flat tori in large dimensions. For the flat torus $\mathbb{R}^n / L$, with $L \in X_n$, the height function is defined by

$$h_n(\mathbb{R}^n / L) = 2 \log 2\pi + \frac{\partial}{\partial s} E_n(L^*, s) \Big|_{s=0}.$$

Sarnak and Strömbergsson show that the function $h_n$ concentrates at the value $\log 4\pi - \gamma + 1^2$ as $n \to \infty$. Interpreted in terms of the Epstein zeta function this result states that if $\varepsilon > 0$ is fixed then

---

2 Here $\gamma$ is Euler’s constant.
\[
\text{Prob}_{\mu_n}\left\{ L \in X_n \left| \left. \frac{\partial}{\partial s} E_n(L, s) \right|_{s=0} - (1 - \gamma - \log \pi) < \varepsilon \right\} \to 1 \text{ as } n \to \infty.
\]

(In this connection, recall that \( E_n(L, 0) = 1 \) for all \( n \) and all \( L \in X_n \).)

This description of the derivative of \( E_n(L, s) \) at the point \( s = 0 \) naturally suggests the question of what we can say about the value distribution of the function \( E_n(L, s) \) itself as \( n \to \infty \). We start this investigation to the right of the critical strip since there \( E_n(L, s) \) is given by the simple formula (1). The study of \( E_n(L, s) \) for large \( s \) is further related to the classical problem of finding the densest lattice sphere packing in \( \mathbb{R}^n \). To be more precise, Ryshkov [11] has showed that the densest lattice sphere packing of \( \mathbb{R}^n \) is given by the lattice that minimizes \( E_n(L, s) \) as \( s \to \infty \).

In the present context it is most natural to consider a normalized version of \( E_n(L, s) \). Our main result is that the value distribution, as \( n \to \infty \), of the normalized Epstein zeta function can be completely described in terms of the points of a Poisson process on the positive real line.

**Theorem 1.** Let \( V_n \) denote the volume of the \( n \)-dimensional unit ball. Let \( \mathcal{P} \) be a Poisson process on the positive real line with intensity \( \frac{1}{2} \) and let \( T_1, T_2, T_3, \ldots \) denote the points of \( \mathcal{P} \) ordered so that \( 0 < T_1 < T_2 < T_3 < \cdots \). Then, for fixed \( c > \frac{1}{2} \), the distribution of the random variable \( V_n^{-2c} E_n(\cdot, cn) \) converges to the distribution of \( 2 \sum_{j=1}^{\infty} T_j^{-2c} \) as \( n \to \infty \). In fact, for any \( m \geq 1 \) and fixed \( \frac{1}{2} < c_1 < \cdots < c_m \), the distribution of the random vector

\[
\left( V_n^{-2c_1} E_n(\cdot, c_1n), \ldots, V_n^{-2c_m} E_n(\cdot, c_m n) \right)
\]

converges to the distribution of

\[
\left( 2 \sum_{j=1}^{\infty} T_j^{-2c_1}, \ldots, 2 \sum_{j=1}^{\infty} T_j^{-2c_m} \right)
\]

as \( n \to \infty \).

Actually, with the same notation as in Theorem 1, even more is true:

**Theorem 2.** For each \( n \in \mathbb{Z}^+ \) and any fixed \( \frac{1}{2} < A < B \) consider

\[
c \mapsto V_n^{-2c} E_n(\cdot, cn)
\]

as a random function in \( \mathcal{C}[A, B] \). The distribution of this random function converges to the distribution of

\[
c \mapsto 2 \sum_{j=1}^{\infty} T_j^{-2c}
\]

as \( n \to \infty \).

The most important ingredient in the proof of Theorem 1 is our result [15] on the distribution of lengths of lattice vectors in a random lattice in \( X_n \). It states that, as \( n \to \infty \), the suitably normalized non-zero vector lengths in a random lattice \( L \in X_n \) behave like the points of a Poisson process on the positive real line. This result together with Eq. (1) suggest that the limit distribution of the normalized Epstein zeta function should be that of the “random Dirichlet series” appearing in Theorem 1 and Theorem 2. It is immediate from [15] that the “symmetric” partial sums of \( V_n^{-2c} E_n(\cdot, cn) \) converge in distribution to the corresponding partial sums of \( 2 \sum_{j=1}^{\infty} T_j^{-2c} \) as \( n \to \infty \). The proof is finished by an approximation argument using a bound on the second moment.
We can strengthen the result in Theorem 1 by showing that we do not only have convergence in distribution but also convergence in moments after an explicit and tractable truncation. (A truncation is necessary already in order for the moments of $E_n(\cdot, s)$ to exist.) We will consider the truncation $E_{R_n(\delta)}(L, s)$ of $E_n(L, s)$ that discards the contribution to $E_n(L, s)$ from all lattice vectors in $L$ belonging to the $n$-ball of volume $\delta > 0$ centered at the origin:

$$E_n(L, s) = \sum_{m \in L, |m| > R_n(\delta)} |m|^{-2s}, \quad R_n(\delta) = \left( \frac{\delta}{V_n} \right)^{1/2}.$$ 

It follows that $E_n(L, s) - E_{R_n(\delta)}(L, s)$ is non-zero only on a set of measure at most $\frac{1}{2} \delta$ (cf. (13) below). We show that the moments of $V_{n}^{-2c} E_{R_n(\delta)}(\cdot, cn)$ converge to those of a similar truncation of $2 \sum_{j=1}^{\infty} T_j^{-2c}$ as $n \to \infty$. In precise terms:

**Theorem 3.** Let $c > \frac{1}{2}$ and $\delta > 0$ be fixed. Let further $I(\cdot)$ be the indicator function. Then every moment of $V_{n}^{-2c} E_{R_n(\delta)}(\cdot, cn)$ converges to the corresponding moment of $2 \sum_{j=1}^{\infty} I(T_j > \delta) T_j^{-2c}$ as $n \to \infty$. Furthermore, for any $m \geq 1$ and fixed $\frac{1}{2} < c_1 < \cdots < c_m$, the joint moments of the random vector

$$\left( V_{n}^{-2c_1} E_{R_n(\delta)}(\cdot, c_1 n), \ldots, V_{n}^{-2c_m} E_{R_n(\delta)}(\cdot, c_m n) \right)$$

converge to the corresponding joint moments of

$$\left( 2 \sum_{j=1}^{\infty} I(T_j > \delta) T_j^{-2c_1}, \ldots, 2 \sum_{j=1}^{\infty} I(T_j > \delta) T_j^{-2c_m} \right)$$

as $n \to \infty$.

The proof of Theorem 3 is based on the approach by Sarnak and Strömbergsson. We determine the limiting expressions for the moments of $V_{n}^{-2c} E_{R_n(\delta)}(\cdot, cn)$ using the integration formula of Siegel [14] and its generalization by Rogers [6]. The limits of the mean and variance of $V_{n}^{-2c} E_{R_n(\delta)}(\cdot, cn)$ are found by straightforward calculations. When $k \geq 3$ the $k$-th moment requires more advanced estimates in order to find the limiting value. These estimates are based on a mixture of methods discussed by Rogers in [7–9]. The exact formula for the limit of the $k$-th order moment is given in Theorem 5 in Section 3.

Theorem 3 implies Theorem 1 by letting $\delta \to 0$, cf. Section 7.2. We expect that this approach to the value distribution of $E_n(L, s)$ can be used also to study the Epstein zeta function in the critical strip. The author plans to address this more difficult problem in a forthcoming paper.

### 2. Preliminaries

#### 2.1. Siegel’s and Rogers’ integration formulae

In this section we fix some notation concerning the integration formula that will be the major technical tool when discussing the moments of $E_{R_n(\delta)}(L, s)$.

Let $f : \mathbb{R}^n \to \mathbb{R}$ be a non-negative Borel measurable function. In [14] Siegel proves the mean value formula

$$\int_{\mathbb{R}^n} \sum_{m \in L \setminus \{0\}} f(m) d\mu_n(L) = \int_{\mathbb{R}^n} f(x) dx.$$ 

We next describe Rogers’ generalization of Siegel’s formula.
Let $1 \leq k \leq n - 1$ and let $\rho: (\mathbb{R}^n)^k \to \mathbb{R}$ be a non-negative Borel measurable function. In [6] Rogers considers the integral
\[
\int_{X_n} \sum_{m_1, \ldots, m_k \in L} \rho(m_1, \ldots, m_k) \, d\mu_n(L),
\]
and shows that it equals a certain (positive) infinite linear combination of integrals of $\rho$ over various linear subspaces of $(\mathbb{R}^n)^k$. In this paper we will be interested in the similar integral
\[
\int_{X_n} \sum_{m_1, \ldots, m_k \in L \setminus \{0\}} \rho(m_1, \ldots, m_k) \, d\mu_n(L). \tag{3}
\]
It follows from Rogers’ formula in [6] that the integral in (3) equals
\[
\int_{\mathbb{R}^n} \cdots \int_{\mathbb{R}^n} \rho(x_1, \ldots, x_k) \, dx_1 \ldots dx_k \]
\[
+ \sum_{(v, \mu)} \sum_{q=1}^{\infty} \sum_D \left( \frac{e_1}{q} \cdots \frac{e_m}{q} \right)^n \int_{\mathbb{R}^n} \cdots \int_{\mathbb{R}^n} \rho \left( \sum_{i=1}^{m} \frac{d_{i1}}{q} x_i, \ldots, \sum_{i=1}^{m} \frac{d_{ik}}{q} x_i \right) \, dx_1 \ldots dx_m. \tag{4}
\]
Here the outer sum is over all divisions $(v, \mu) = (v_1, \ldots, v_m; \mu_1, \ldots, \mu_{k-m})$ of the numbers $1, \ldots, k$ into two sequences $v_1, \ldots, v_m$ and $\mu_1, \ldots, \mu_{k-m}$ with $1 \leq m \leq k - 1$, satisfying
\[
1 \leq v_1 < v_2 < \cdots < v_m \leq k, \\
1 \leq \mu_1 < \mu_2 < \cdots < \mu_{k-m} \leq k, \\
v_i \neq \mu_j, \quad \text{if } 1 \leq i \leq m, \ 1 \leq j \leq k - m. \tag{5}
\]
The inner sum in (4) is over all $m \times k$ matrices $D$, with no column vanishing, with integer elements having greatest common divisor equal to 1, and with
\[
d_{ivj} = q \delta_{ij}, \quad i = 1, \ldots, m, \ j = 1, \ldots, m, \\
d_{i\mu j} = 0, \quad \text{if } \mu_j < v_i, \ i = 1, \ldots, m, \ j = 1, \ldots, k - m.
\]
We call these matrices $(v, \mu)$-admissible. A matrix is called $k$-admissible if it is $(v, \mu)$-admissible for some division $(v, \mu)$ satisfying (5). Finally $e_i = (\varepsilon_i, q), \ i = 1, \ldots, m$, where $\varepsilon_1, \ldots, \varepsilon_m$ are the elementary divisors of the matrix $D$.

**Remark 1.** It follows from the conditions on the matrices $D$ above and [5, Thm. 14.5.1] that in all cases we have $e_1 = 1$. In particular it follows that we always have
\[
\left( \frac{e_1}{q} \cdots \frac{e_m}{q} \right)^n \leq q^{-n}. \tag{6}
\]
2.2. Recapitulation of results in [15]

Given a lattice \( L \in X_n \), we order the non-zero vector lengths in \( L \) as \( 0 < \ell_1 \leq \ell_2 \leq \ell_3 \leq \cdots \), where we count the common length of the vectors \( x \) and \( -x \) only once. For \( j \geq 1 \), we define

\[
V_j(L) := \frac{\pi^{n/2}}{\Gamma\left(\frac{n}{2} + 1\right)} \ell_j^n
\]

so that \( V_j(L) \) is the volume of an \( n \)-dimensional ball of radius \( \ell_j \). Finally, for \( t \geq 0 \), we let

\[
\tilde{N}_1(L) := \#\{ j: V_j(L) \leq t \}.
\]

The main theorem in [15] is the following:

**Theorem 4.** Let \( \{N(t), \ t \geq 0\} \) be a Poisson process on the positive real line with intensity \( \frac{1}{2} \). Then the stochastic process \( \{\tilde{N}_t(\cdot), \ t \geq 0\} \) converges weakly to \( \{N(t), \ t \geq 0\} \) as \( n \to \infty \).

Let us consider the Poisson process \( \{N(t), \ t \geq 0\} \). We recall that \( N(t) \) denotes the number of points falling in the interval \( (0, t] \) and that \( N(t) \) is Poisson distributed with expectation value \( \frac{1}{2} t \). We let \( T_1, T_2, T_3, \ldots \) denote the points of the process ordered in such a way that \( 0 < T_1 < T_2 < T_3 < \cdots \).

The proof of Theorem 4 is based on calculations using Rogers’ integration formula and the following two observations, which we recall here for convenience.

**Proposition 2.1.** Let \( k \geq 1 \) and denote by \( \mathcal{P}(k) \) the set of partitions of \( \{1, \ldots, k\} \). For \( 1 \leq j \leq k \) let \( f_j : \mathbb{R}_{\geq 0} \to \mathbb{R} \) be functions satisfying \( \prod_{j \in B} f_j \in L^1(\mathbb{R}_{\geq 0}) \) for every nonempty subset \( B \subseteq \{1, \ldots, k\} \). Then

\[
\mathbb{E}\left( \prod_{j=1}^k \left( \sum_{n=1}^\infty f_j(T_n) \right) \right) = \sum_{P \in \mathcal{P}(k)} 2^{-\#P} \prod_{B \in P} \left( \int_0^\infty \prod_{j \in B} f_j(x) \, dx \right).
\]

**Lemma 2.1.** Let \( k \geq 1 \) and let \( \mathcal{D}(k) \) be the set of \( k \)-admissible matrices \( D \) with all entries in \( \{0, 1\} \) and exactly one entry equal to 1 in each column, together with the \( k \times k \) identity matrix \( I_k \). When \( D = I_k \) let \( v_i = i \), \( 1 \leq i \leq k \). Then there is a bijection \( g : \mathcal{D}(k) \to \mathcal{P}(k) \) with the property that if \( D \in \mathcal{D}(k) \) is an \( m \times k \) matrix and \( g(D) = P = \{B_1, \ldots, B_{\#P}\} \) then \( \#P = m \) and \( \{v_1, \ldots, v_m\} = \{\min_{j \in B_1} j, \ldots, \min_{j \in B_m} j\} \).

2.3. Normalization of \( E_n(L, s) \)

For \( n \geq 1 \) we let

\[
V_n := \frac{\pi^{n/2}}{\Gamma\left(\frac{n}{2} + 1\right)}
\]

so that \( V_n \) is the volume of the unit ball in \( \mathbb{R}^n \). For future reference we also recall that

\[
V_n = \frac{\omega_n}{n},
\]
where \( \omega_n \) is the volume of the \( n - 1 \) sphere. For \( s > \frac{n}{2} \), we can, using (7), write \( E_n(L, s) \) in the form

\[
E_n(L, s) = \sum_{m \in L} |m|^{-2s} = V_n^{2s} \sum_{m \in L} (V_n|m|^n)^{-2s/\pi} = 2V_n^{2s} \sum_{j=1}^{\infty} V_j(L)^{-2s/\pi}.
\]

Hence it is natural to consider the normalized function

\[
E_n(L, s) := V_n^{-2s} E_n(L, s),
\]

so that

\[
E_n(L, s) = 2 \sum_{j=1}^{\infty} V_j(L)^{-2s/\pi}
\]

for \( s > \frac{n}{2} \). It is this normalized form of the Epstein zeta function that will be in focus in the present paper.

### 2.4. Truncation of \( E_n(L, s) \)

By an application of Rogers’ formula (4) it is clear that the moments of \( E_n(\cdot, s) \) do not exist for any \( s > \frac{n}{2} \). In order to discuss moments we will thus need to consider a truncation of the Epstein zeta function. Here we will focus on the truncation \( E_{R_n(\delta)}(L, s) \) of \( E_n(L, s) \) that discards the contribution to \( E_n(L, s) \) from all lattice vectors in \( L \) belonging to the \( n \)-ball of volume \( \delta > 0 \) centered at the origin. The details are as follows:

For \( n \geq 1 \) and \( \delta > 0 \) we let \( R_n(\delta) \) be the radius of a ball of volume \( \delta \) in \( \mathbb{R}^n \). Hence

\[
R_n(\delta) = \left( \frac{\delta}{V_n} \right)^{\frac{1}{n}},
\]

and for \( x \in \mathbb{R}^n \) we note that

\[
|x| > R_n(\delta) \iff V_n|x|^n > \delta.
\]

As is indicated above we define

\[
E_{R_n(\delta)}(L, s) := \sum_{m \in L} |m|^{-2s} I_{R_n(\delta)}(m),
\]

where \( I_{R_n(\delta)} \) is the cut-off function

\[
I_{R_n(\delta)}(x) = \begin{cases} 
1 & \text{if } |x| > R_n(\delta), \\
0 & \text{if } |x| \leq R_n(\delta).
\end{cases}
\]
Applying Siegel’s formula (2) to the function $\chi_{R_n(\delta)}(x) = 1 - I_{R_n(\delta)}(x)$ we find that

$$\int \sum_{m \in \mathbb{L}\setminus\{0\}} \chi_{R_n(\delta)}(m) d\mu_n(L) = \int \chi_{R_n(\delta)}(x) dx = \delta. \quad (13)$$

It follows that $E_n(L, s) - E_{R_n(\delta)}(L, s)$ is non-zero on a set of measure at most $\frac{1}{2}\delta$.

Also when discussing moments of the truncated Epstein zeta function we will find it most natural to work with the normalized form

$$E_{R_n(\delta)}(L, s) := V_n^{-\frac{2s}{p}} E_{R_n(\delta)}(L, s) = 2 \sum_{\nu_j(L) > \delta} \nu_j(L)^{-\frac{2s}{p}}. \quad (14)$$

2.5. The random variable $T(c)$

Let us return to the Poisson process $\{N(t), \ t \geq 0\}$ on the positive real line with constant intensity $\frac{1}{2}$. As in Section 2.2 we let $T_j, \ j \geq 1$, be the points of the process taken in increasing order. Let $c > \frac{1}{2}$. Motivated by Theorem 4 and Eq. (9) we will be interested in the random variable

$$T(c) := 2 \sum_{j=1}^{\infty} T_j^{-2c}. \quad (15)$$

The purpose of this paper is to prove that $T(c)$ is (in several senses) the limit of $E_n(\cdot, cn)$ as $n \to \infty$.

It turns out that the distribution of $T(c)$ can be understood in very explicit terms. Indeed, it follows from [12, Thm. 14.5] (slightly modified to allow for the Poisson process to have intensity $\frac{1}{2}$) that $T(c)$ has the strictly $\frac{1}{2c}$-stable distribution $S_{\frac{1}{2c}} \left(2 \left(\Gamma(\frac{2}{p}) \cos\left(\frac{\pi}{p}\right)\right)^{2c}, 1, 0\right).$ (See [12] for details on the notation.)

Using Proposition 2.1 it is easy to see that the moments of $T(c)$ do not exist. To make it possible to anyhow enter a discussion of moments we introduce the truncated version

$$T(c, \delta) := 2 \sum_{j=1}^{\infty} I(T_j > \delta) T_j^{-2c},$$

where $\delta > 0$ and $I(\cdot)$ is the indicator function. We remark that this truncation is chosen to match the truncation $E_{R_n(\delta)}(L, s)$ of $E_n(L, s)$ introduced in the previous section.

We now calculate the moments of $T(c, \delta)$. From Proposition 2.1, with $k \geq 1$ and $f_1(x) = \cdots = f_k(x) = 2I(x > \delta)x^{-2c}$, we get

$$\mathbb{E}(T(c, \delta)^k) = 2^k \mathbb{E} \left( \left( \sum_{j=1}^{\infty} I(T_j > \delta) T_j^{-2c} \right)^k \right)$$

$$= 2^k \sum_{p \in \mathcal{P}(k)} 2^{-\#p} \prod_{\nu_j \in \delta} \int x^{-2c\#B} dx$$

$$= 2^k \sum_{p \in \mathcal{P}(k)} 2^{-\#p} \prod_{\nu_j \in \delta} \delta^{1-2c\#B} \frac{\delta^{1-2c\#B}}{2c\#B - 1}$$

$$= 2^k \sum_{p \in \mathcal{P}(k)} 2^{-\#p} \delta^{\#p-2ck} \prod_{\nu_j \in \delta} \frac{1}{2c\#B - 1}. \quad (15)$$
It is now easy to show that the distribution of $T(c, \delta)$ is uniquely determined by its moments.

**Lemma 2.2.** Let $c > \frac{1}{2}$ and $\delta > 0$ be fixed. Let $\mu_{T(c, \delta)}$ be the distribution of $T(c, \delta)$. Then $\mu_{T(c, \delta)}$ is the only probability measure on the positive real line with the moments $E(T(c, \delta)^k), k \geq 1$.

**Proof.** By [2, Thm. 30.1] it is enough to prove that the moment generating function, $\psi_{T(c, \delta)}(t)$, has a positive radius of convergence. We recall that

$$\psi_{T(c, \delta)}(t) = \sum_{k=0}^{\infty} \frac{E(T(c, \delta)^k)}{k!} t^k.$$

We call the coefficients in this power series $\alpha_k$ and study the radius of convergence using the ratio test. By dividing $P(k+1)$ into the partitions that have $[k+1]$ as an element and those who do not have $[k+1]$ as an element, we find that

$$\frac{\alpha_{k+1}}{\alpha_k} = \frac{1}{k+1} \frac{E(T(c, \delta)^{k+1})}{E(T(c, \delta)^k)} = \frac{2}{k+1} \sum_{P \in \mathcal{P}(k+1)} 2^{-\#P} \delta^{\#P_2(k+1)-1} \prod_{B \in P} \frac{1}{2^{\#B-1}},$$

$$\leq \frac{2}{k+1} \left( \frac{\delta^{1-2c}}{2(2c-1)} + \sum_{P' \in \mathcal{P}(k)} 2^{-\#P'} \delta^{\#P'-2k} \prod_{B' \in P'} \frac{1}{2^{\#B'-1}} \right),$$

$$\leq \frac{2}{k+1} \left( \frac{\delta^{1-2c}}{2(2c-1)} + k\delta^{-2c} \right) \leq M,$$  \hspace{1cm} (16)

for all $k \geq 1$ and some $0 < M < \infty$ (depending on $c$ and $\delta$). It follows that $\psi_{T(c, \delta)}(t)$ has a positive (or infinite) radius of convergence. \qed

We end this section by discussing two random vectors related to $T(c, \delta)$. Let $m \geq 1$ and fix $c = (c_1, \ldots, c_m)$ satisfying $\frac{1}{2} < c_1 < c_2 < \cdots < c_m$. In Theorem 1 and Theorem 3 we will be interested in

$$T(c) := (T(c_1), \ldots, T(c_m))$$  \hspace{1cm} (17)

and

$$T(c, \delta) := (T(c_1, \delta), \ldots, T(c_m, \delta))$$  \hspace{1cm} (18)

respectively. As before the truncation $T(c, \delta)$ is introduced in order to discuss moments. To be more precise we let $\kappa \geq 1$ and fix $\gamma_j \in \{c_1, \ldots, c_m\}, 1 \leq j \leq \kappa$, satisfying $\gamma_1 < \gamma_2 < \cdots < \gamma_\kappa$. Using Proposition 2.1, with $f_j(x) = 2I(x > \delta)x^{-2\gamma_j}$ (for $1 \leq j \leq \kappa$), we get

$$E\left( \prod_{j=1}^{\kappa} T(\gamma_j, \delta) \right) = E\left( \prod_{j=1}^{\kappa} \left( \sum_{n=1}^{\infty} f_j(T_n) \right) \right)$$

$$= 2^\kappa \sum_{P \in \mathcal{P}(\kappa)} 2^{-\#P} \delta^{\#P-2} \sum_{j=1}^{\kappa} \gamma_j \prod_{B \in P} \frac{1}{2^{B \gamma_j - 1}},$$  \hspace{1cm} (19)

where, for $B \in P \in \mathcal{P}(\kappa)$, we have $B \gamma = \sum_{j \in B} \gamma_j$.

**Lemma 2.3.** Let $\delta > 0$ be fixed. Let $m \geq 1$ and fix $c = (c_1, \ldots, c_m)$ satisfying $\frac{1}{2} < c_1 < c_2 < \cdots < c_m$. Let $\mu_{T(c, \delta)}$ be the distribution of the random vector $T(c, \delta)$. Then $\mu_{T(c, \delta)}$ is the only probability measure on $\mathbb{R}^m$ with joint moments given by (19).
Proof. We use [4, Thm. 2.3] with \( \{v_1, \ldots, v_m\} \) equal to the standard basis in \( \mathbb{R}^m \). It follows that it is enough to show that the sequences \( \{\mathbb{E}(T(c_j, \delta)^k)\}_{k=1}^\infty, 1 \leq j \leq m \), satisfy the Carleman condition, i.e. that

\[
\sum_{k=1}^\infty \frac{1}{\mathbb{E}(T(c_j, \delta)^{2k})^{1/2k}} = \infty, \quad 1 \leq j \leq m.
\]

But the divergence of these series follows from (16) and an application of Stirling’s formula. □

3. The moments of the Epstein zeta function

In this section we will discuss the moments of the truncated and normalized Epstein zeta function \( \mathcal{E}_{R_n(\delta)}(\cdot, cn) \) for fixed \( c > \frac{1}{2} \). For each fixed moment we will assume that \( n \) is large enough to make Rogers’ integration formula applicable. The goal is to study the moments as \( n \to \infty \).

As an easy first step we calculate the expectation value of \( \mathcal{E}_{R_n(\delta)}(\cdot, cn) \).

Proposition 3.1. Let \( c > \frac{1}{2} \) and \( \delta > 0 \) be fixed. Then the expectation value of \( \mathcal{E}_{R_n(\delta)}(\cdot, cn) \) satisfies

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)) = \frac{\delta^{1-2c}}{2c - 1}
\]

for all \( n \geq 1 \).

Proof. Using Siegel’s formula (2) and Eqs. (8) and (10), we find that

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)) = V_n^{-2c} \int_{\mathbb{R}^n} |x|^{-2cn} I_{R_n(\delta)}(x) dx = \omega_n V_n^{-2c} \int_{R_n(\delta)} \sum_{m_1}^{\infty} \left| m_1 \right|^{-2cn} I_{R_n(\delta)}(m_1) dm_1 \int_{R_n(\delta)} \sum_{m_2} \left| m_2 \right|^{-2cn} I_{R_n(\delta)}(m_2) dm_2
\]

for all \( n \geq 1 \). □

We continue by discussing the variance of \( \mathcal{E}_{R_n(\delta)}(\cdot, cn) \).

Proposition 3.2. Let \( c > \frac{1}{2} \) and \( \delta > 0 \) be fixed. Then the variance of \( \mathcal{E}_{R_n(\delta)}(\cdot, cn) \) satisfies

\[
V(\mathcal{E}_{R_n(\delta)}(\cdot, cn)) \to \frac{2\delta^{1-4c}}{4c - 1}
\]

as \( n \to \infty \).

Proof. Following [13] we find that

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)^2) = \int_{X_n} \mathcal{E}_{R_n(\delta)}(L, cn)^2 d\mu_n(L)
\]

\[
= V_n^{-4c} \sum_{m_1 \in L} |m_1|^{-2cn} I_{R_n(\delta)}(m_1) \sum_{m_2 \in L} |m_2|^{-2cn} I_{R_n(\delta)}(m_2) d\mu_n(L)
\]
Rogers’ formula adapted to the present situation (cf. [6, Thm. 5]) we get

\[ V_n = \frac{1}{n^4} \sum_{d_1 \geq 1, d_2 \geq 1} \int_{\mathbb{R}^n} \sum_{v_1, v_2 \in \mathbb{Z}^n}^* |d_1 v_1|^{-2cn} I_{R_n(\delta)}(d_1 v_1) |d_2 v_2|^{-2cn} I_{R_n(\delta)}(d_2 v_2) d\mu_n(L), \]

where * denotes that the summation is over pairs of primitive vectors in \( L \). Applying a version of Rogers’ formula adapted to the present situation (cf. [6, Thm. 5]) we get

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)^2) = V_n^{-4c} \sum_{d_1 \geq 1, d_2 \geq 1} \frac{1}{\zeta(n)^2 \xi_1} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |d_1 x_1|^{-2cn} I_{R_n(\delta)}(d_1 x_1) |d_2 x_2|^{-2cn} I_{R_n(\delta)}(d_2 x_2) d x_1 d x_2
\]

\[
+ \frac{2}{\zeta(n)} \int_{\mathbb{R}^n} |d_1 x|^{-2cn} I_{R_n(\delta)}(d_1 x) |d_2 x|^{-2cn} I_{R_n(\delta)}(d_2 x) d x
\]

\[
= V_n^{-4c} \sum_{d_1 \geq 1, d_2 \geq 1} \frac{1}{\zeta(n)^2 d_1^2 d_2^2} \int_{\mathbb{R}^n} |x_1|^{-2cn} I_{R_n(\delta)}(x_1) d x_1 \int_{\mathbb{R}^n} |x_2|^{-2cn} I_{R_n(\delta)}(x_2) d x_2
\]

\[
+ \frac{2V_n^{-4c}}{\zeta(n)} \sum_{d_1 \geq 1, d_2 \geq 1} d_1^{2cn} d_2^{-2cn} \int_{\mathbb{R}^n} |x|^{-4cn} I_{R_n(\delta)}(d_1 x) I_{R_n(\delta)}(d_2 x) d x
\]

\[
= \mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)^2) + \frac{2V_n^{-4c}}{\zeta(n)} \sum_{d_1 \geq 1, d_2 \geq 1} d_1^{2cn} d_2^{-2cn} \int_{\mathbb{R}^n} |x|^{-4cn} I_{R_n(\delta)}(d_1 x) I_{R_n(\delta)}(d_2 x) d x.
\]

Using Eqs. (8) and (10) it follows that

\[
V(\mathcal{E}_{R_n(\delta)}(\cdot, cn)) = \frac{2V_n^{-4c}}{\zeta(n)} \sum_{d_1 \geq 1, d_2 \geq 1} d_1^{-2cn} d_2^{-2cn} \int_{\mathbb{R}^n} |x|^{-4cn} I_{R_n(\delta)}(d_1 x) I_{R_n(\delta)}(d_2 x) d x
\]

\[
= \frac{2V_n^{-4c}}{\zeta(n)} \sum_{d_1 \geq 1, d_2 \geq 1} d_1^{-2cn} d_2^{-2cn} \int_{R_n(\delta)/\min(d_1, d_2)} \infty r^{n(1-4c)-1} dr
\]

\[
= \frac{2V_n^{-4c}}{\zeta(n)(4c-1)} \sum_{d_1 \geq 1, d_2 \geq 1} d_1^{-2cn} d_2^{-2cn} \left( \frac{R_n(\delta)}{\min(d_1, d_2)} \right)^{n(1-4c)}
\]

\[
= \frac{2\delta^{-1-4c}}{\zeta(n)(4c-1)} \sum_{d_1 \geq 1, d_2 \geq 1} \min(d_1, d_2)^{n(2c-1)} \max(d_1, d_2)^{-2cn}.
\]

The sum above is rapidly decaying and the term corresponding to \( d_1 = d_2 = 1 \) is exponentially larger than the remaining series. We conclude that

---

A primitive lattice vector is a non-zero lattice vector which is not a positive integral multiple of another lattice vector.
\[ V(\mathcal{E}_{R_n(\delta)}(\cdot, cn)) \rightarrow \frac{2\delta^{1-4c}}{4c-1} \] as \( n \rightarrow \infty \). \( \square \)

We now turn our attention to the higher order moments. Let \( k \geq 2 \). To begin with we find that

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)^k) = \int_{X_n} \mathcal{E}_{R_n(\delta)}(L, cn)^k \, d\mu_n(L)
\]

\[
= V_n^{-2kc} \int_{X_n} \sum_{m_1, \ldots, m_k \in L} |m_1|^{-2cn} I_{R_n(\delta)}(m_1) \cdots |m_k|^{-2cn} I_{R_n(\delta)}(m_k) \, d\mu_n(L).
\]

Applying Rogers’ formula (4) yields

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)^k) = \mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn))^k + \sum_{(\nu, \mu)} \sum_{q=1}^{\infty} \sum_{D} \left( \frac{e_1}{q} \cdots \frac{e_m}{q} \right)^n I(D, n, c, \delta)
\]

where

\[
I(D, n, c, \delta) = V_n^{-2kc} \int_{\mathbb{R}^n} \cdots \int_{\mathbb{R}^n} \left( \sum_{i=1}^{m} \frac{d_{ij}}{q} \right)^{-2cn} I_{R_n(\delta)} \left( \sum_{i=1}^{m} \frac{d_{ij}}{q} x_i \right) \, dx_1 \cdots dx_m.
\]

For some special \( k \)-admissible matrices \( D \), the integral \( I(D, n, c, \delta) \) is easy to determine.

**Proposition 3.3.** Let \( k \geq 2 \) and \( 1 \leq m \leq k - 1 \) be given and let \((k_1, k_2, \ldots, k_m)\) be an ordered partition of \( k \). Let \( X_{k_1, k_2, \ldots, k_m} \) denote the set of \( k \)-admissible \( m \times k \) matrices \( D \), with elements \( d_{ij} \in \{0, \pm 1\} \), having exactly one non-zero entry in each column and \( k_i \) non-zero entries in the \( i \)-th row. Let \( c > \frac{1}{2} \) and \( \delta > 0 \) be fixed. Then

\[
I(D, n, c, \delta) = \delta^{m-2kc} \prod_{i=1}^{m} \frac{1}{2k_i c - 1}
\]

for all \( D \in X_{k_1, k_2, \ldots, k_m} \) and all \( n \geq 1 \).

**Proof.** For \( D \in X_{k_1, k_2, \ldots, k_m} \) it is immediate to get

\[
I(D, n, c, \delta) = V_n^{-2kc} \prod_{i=1}^{m} \int_{\mathbb{R}^n} |x_i|^{-2k_i cn} I_{R_n(\delta)}(x_i) \, dx_i.
\]

Using Eqs. (8) and (10) it follows that

\[
I(D, n, c, \delta) = V_n^{-2kc} \prod_{i=1}^{m} \left( \omega_n \int_{R_n(\delta)} r^{n-2k_i cn-1} \, dr \right)
\]

\[
= V_n^{-2kc} \prod_{i=1}^{m} \left( \omega_n R_n(\delta)^{(n-2k_i c)/n(2k_i c - 1)} \right)
\]
for all \(n \geq 1\). \(\Box\)

**Proposition 3.4.** Let \(k \geq 2\) and \(1 \leq m \leq k - 1\) be given and let \((k_1, k_2, \ldots, k_m)\) be an ordered partition of \(k\). Then

\[
\#X_{k_1, k_2, \ldots, k_m} = 2^{k-m} \prod_{i=1}^{m-1} \binom{k - \sum_{j=1}^{i-1} k_j - 1}{k_i - 1},
\]

where the empty product is interpreted as 1 and the empty sum as 0.

**Proof.** First we note that it is enough to count the number of relevant matrices having all non-zero entries equal to 1, since we get \(\#X_{k_1, k_2, \ldots, k_m}\) as \(2^{k-m}\) times this number.

The positions of the \(k_1\) non-zero entries in the first row can be chosen in \(\binom{k}{k_1-1}\) ways, since we must have \(d_{1,1} = 1\). Given such a configuration, the positions of the \(k_2\) non-zero entries in the second row can be chosen in \(\binom{k-k_1}{k_2-1}\) ways, since the first non-zero entry in the second row is determined by the configuration in the first row. Continuing the argument in the same way we get the desired result. \(\Box\)

We now state our main result on the moments of \(\mathcal{E}_{R_n(\delta)(\cdot, cn)}\).

**Theorem 5.** Let \(k \geq 2\) and \(1 \leq m \leq k - 1\). Let \(c > \frac{1}{2}\) and \(\delta > 0\) be fixed. Then the \(k\)-th moment of \(\mathcal{E}_{R_n(\delta)(\cdot, cn)}\) satisfies

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)(\cdot, cn)}^k) \to \sum_{m=1}^{k} \sum_{k_1 + \cdots + k_m = k} 2^{k-m} \prod_{i=1}^{m-1} \binom{k - \sum_{j=1}^{i-1} k_j - 1}{k_i - 1} \delta^{m-2kc} \prod_{i=1}^{m} \frac{1}{2k_ic - 1}
\]

as \(n \to \infty\). In (21) the inner sum is over all ordered partitions of \(k\) in \(m\) parts.

We postpone the proof of Theorem 5 until Section 5.

**Remark 2.** The contribution to the right-hand side of (21) with \(m = k\) and \(k_1 = k_2 = \cdots = k_m = 1\) comes from the term \(\mathbb{E}(\mathcal{E}_{R_n(\delta)(\cdot, cn)}^k)\) in (20). The remaining part of the right-hand side of (21) is the contribution from the matrices \(D\) belonging to \(X_{k_1, k_2, \ldots, k_m}\) for some ordered partition \((k_1, k_2, \ldots, k_m)\) of \(k\).

**Remark 3.** By comparison with Proposition 3.1 we note that formula (21) holds also with \(k = 1\). We further note the agreement of Theorem 5 with Proposition 3.2 (using the appropriate combination of \(k = 1\) and \(k = 2\)).
4. Proof of Theorem 1

Let \( \frac{1}{2} < c_1 < \cdots < c_m \) be fixed and set \( c = (c_1, \ldots, c_m) \). We want to prove that the distribution of the random vector

\[
E_n(L, cn) := (E_n(L, c_1n), \ldots, E_n(L, c_mn))
\]

converges to the distribution of

\[
T(c) = (T(c_1), \ldots, T(c_m))
\]

as \( n \to \infty \). This will be done working with partial sums of \( E_n(L, c) \) and \( T(c) \) respectively. For \( k \geq 1 \) and \( L \in X_n \) we let

\[
E_n(L, cn, k) := \left( 2 \sum_{j=1}^{k} V_j(L)^{-2c_1}, \ldots, 2 \sum_{j=1}^{k} V_j(L)^{-2c_m} \right)
\]

and

\[
T(c, k) := \left( 2 \sum_{j=1}^{k} T_j^{-2c_1}, \ldots, 2 \sum_{j=1}^{k} T_j^{-2c_m} \right).
\]

**Lemma 4.1.** Let \( k \geq 1 \) be fixed. Then \( E_n(\cdot, cn, k) \) converges in distribution to \( T(c, k) \) as \( n \to \infty \).

**Proof.** From Theorem 4 it follows that the random vector \( (V_1(\cdot), \ldots, V_k(\cdot)) \) converges in distribution to the random vector \( (T_1, \ldots, T_k) \) as \( n \to \infty \). Since \( f : (\mathbb{R}^+)^k \to \mathbb{R}^m \) defined by

\[
f(x_1, \ldots, x_k) = \left( 2 \sum_{j=1}^{k} x_j^{-2c_1}, \ldots, 2 \sum_{j=1}^{k} x_j^{-2c_m} \right)
\]

is continuous the lemma follows from [3, Thm. 2.7 or simply Eq. (2.5)]. \( \Box \)

We also note that by definition \( \lim_{k \to \infty} E_n(L, cn, k) = E_n(L, cn) \) for each fixed \( L \in X_n \). Since sure convergence implies convergence in distribution we get that \( E_n(\cdot, cn, k) \) converges in distribution to \( E_n(\cdot, cn) \) as \( k \to \infty \) for each fixed \( n \). Similarly we find that \( T(c, k) \) converges in distribution to \( T(c) \) as \( k \to \infty \). In short it is this observation, but in the more precise form given in Proposition 4.1, together with Lemma 4.1 that proves Theorem 1.

We will during the remaining part of the proof of Theorem 1 change our point of view on convergence in distribution. We let \( \mathcal{P}(\mathbb{R}^m) \) denote the set of Borel probability measures on \( \mathbb{R}^m \). We recall that for \( P, Q \in \mathcal{P}(\mathbb{R}^m) \) the Lévy–Prohorov distance \( \pi(P, Q) \) between \( P \) and \( Q \) is defined as

\[
\pi(P, Q) := \inf\{ \varepsilon > 0 \mid P(A) \leq Q(A^\varepsilon) + \varepsilon \text{ for all Borel sets } A \subseteq \mathbb{R}^m \},
\]

where \( A^\varepsilon \) is the open \( \varepsilon \)-neighbourhood of \( A \) in \( \mathbb{R}^m \) (cf. [3]). Since \( \mathbb{R}^m \) is separable, it is known that convergence in the metric \( \pi \) is equivalent to weak convergence in \( \mathcal{P}(\mathbb{R}^m) \). We prove the following:
Proposition 4.1. Let \( \mathbf{c} = (c_1, \ldots, c_m) \) be fixed as above. Let \( \mu_{E_n(\cdot, \mathbf{c}_n, k)} \), \( \mu_{E_n(\cdot, \mathbf{c})} \), \( \mu_{T(\mathbf{c}, k)} \) and \( \mu_{T(\mathbf{c})} \) be the distributions of the random vectors \( E_n(\cdot, \mathbf{c}_n, k) \), \( E_n(\cdot, \mathbf{c}) \), \( T(\mathbf{c}, k) \) and \( T(\mathbf{c}) \) respectively. Then for every \( \varepsilon > 0 \) there exist \( K, N \in \mathbb{Z}^+ \) such that

\[
\pi(\mu_{E_n(\cdot, \mathbf{c}_n, k)}, \mu_{E_n(\cdot, \mathbf{c}_n)}) \leq \varepsilon
\]  

(24) and

\[
\pi(\mu_{T(\mathbf{c}, k)}, \mu_{T(\mathbf{c})}) \leq \varepsilon
\]

(25)

for all \( k \geq K \) and all \( n \geq N \).

**Proof.** Let \( \varepsilon > 0 \) be given. We note that for \( Y > 0 \) we have

\[
\mathbb{E}\left(\left\vert \left( \sum_{V_j > Y} V_j(\cdot)^{-2c_1}, \ldots, \sum_{V_j > Y} V_j(\cdot)^{-2c_m} \right)^2 \right\vert\right) = \int_{X_n} \left( \mathcal{E}_{R_n}(L, c_1 n)^2 + \cdots + \mathcal{E}_{R_n}(L, c_m n)^2 \right) d\mu_n(L).
\]

(26)

Hence, by Theorem 5 with \( k = 2 \), we find that

\[
\mathbb{E}\left(\left\vert \left( \sum_{V_j > Y} V_j(\cdot)^{-2c_1}, \ldots, \sum_{V_j > Y} V_j(\cdot)^{-2c_m} \right)^2 \right\vert\right) \rightarrow \sum_{i=1}^{m} \left( \frac{Y^{1-2c_i}}{2c_i - 1} + \frac{Y^{1-4c_i}}{4c_i - 1} \right)
\]

(27)

as \( n \to \infty \). We now fix \( Y_0 \) large enough to make the right-hand side in (27), with \( Y = Y_0 \), less than \( \frac{1}{4} \varepsilon^3 \). Then it follows from (27) that there exists \( N_\varepsilon \in \mathbb{Z}^+ \) such that

\[
\mathbb{E}\left(\left\vert \left( \sum_{V_j > Y_0} V_j(\cdot)^{-2c_1}, \ldots, \sum_{V_j > Y_0} V_j(\cdot)^{-2c_m} \right)^2 \right\vert\right) < \frac{\varepsilon^3}{2}
\]

(28) for all \( n \geq N_\varepsilon \).

We next study \( \text{Prob}_{\mu_n}(\#\{V_j(L) \leq Y_0\} > K) \) with \( K \in \mathbb{Z}^+ \) and \( n \geq N_\varepsilon \). By [8, Thm. 3] (or our Theorem 4) and by possibly increasing \( N_\varepsilon \) we can choose \( K_\varepsilon \in \mathbb{Z}^+ \), depending on \( Y_0 \) and \( N_\varepsilon \), such that

\[
\text{Prob}_{\mu_n}(\#\{V_j(L) \leq Y_0\} > K_\varepsilon) < \frac{\varepsilon}{2}.
\]

(29)

For fixed \( L \in X_n \) (\( n \geq N_\varepsilon \)) either \( \#\{V_j(L) \leq Y_0\} > K_\varepsilon \) or \( \#\{V_j(L) \leq Y_0\} \leq K_\varepsilon \). We let

\[
\tilde{X}_n := \{ L \in X_n \mid \#\{V_j(L) \leq Y_0\} \leq K_\varepsilon \}.
\]

Using (28) we get, for \( k \geq K_\varepsilon \),
\[
\int_{\mathcal{X}_n} \left( I\left( \left| \mathcal{E}_n^c(\cdot, cn) - \mathcal{E}_n(\cdot, cn, k) \right| \geq \varepsilon \right) \right) d\mu_n(L) \\
\leq \frac{1}{\varepsilon^2} \int_{\mathcal{X}_n} \left| \mathcal{E}_n^c(\cdot, cn) - \mathcal{E}_n(\cdot, cn, k) \right|^2 d\mu_n(L) \\
= \frac{1}{\varepsilon^2} \int_{\mathcal{X}_n} \left( \left( 2 \sum_{j=k+1}^{\infty} \mathcal{V}_j(\cdot)^{-2c_1}, \ldots, 2 \sum_{j=k+1}^{\infty} \mathcal{V}_j(\cdot)^{-2c_m} \right)^2 \right) d\mu_n(L) \\
\leq \frac{1}{\varepsilon^2} \mathbb{E} \left( \left( 2 \sum_{j=0}^{\infty} \mathcal{V}_j(\cdot)^{-2c_1}, \ldots, 2 \sum_{j=0}^{\infty} \mathcal{V}_j(\cdot)^{-2c_m} \right)^2 \right) < \frac{\varepsilon}{2}. \tag{30}
\]

For \( n \geq N_\varepsilon \) and \( k \geq K_\varepsilon \), it follows from (29) and (30) that for every Borel set \( A \subseteq \mathbb{R}^m \) we have

\[
\mu_{\mathcal{E}_n(\cdot, cn, k)}(A) < \mu_{\mathcal{E}_n(\cdot, cn)}(A^\varepsilon) + \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \mu_{\mathcal{E}_n(\cdot, cn)}(A^\varepsilon) + \varepsilon,
\]

which in turn implies that \( \pi(\mu_{\mathcal{E}_n(\cdot, cn, k)}, \mu_{\mathcal{T}(\cdot, k)}) < \varepsilon \). Hence inequality (24) holds for all \( k \geq K_\varepsilon \) and \( n \geq N_\varepsilon \).

Finally, we recall from the discussion following Lemma 4.1 that \( T(c, k) \) converges in distribution to \( T(c) \) as \( k \to \infty \). Hence, by possibly increasing \( K_\varepsilon \), we find that also inequality (25) holds. We conclude that the statement of the proposition holds with \( K = K_\varepsilon \) and \( N = N_\varepsilon \). \( \Box \)

**Proof of Theorem 1.** Let \( \varepsilon > 0 \) be given and let \( K_\varepsilon \) and \( N_\varepsilon \) be as in the proof of Proposition 4.1. It follows from Lemma 4.1 that there exists \( N_0 \in \mathbb{Z}^+ \) such that \( \pi(\mu_{\mathcal{E}_n(\cdot, cn, K_\varepsilon)}, \mu_{\mathcal{T}(\cdot, K_\varepsilon)}) < \varepsilon \) for all \( n \geq N_0 \). This together with Proposition 4.1 yields

\[
\pi(\mu_{\mathcal{E}_n(\cdot, cn)}, \mu_{\mathcal{T}(c)}) \leq \pi(\mu_{\mathcal{E}_n(\cdot, cn)}, \mu_{\mathcal{E}_n(\cdot, cn, K_\varepsilon)}) + \pi(\mu_{\mathcal{E}_n(\cdot, cn, K_\varepsilon)}, \mu_{\mathcal{T}(\cdot, K_\varepsilon)}) + \pi(\mu_{\mathcal{T}(\cdot, K_\varepsilon)}, \mu_{\mathcal{T}(c)}) < 3\varepsilon
\]

for all \( n \geq \max(N_\varepsilon, N_0) \). We conclude that \( \mu_{\mathcal{E}_n(\cdot, cn)} \) converges in the metric \( \pi \) to \( \mu_{\mathcal{T}(c)} \) as \( n \to \infty \). From the discussion just above Proposition 4.1 we know that this is equivalent to that \( \mathcal{E}_n(\cdot, cn) \) converges in distribution to \( \mathcal{T}(c) \) as \( n \to \infty \). \( \Box \)

**Remark 4.** Theorem 1 holds also with \( c = (c_1, \ldots, c_m) \in \mathbb{C}^m \) satisfying \( \text{Re} c_i > \frac{1}{2}, 1 \leq i \leq m \). The proof is the same except that in the second line of (26) we get a sum of the second absolute moments of \( \mathcal{E}_n(\cdot, c_n) \), \( 1 \leq i \leq m \). The limits, as \( n \to \infty \), of these absolute moments can be calculated in the same way as the limits in Theorem 5; in particular the right-hand side of (27) turns into

\[
\sum_{i=1}^{m} \left( \frac{Y^{1-2\text{Re} c_i}}{|2c_i - 1|} \right)^2 + \frac{Y^{1-4\text{Re} c_i}}{4 \text{Re} c_i - 1}.
\]

In a related vein we mention that it is also possible to determine, for any given \( c > \frac{1}{2} \), the limit as \( n \to \infty \) of the probability of \( E_n(L, s) \) having a (complex) zero \( s \) with \( \text{Re} s > cn \). This result, which is joint work with A. Strömbergsson, will be presented elsewhere.
5. Proof of Theorem 5

5.1. Some first estimates

In this section we follow Rogers [7, Sec. 9]. We begin by proving an upper bound for \( I(D, n, c, \delta) \).

**Lemma 5.1.** Let \( k \geq 2 \) and \( c > \frac{1}{2} \) be fixed. Let \( m \times k \) matrix \( D \) be \( k \)-admissible, then we have

\[
I(D, n, c, \delta) \leq M(D)^{-n} \frac{\delta^{m-2kc}}{(2c-1)^m}
\]

where \( M(D) \) is \( q^{-m} \) times the largest value taken by any determinant of an \( m \times m \)-minor of \( D \).

**Proof.** If \( \lambda_1, \ldots, \lambda_m \) are the indices of any choice of \( m \) linearly independent columns of \( D \), then

\[
z_j = \sum_{i=1}^{m} \frac{d_{i\lambda_j}}{q} x_i \quad (1 \leq j \leq m)
\]

defines a linear change of variables with determinant of absolute value

\[
D = \left| \det \left( \frac{d_{i\lambda_j}}{q} \right)_{i,j=1}^{m} \right|^n.
\]

Using Eqs. (8) and (10) and estimating the factors in \( I(D, n, c, \delta) \) coming from columns with indices not in \( \{\lambda_1, \ldots, \lambda_m\} \) with their respective suprema over \( \mathbb{R}^n \), we get

\[
I(D, n, c, \delta) \leq V_n^{-2kc} R_n(\delta)^{-2(k-m)cn} \int_{\mathbb{R}^n} \prod_{j=1}^{m} (|z_j|^{-2cn} I_{R_n(\delta)}(z_j)) \, d\mathbf{x}_1 \ldots d\mathbf{x}_m
\]

\[
= D^{-1} V_n^{-2kc} R_n(\delta)^{-2(k-m)cn} \left( \int_{\mathbb{R}^n} |z|^{-2cn} I_{R_n(\delta)}(z) \, dz \right)^m
\]

\[
= D^{-1} V_n^{-2kc} R_n(\delta)^{-2(k-m)cn} \left( \omega_n \int_{R_n(\delta)} r^{n-2cn-1} \, dr \right)^m
\]

\[
= D^{-1} V_n^{-2kc} R_n(\delta)^{mn-2kc} \frac{(2c-1)^m}{(2c-1)^m} = D^{-1} \frac{\delta^{m-2kc}}{(2c-1)^m}.
\]

Since this estimate holds for all changes of variables of the above type we arrive at the desired conclusion. \( \Box \)

We now give a bound on the contribution from most of the terms in (20).

**Proposition 5.1.** Let \( c > \frac{1}{2} \) and \( \delta > 0 \) be fixed. Let \( k \geq 2 \) and assume that \( n > \max_{1 \leq m \leq k-1} (m(k-m)+1) \). Then

\[
\sum_{(v, \mu)} \sum_{q=1}^{\infty} \sum_{D} \left( \frac{e_1}{q} \ldots \frac{e_m}{q} \right)^n I(D, n, c, \delta) = \sum_{(v, \mu)} \sum_{q=1}^{\infty} \sum_{D} \frac{I(D, n, c, \delta)}{M(D)=1} + R(k).
\]
where the remainder term satisfies

\[ 0 \leq R(k) \ll 2^{-n}. \]

The implied constant depends on \( c, \delta \) and \( k \) but not on \( n \).

**Proof.** This is a straightforward adaptation of [7, Sec. 9] to the present setting using inequality (6) and Lemma 5.1. \( \square \)

We note that every matrix \( D \) with \( q = 1 \) and \( M(D) = 1 \) has all entries \( d_{ij} \in \{0, \pm 1\} \). In particular all the matrices in Proposition 3.3 are on this form. In Section 5.3 we will discuss the contribution to (20) coming from matrices \( D \) with \( q = 1 \) and \( M(D) = 1 \) and at least one column containing more than one non-zero entry. First we need to prove a series of integral estimates.

5.2. Spherical symmetrization and integral estimates

In this section we let, for \( c > \frac{1}{2} \) and \( \delta > 0 \),

\[ f_{c, \delta}(x) = |x|^{-2cn} I_{R_n(\delta)}(x). \]

In order to use methods developed by Rogers [8,9] we first need to determine the function \( f_{c, \delta}^* \), obtained from the function \( f_{c, \delta} \) by spherical symmetrization. We let \( \lambda \) denote the Lebesgue measure on \( \mathbb{R}^n \). By the definition of \( f_{c, \delta}^* \) (cf. [8]) we have

\[ f_{c, \delta}^*(0) = \sup_{x \in \mathbb{R}^n} f_{c, \delta}(x) = R_n(\delta)^{-2cn} \]

and, for \( x \neq 0 \),

\[ f_{c, \delta}^*(x) = \inf \left\{ \rho > 0 \mid \lambda(\{ y : f_{c, \delta}(y) > \rho \}) \leq \lambda(\{ y : |y| \leq |x| \}) \right\} \]

\[ = \inf \left\{ \rho > 0 \mid \omega_n \int_{R_n(\delta)} r^{n-1} dr \leq V_n |x|^n \right\} \]

\[ = \inf \left\{ \rho > 0 \mid \rho^{-\frac{2c}{n}} - R_n(\delta)^n \leq |x|^n \right\} \]

\[ = \inf \left\{ \rho > 0 \mid \rho \geq (|x|^n + R_n(\delta)^n)^{-2c} \right\} = (|x|^n + R_n(\delta)^n)^{-2c}. \] (31)

We note that the formula for \( f_{c, \delta}^* \) in (31) is valid also for \( x = 0 \).

We next prove some technical integral estimates. First we estimate an integral involving \( f_{c, \delta}^* \).

**Proposition 5.2.** Let \( c > \frac{1}{2} \) and \( \delta > 0 \) be fixed. Let \( \ell \geq 4 \) and let \( \ell_1, \ell_2, \ell_3, \ell_4 \) be positive integers satisfying \( \ell_1 + \ell_2 + \ell_3 + \ell_4 = \ell \). Then

\[ V_n^{-2\ell c} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f_{c, \delta}^*(x_1)^{\ell_1} f_{c, \delta}^*(x_2)^{\ell_2} f_{c, \delta}^*(x_1 + x_2)^{\ell_3} f_{c, \delta}^*(x_1 - x_2)^{\ell_4} dx_1 dx_2 \ll C(n), \]

(32)

where \( C(n) \) decays exponentially with \( n \). The implied constant depends on \( \ell, c \) and \( \delta \) but not on \( n \).
Remark 5. Our proof gives $C(n) \ll \sqrt{n} \binom{n}{\frac{1}{2}}^\frac{n}{2}$, but we have not optimized to get the best possible constant.

Proof. We call the left-hand side in (32) $I$. Changing to spherical coordinates and using the law of cosines we obtain

$$I = \omega_n \omega_{n-1} V_n^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_0^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1}$$

$$\times \int_0^{\frac{\pi}{2}} \left( r_1^2 + r_2^2 + 2r_1r_2 \cos(\varphi) \right)^\frac{n}{2} + R_n(\delta)^n)^{-2\ell c}$$

$$\times \left( (r_1^2 + r_2^2 - 2r_1r_2 \cos(\varphi))^\frac{n}{2} + R_n(\delta)^n)^{-2\ell c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1$$

where

$$I(\ell_1, \ell_2, \ell_3, \ell_4) = \omega_n \omega_{n-1} V_n^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_0^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1}$$

$$\times \left( (r_1^2 + r_2^2 + 2r_1r_2 \cos(\varphi))^\frac{n}{2} + R_n(\delta)^n)^{-2\ell c}$$

$$\times \left( (r_1^2 + r_2^2 - 2r_1r_2 \cos(\varphi))^\frac{n}{2} + R_n(\delta)^n)^{-2\ell c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1$$

By crude estimates of the last factors we get

$$I(\ell_1, \ell_2, \ell_3, \ell_4) \ll \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_0^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1}$$

$$\times \left( (r_1^2 + r_2^2 + 2r_1r_2 \cos(\varphi))^\frac{n}{2} + R_n(\delta)^n)^{-2\ell c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1$$

$$\ll \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_0^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1}$$

$$\times \left( (r_1^2 + r_2^2)^\frac{n}{2} + R_n(\delta)^n)^{-2\ell c} dr_2 \, dr_1$$

$$+ \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_0^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1}$$

$$\times \left( (r_1^2 + r_2^2)^\frac{n}{2} + R_n(\delta)^n)^{-2\ell c} dr_2 \, dr_1$$

$$+ \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_0^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1}$$

$$\times \left( (r_1^2 + r_2^2)^\frac{n}{2} + R_n(\delta)^n)^{-2\ell c} dr_2 \, dr_1.$$  \hspace{1cm} (33)
We note that when \( r_1 \leq r_2 \leq 2r_1 \) we have
\[
\frac{r_1^2 + r_2^2}{2} > \frac{5}{4} r_1^2.
\]
(34)

Hence
\[
\begin{align*}
&\omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell_4 cn} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell_4 c} r_1^{-1} \int_0^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{-1} \\
&\times \left( \left( \frac{r_1^2 + r_2^2}{4} \right)^{\frac{5}{2}} + R_n(\delta)^n \right)^{-2\ell_3 c} r_2 dr_1 dr_1 \\
&\ll \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell_4 cn} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell_4 c} r_1^{-1} \\
&\times \frac{2r_1}{r_1} \int \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} \left( \left( \frac{5}{4} \right)^{\frac{5}{2}} r_2^n + R_n(\delta)^n \right)^{-2\ell_3 c} r_2^{-1} dr_2 dr_1 \\
&\ll \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell_4 cn} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell_4 c} r_1^{-1} \\
&\times \frac{\infty}{2r_1} \int \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c \epsilon_2 + \ell_3 c} r_2^{-1} dr_2 dr_1 \\
&\ll \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell_4 cn} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell_4 c} r_1^{-1} \\
&\times \frac{\infty}{r_1} \int \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c \epsilon_2 + \ell_3 c} \left( \left( \frac{5}{4} \right)^{\frac{5}{2}} r_2^n + R_n(\delta)^n \right)^{-2\ell_3 c} dr_2 dr_1 \\
\end{align*}
\]
(35)

We call the three terms in the right-hand side of (35) \( I_1 \), \( I_2 \) and \( I_3 \) respectively.

We first bound \( I_3 \). Using (34) once more we find that
\[
I_3 \ll \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell_4 cn} \int_0^\infty \left( r_1^n - 2\ell_4 cn \right)^{-1} r_1^{-1} \int_0^\infty \left( r_2^n - 2\ell_2 cn \right)^{-1} (r_1^2 + r_2^2)^{-\ell_3 c} dr_2 dr_1
\]

\[
\ll \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell_4 cn} \int_0^\infty \left( r_1^n - 2\ell_4 cn \right)^{-1} r_1^{-1} \int_0^\infty \left( r_2^n - 2\ell_2 cn \right)^{-1} \left( \frac{5}{4} r_2^2 \right)^{-\ell_3 c} dr_2 dr_1
\]

\[
+ \omega_n \omega_{n-1} V_n^{-2\ell c} R_n(\delta)^{-2\ell_4 cn} \int_0^\infty \left( r_1^n - 2\ell_4 cn \right)^{-1} r_1^{-1} \int_0^\infty \left( r_2^n - 2\ell_2 (2\ell_3) cn \right)^{-1} dr_2 dr_1
\]
\[
\ll \left( \left( \frac{4}{5} \right)^{\ell_3 n} + 2^{(1-2(\ell_2+\ell_3)c)n} \right) \omega_{n-1} V_n^{1-2\ell c} R_n(\delta)^{-2\ell_4 cn} \int_{R_n(\delta)}^{\infty} r_1^{2n-2(\ell_1+\ell_2+\ell_3)c} n^{-1} dr_1
\]

\[
\ll \left( \left( \frac{4}{5} \right)^{\ell_3 n} + 2^{(1-2(\ell_2+\ell_3)c)n} \right) \frac{\omega_{n-1} V_n^{1-2\ell c} R_n(\delta)^{2n-2\ell_4 cn}}{n}.
\]

It follows from Stirling's formula that
\[
\omega_n \sim \left( \frac{2\pi e}{n} \right)^{\frac{n}{2}} \sqrt{\frac{n}{\pi}} \text{ as } n \to \infty.
\]

Hence
\[
\omega_{n-1} \ll \frac{3}{n^2} V_n,
\]

where the implied constant does not depend on \(n\). Using (10) and (36) we conclude that
\[
I_3 \ll \sqrt{n} \left( \left( \frac{4}{5} \right)^{\ell_3 n} + 2^{(1-2(\ell_2+\ell_3)c)n} \right) V_n^{2-2\ell c} R_n(\delta)^{2n-2\ell_4 cn}
\]

\[
\ll \sqrt{n} \left( \left( \frac{4}{5} \right)^{\ell_3 n} + 2^{(1-2(\ell_2+\ell_3)c)n} \right).
\]

We next bound \(I_2\). Changing variables we find that
\[
I_2 = \frac{\omega_n \omega_{n-1}}{n} V_n^{1-2\ell c} R_n(\delta)^{-2(\ell_1+\ell_4)cn} \int_0^{R_n(\delta)} \left( r_1^n + R_n(\delta)^n \right)^{-2\ell_1 c} r_1^{n-1} \int_{(2r_1)^n}^{\infty} (v + R_n(\delta)^n)^{-2(\ell_2+\ell_3)c} dv dr_1
\]

\[
\ll \omega_{n-1} V_n^{1-2\ell c} R_n(\delta)^{-2(\ell_1+\ell_4)cn} \int_0^{R_n(\delta)} \left( r_1^n + R_n(\delta)^n \right)^{-2\ell_1 c} \left( (2r_1)^n + R_n(\delta)^n \right)^{1-2(\ell_2+\ell_3)c} r_1^{n-1} dr_1
\]

\[
\ll \frac{\omega_{n-1} V_n^{1-2\ell c} R_n(\delta)^{2n-2\ell_4 cn}}{n} \int_0^{R_n(\delta)^n} \left( 2^n u + R_n(\delta)^n \right)^{1-2(\ell_2+\ell_3)c} du
\]

\[
\ll 2^{-n} \omega_{n-1} V_n^{1-2\ell c} R_n(\delta)^{2n-2\ell_4 cn}.
\]

Using (10) and (36) we obtain
\[
I_2 \ll \sqrt{n} 2^{-n}.
\]

In a similar way we estimate \(I_1\):
Now (10) and (36) yield

$$I_1 \ll \omega_n \omega_{n-1} V_n^{1-2\epsilon_4 c} R_n(\delta)^{2-2\epsilon_4 c} \int_0^1 (r_1^n + R_n(\delta)^n)^{-2(\ell_1 + \ell_2 + \ell_3 + \ell_4)c} \n_{r_1}^{n-1} dr_1$$

Combining (37), (38) and (39) with the corresponding estimates for the last integral in (33) we get

$$I(\ell_1, \ell_2, \ell_3, \ell_4) \ll \sqrt{n} \left( \left( \frac{4}{5} \right)^{\frac{n}{2}} + 2^{-n} + \left( \frac{4}{5} \right)^{cn} + 2(1-4c)n \right),$$

Finally we obtain

$$I \ll \sqrt{n} \left( \frac{4}{5} \right)^{\frac{n}{2}},$$

which proves the proposition. \(\square\)

In the spirit of Rogers [8] we can now prove the following theorem.
Theorem 6. Let $c > \frac{1}{2}$ and $\delta > 0$ be fixed. Let $\ell \geq 4$ and let $\ell_1, \ell_2, \ell_3, \ell_4$ be positive integers satisfying $\ell_1 + \ell_2 + \ell_3 + \ell_4 = \ell$. Let further $y_i \in \mathbb{R}^n$ and $\varepsilon_i \in \{1, -1\}$, $1 \leq i \leq \ell - 2$, be fixed. Then

$$I_y := V_n^{2\ell c} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f_{c, \delta}(x_1) \left( \prod_{i=1}^{\ell-1} f_{c, \delta}(\varepsilon_i x_1 + y_i) \right) f_{c, \delta}(x_2) \left( \prod_{i=\ell_1}^{\ell_1+\ell_2-2} f_{c, \delta}(\varepsilon_i x_2 + y_i) \right) \times \left( \prod_{i=\ell_1+\ell_2-1}^{\ell_1+\ell_2+\ell_3-2} f_{c, \delta}(\varepsilon_i (x_1 + x_2) + y_i) \right) \left( \prod_{i=\ell_1+\ell_2+\ell_3-1}^{\ell_2-1} f_{c, \delta}(\varepsilon_i (x_1 - x_2) + y_i) \right) dx_1 dy_2 \lesssim C(n),$$

where $C(n)$ decays exponentially with $n$. The implied constant depends on $\ell$, $c$ and $\delta$ but not on $n$, $\varepsilon_i$ and $y_i$, $1 \leq i \leq \ell - 2$.

Proof. Since $f_{c, \delta}^*(x)$ is the spherical symmetrization of $f_{c, \delta}(\varepsilon x + y)$ for any (fixed) $y \in \mathbb{R}^n$ and $\varepsilon \in \{1, -1\}$ it follows from [9, Thm. 1] that

$$I_y \leq V_n^{-2\ell c} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f_{c, \delta}^*(x_1)^{\ell_1} f_{c, \delta}^*(x_2)^{\ell_2} f_{c, \delta}^*(x_1 + x_2)^{\ell_3} f_{c, \delta}^*(x_1 - x_2)^{\ell_4} dx_1 dx_2.$$ 

Hence the theorem follows from Proposition 5.2. □

We continue with estimates similar to those in Proposition 5.2 and Theorem 6 for the case when $\ell_4 = 0$ (or $\ell_3 = 0$). The proofs are similar to the ones above and for this reason some parts will only be sketched.

Proposition 5.3. Let $c > \frac{1}{2}$ and $\delta > 0$ be fixed. Let $\ell \geq 3$ and let $\ell_1, \ell_2, \ell_3$ be positive integers satisfying $\ell_1 + \ell_2 + \ell_3 = \ell$. Then

$$J := V_n^{-2\ell c} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f_{c, \delta}^*(x_1)^{\ell_1} f_{c, \delta}^*(x_2)^{\ell_2} f_{c, \delta}^*(x_1 + x_2)^{\ell_3} dx_1 dx_2 \ll D(n),$$

where $D(n)$ decays exponentially with $n$. The implied constant depends on $\ell$, $c$ and $\delta$ but not on $n$. 

Proof. By changing variables we note that in order to estimate the size of $J$ it is enough to study the corresponding integral, $\tilde{J}$, over the region where $|x_1|, |x_2| \leq |x_1 + x_2|$. More precisely we have

$$J \ll \tilde{J}(\ell_1, \ell_2, \ell_3) + \tilde{J}(\ell_2, \ell_3, \ell_1) + \tilde{J}(\ell_3, \ell_1, \ell_2),$$

where

$$\tilde{J}(\ell_1, \ell_2, \ell_3) = V_n^{-2\ell c} \int_{|x_1|, |x_2| \leq |x_1 + x_2|} f_{c, \delta}^*(x_1)^{\ell_1} f_{c, \delta}^*(x_2)^{\ell_2} f_{c, \delta}^*(x_1 + x_2)^{\ell_3} dx_1 dx_2.$$
Passing to spherical coordinates we get

\[
\tilde{J}(\ell_1, \ell_2, \ell_3) \ll \omega_n \omega_{n-1} V_n^{-2\epsilon c} \int_0^\infty (r_1^n + R_n(\delta)^n)^{-2\epsilon c} r_1^{n-1} \int_0^\infty (r_2^n + R_n(\delta)^n)^{-2\epsilon c} r_2^{n-1} \\
\times \int_0^\theta \left( \left( \max(r_1, r_2, \left( r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \right)^{\frac{1}{2}} \right)^n + R_n(\delta)^n \right)^{-2\epsilon c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1 \\
+ \omega_n \omega_{n-1} V_n^{-2\epsilon c} \int_0^\infty (r_1^n + R_n(\delta)^n)^{-2\epsilon c} r_1^{n-1} \int_0^\infty (r_2^n + R_n(\delta)^n)^{-2\epsilon c} r_2^{n-1} \\
\times \int_0^\theta \left( \left( \max(r_1, r_2, \left( r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \right)^{\frac{1}{2}} \right)^n + R_n(\delta)^n \right)^{-2\epsilon c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1,
\]

where \( \theta = \arccos(-\frac{3}{16}) \). We call the integrals above \( \tilde{J}_1 \) and \( \tilde{J}_2 \) respectively. We split \( \tilde{J}_1 \) as

\[
\tilde{J}_1 = \omega_n \omega_{n-1} V_n^{-2\epsilon c} \int_0^\infty (r_1^n + R_n(\delta)^n)^{-2\epsilon c} r_1^{n-1} \int_0^\infty (r_2^n + R_n(\delta)^n)^{-2\epsilon c} r_2^{n-1} \\
\times \int_0^\theta \left( \left( \max(r_1, r_2, \left( r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \right)^{\frac{1}{2}} \right)^n + R_n(\delta)^n \right)^{-2\epsilon c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1 \\
+ \omega_n \omega_{n-1} V_n^{-2\epsilon c} \int_0^\infty (r_1^n + R_n(\delta)^n)^{-2\epsilon c} r_1^{n-1} \int_0^\infty (r_2^n + R_n(\delta)^n)^{-2\epsilon c} r_2^{n-1} \\
\times \int_0^\theta \left( \left( \max(r_1, r_2, \left( r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \right)^{\frac{1}{2}} \right)^n + R_n(\delta)^n \right)^{-2\epsilon c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1.
\]

(40)

When \( 0 \leq \varphi \leq \theta \) we have

\[
r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \geq r_1^2 + r_2^2 - \frac{3r_1 r_2}{8}.
\]

In particular, if also \( r_1 \leq r_2 \leq 2r_1 \), we get

\[
r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \geq \frac{r_1^2}{4} + r_2^2 \geq \frac{17}{16} r_2^2.
\]

(41)

Hence
\[
\omega_n \omega_{n-1} V_n^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_{r_1}^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1} \\
\times \int_0^\theta \left( \max(r_1, r_2, \left( r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \right)^{\frac{1}{2}} \right)^n + R_n(\delta)^n)^{-2\ell c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1
\]
\[
\ll \omega_n \omega_{n-1} V_n^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \\
\times \int_{r_1}^{2r_1} \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} \left( \left( \frac{17}{16} \right)^n r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1} \, dr_2 \, dr_1
\]
\[
+ \omega_n \omega_{n-1} V_n^{-2\ell c} \int_0^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_{2r_1}^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2(\ell_2 + \ell_3) c} r_2^{n-1} \, dr_2 \, dr_1
\]
\[
+ \omega_n \omega_{n-1} V_n^{-2\ell c} \int_{R_n(\delta)}^\infty \left( r_1^n + R_n(\delta)^n \right)^{-2\ell c} r_1^{n-1} \int_{r_1}^\infty \left( r_2^n + R_n(\delta)^n \right)^{-2\ell c} r_2^{n-1} \\
\times \int_0^\theta \left( \max(r_1, r_2, \left( r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \right)^{\frac{1}{2}} \right)^n + R_n(\delta)^n)^{-2\ell c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1.
\]

We call the three integrals on the right-hand side \( \tilde{f}_{1,1}, \tilde{f}_{1,2} \) and \( \tilde{f}_{1,3} \) respectively. Using (10), (36) and (41) we find that
\[
\tilde{f}_{1,3} \ll \omega_n \omega_{n-1} V_n^{-2\ell c} \int_{R_n(\delta)}^\infty \left( r_1^n + 2\ell_1 c n-1 \right)^{-2\ell c} r_1^{n-2\ell c} r_2^{n-1} \\
\times \int_0^\theta \max(r_1, r_2, \left( r_1^2 + r_2^2 + 2r_1 r_2 \cos(\varphi) \right)^{\frac{1}{2}})^n + R_n(\delta)^n)^{-2\ell c} \sin^{n-2}(\varphi) \, d\varphi \, dr_2 \, dr_1
\]
\[
\ll \omega_n \omega_{n-1} V_n^{-2\ell c} \int_{R_n(\delta)}^\infty \left( r_1^n + 2\ell_1 c n-1 \right)^{-2\ell c} r_1^{n-2\ell c} r_2^{n-1} \\
\times \int_{2r_1}^\infty \left( r_2^n + 2\ell_1 c n-1 \right)^{-2\ell c} r_2^{n-2(\ell_2 + \ell_3)c n-1} \, dr_2 \, dr_1
\]
\[
+ \omega_n \omega_{n-1} V_n^{-2\ell c} \int_{R_n(\delta)}^\infty \left( r_1^n + 2\ell_1 c n-1 \right)^{-2\ell c} r_1^{n-2(\ell_2 + \ell_3)c n-1} \int_{2r_1}^\infty \left( r_2^n + 2\ell_1 c n-1 \right)^{-2(\ell_2 + \ell_3)c n-1} \, dr_2 \, dr_1
\]
\[
\ll \sqrt{n} \left( \frac{16}{17} \right)^{\frac{\ell_3 c n}{2}} + 2^{\frac{1}{2} - 2(\ell_2 + \ell_3)c n} \right). \tag{42}
\]

In the same way as we estimated \( I_2 \) in the proof of Proposition 5.2 we find that
\[
\tilde{J}_{1,2} \ll \sqrt{n} 2^{-n}, \tag{43}
\]

and similarly we find that
\[
\tilde{J}_{1,1} \ll \omega_n \omega_{n-1} V_n^{-2\ell c} \int_{0}^{R_n(\delta)} (r_1^n + R_n(\delta)^n)^{-2(\ell_1+\ell_2)c} r_1^{n-1} \left(\frac{17}{16}\right)^{\frac{n}{2}} r_2^{n-1} \int_{r_1}^{2r_1} \left(\frac{17}{16}\right)^{\frac{n}{2}} r_2^{n} + R_n(\delta)^n \right)^{-2\ell_3 c} r_2^{n-1} \, dr_2 \, dr_1 \ll \sqrt{n} \left(\frac{16}{17}\right)^{\frac{n}{2}}. \tag{44}
\]

Combining (42), (43) and (44) with the corresponding estimates for the last integral in (40) we get
\[
\tilde{J}_1 \ll \sqrt{n} \left(\left(\frac{16}{17}\right)^{\frac{n}{2}} + 2^{-n} + \left(\frac{16}{17}\right)^{cn} + 2^{(1-4c)n}\right).
\]

To finish the proof we estimate \(\tilde{J}_2\). Using (10) and (36) we find that
\[
\tilde{J}_2 \ll \sin^{n-2}(\theta) \omega_n \omega_{n-1} V_n^{-2\ell c} \int_{0}^{\infty} (r_1^n + R_n(\delta)^n)^{-2\ell_1 c} r_1^{n-1} \int_{r_1}^{\infty} (r_2^n + R_n(\delta)^n)^{-2(\ell_2+\ell_3)c} r_2^{n-1} \, dr_2 \, dr_1 \\
+ \sin^{n-2}(\theta) \omega_n \omega_{n-1} V_n^{-2\ell c} \int_{0}^{\infty} (r_1^n + R_n(\delta)^n)^{-2\ell_2 c} r_1^{n-1} \int_{r_1}^{\infty} (r_2^n + R_n(\delta)^n)^{-2(\ell_1+\ell_3)c} r_2^{n-1} \, dr_2 \, dr_1 \\
\ll \sqrt{n} \sin^{n-2}(\theta).
\]

Hence
\[
\tilde{J}(\ell_1, \ell_2, \ell_3) \ll \sqrt{n} \left(\left(\frac{16}{17}\right)^{\frac{n}{2}} + 2^{-n} + \left(\frac{16}{17}\right)^{cn} + 2^{(1-4c)n} + \sin^{n-2}(\theta)\right)
\]

and we conclude that
\[
J \ll \sqrt{n} \sin^{n-2}(\theta).
\]

This finishes the proof. \(\square\)

Proposition 5.3 implies the following theorem.

**Theorem 7.** Let \(c > \frac{1}{2}\) and \(\delta > 0\) be fixed. Let \(\ell \geq 3\) and let \(\ell_1, \ell_2, \ell_3\) be positive integers satisfying \(\ell_1 + \ell_2 + \ell_3 = \ell\). Let further \(y_1 \in \mathbb{R}^n\) and \(\epsilon_i \in \{1, -1\}, 1 \leq i \leq \ell - 2\), be fixed. Then
\[ V_n^{-2\ell c} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f_{c,\delta}(\mathbf{x}_1) \left( \prod_{i=1}^{\ell-1} f_{c,\delta}(\varepsilon_i \mathbf{x}_1 + \mathbf{y}_i) \right) f_{c,\delta}(\mathbf{x}_2) \left( \prod_{i=\ell+1}^{\ell+2} f_{c,\delta}(\varepsilon_i \mathbf{x}_2 + \mathbf{y}_i) \right) \]
\[ \times \left( \prod_{i=\ell+1+2}^{\ell+2} f_{c,\delta}(\varepsilon_i (\mathbf{x}_1 + \mathbf{x}_2) + \mathbf{y}_i) \right) d\mathbf{x}_1 d\mathbf{x}_2 \ll \mathcal{D}(n), \]

where \( \mathcal{D}(n) \) decays exponentially with \( n \). The implied constant depends on \( \ell, c \) and \( \delta \) but not on \( n, \varepsilon_i \) and \( \mathbf{y}_i \), \( 1 \leq i \leq \ell - 2 \).

### 5.3. The final estimate

In this section we will use the estimates from the previous section to obtain bounds on the contribution to (20) from the main terms in Proposition 5.1 which are not among the terms treated in Proposition 3.3.

**Proposition 5.4.** Let \( c > \frac{1}{2} \) and \( \delta > 0 \) be fixed. Let \( k \geq 3 \) and fix \( m \) satisfying \( 2 \leq m \leq k - 1 \). Let \((\nu, \mu)\) be a division of the numbers \( 1, \ldots, k \) satisfying (5) with our \( m \). Let \( D \) be a \((\nu, \mu)\)-admissible matrix with \( q = 1 \), \( M(D) = 1 \) and at least one column containing more than one non-zero entry. Then

\[ I(D, n, c, \delta) \ll \mathcal{E}(n), \]

where \( \mathcal{E}(n) \) decays exponentially with \( n \). The implied constant depends on \( k, c \) and \( \delta \) but not on \( n \).

**Proof.** We let \( 1 \leq \ell \leq k - m \) be such that the leftmost column with more than one non-zero entry is \( \mu_\ell \) and we choose \( \lambda_1 \) and \( \lambda_2 \) to be minimal with the property that \( \lambda_1 < \lambda_2 \) and \( d_{\lambda_1 \mu_\ell} \neq 0 \neq d_{\lambda_2 \mu_\ell} \). We furthermore define the sets

\[ M = \{1, 2, \ldots, m\} \setminus \{\lambda_1, \lambda_2\}, \]
\[ N = \{j \mid d_{\lambda_1 \mu_j} \neq 0 \neq d_{\lambda_2 \mu_j}\}, \]
\[ P = \{1, \ldots, k - m\} \setminus N. \]

We recall that the assumptions on \( D \) implies that \( d_{ij} \in [0, \pm 1] \) and write \( I(D, n, c, \delta) \) as an iterated integral:

\[ I(D, n, c, \delta) = V_n^{-2(k-\#N-2)c} \int_{\mathbb{R}^n} \cdots \prod_{j \in M} f_{c,\delta}(\mathbf{x}_j) \prod_{j \in P} f_{c,\delta} \left( \sum_{i=1}^{m} d_{i\mu_j} \mathbf{x}_i \right) \]
\[ \times \left( V_n^{-2(\#N+2)c} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f_{c,\delta}(\mathbf{x}_{\lambda_1}) f_{c,\delta}(\mathbf{x}_{\lambda_2}) \prod_{j \in N} f_{c,\delta} \left( \sum_{i=1}^{m} d_{i\mu_j} \mathbf{x}_i \right) d\mathbf{x}_{\lambda_1} d\mathbf{x}_{\lambda_2} \right) \prod_{j \in M} d\mathbf{x}_j, \tag{45} \]

The inner integral in (45) is either of the form in Theorem 6 or of the form in Theorem 7. Hence

\[ I(D, n, c, \delta) \ll \mathfrak{N}(n) V_n^{-2(k-\#N-2)c} \int_{\mathbb{R}^n} \cdots \prod_{j \in M} f_{c,\delta}(\mathbf{x}_j) \prod_{j \in P} f_{c,\delta} \left( \sum_{i=1}^{m} d_{i\mu_j} \mathbf{x}_i \right) \prod_{j \in M} d\mathbf{x}_j, \tag{46} \]
where $\tilde{F}(n)$ decays exponentially with $n$ and the implied constant depends on $k, c$ and $\delta$ but not on $n$.

If the integral in (46) is on the form in Proposition 3.3, the bound (46) implies the desired estimate. If, on the other hand, this is not the case we reach the same conclusion by induction. □

Since there are only finitely many matrices of the form in Proposition 5.4 (the number depends on $k$ and $m$ but not on $n$) this finishes the proof of Theorem 5.

6. The joint moments of $\mathcal{E}_{\mathcal{R}_n(\delta)}(\cdot, cn)$

Let $m \geq 1$ and fix $c = (c_1, \ldots, c_m)$ satisfying $\frac{1}{2} < c_1 < c_2 < \cdots < c_m$. In this section we will outline what can be said about the joint moments of

$$\mathcal{E}_{\mathcal{R}_n(\delta)}(L, cn) := (\mathcal{E}_{\mathcal{R}_n(\delta)}(L, c_1n), \ldots, \mathcal{E}_{\mathcal{R}_n(\delta)}(L, c_mn)).$$

The presentation here is parallel to the presentation in Section 3.

Let $\kappa \geq 2$ and fix $\gamma = (\gamma_1, \ldots, \gamma_\kappa)$ with $\gamma_j \in [c_1, \ldots, c_m]$, $1 \leq j \leq \kappa$, satisfying $\frac{1}{2} < \gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_\kappa$. Applying Rogers’ formula yields

$$E(\kappa \prod_{j=1}^{\kappa} E_{\mathcal{R}_n(\delta)}(\cdot, \gamma_j n)) = \kappa \prod_{j=1}^{\kappa} E(\mathcal{E}_{\mathcal{R}_n(\delta)}(\cdot, \gamma_j n)) + \sum_{(V, \mu)} \sum_{q=1}^{\infty} \sum_{D} \left(\prod_{i=1}^{m} \frac{d_{ij}}{q} x_i\right)^n I_{\mathcal{R}_n(\delta)} \left(\sum_{i=1}^{m} d_{ij} x_i\right)$$

where

$$I(D, n, \gamma, \delta) = \delta^{-2 \sum_{j=1}^{\kappa} \gamma_j} \prod_{i=1}^{m} \int_{\mathbb{R}^n} \left| |x_i|^{2 \gamma_i n} I_{\mathcal{R}_n(\delta)} \left(\sum_{i=1}^{m} \frac{d_{ij}}{q} x_i\right)\right| dx_1 \ldots dx_m.$$  

**Proposition 6.1.** Let $\kappa \geq 2$ and let $X_\kappa$ denote the set of $\kappa$-admissible matrices $D$, with elements $d_{ij} \in \{0, \pm 1\}$, having exactly one non-zero entry in each column. Fix $\delta > 0$ and let $\gamma = (\gamma_1, \ldots, \gamma_\kappa)$ be such that $\frac{1}{2} < \gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_\kappa$. Given $D \in X_\kappa$ let $l_i(D)$, $1 \leq i \leq m$, be the set of indices of columns of $D$ that have their non-zero entry in the $i$-th row. Furthermore, set $\Gamma_i(D) = \sum_{j \in l_i(D)} \gamma_j$, $1 \leq i \leq m$. Then

$$I(D, n, \gamma, \delta) = \delta^{m - 2 \sum_{j=1}^{\kappa} \gamma_j} \prod_{i=1}^{m} \frac{1}{2 \Gamma_i(D) - 1}$$

for all $D \in X_\kappa$ and all $n \geq 1$.

**Proof.** For $D \in X_\kappa$ we get

$$I(D, n, \gamma, \delta) = V_n^{-2 \sum_{j=1}^{\kappa} \gamma_j} \prod_{i=1}^{m} \int_{\mathbb{R}^n} |x_i|^{-2 \Gamma_i(D) n} I_{\mathcal{R}_n(\delta)}(x_i) dx_i.$$  

Using $\sum_{i=1}^{m} \Gamma_i(D) = \sum_{j=1}^{\kappa} \gamma_j$ together with Eqs. (8) and (10) yields
\[
I(D, n, \gamma, \delta) = V_n^{-2 \sum_{j=1}^{\kappa} \gamma_j} \prod_{i=1}^{m} \left( \omega_n \int_{R_n(\delta)} r^{n-2T_i(D)n-1} dr \right) \\
= V_n^{-2 \sum_{j=1}^{\kappa} \gamma_j} \prod_{i=1}^{m} \left( \omega_n R_n(\delta)^{n(1-2T_i(D))} / n(2T_i(D) - 1) \right) \\
= V_n^{m-2 \sum_{j=1}^{\kappa} \gamma_j} R_n(\delta)^{m-2 \sum_{j=1}^{\kappa} \gamma_j} \prod_{i=1}^{m} \frac{1}{2T_i(D) - 1} \\
= \delta^{m-2 \sum_{j=1}^{\kappa} \gamma_j} \prod_{i=1}^{m} \frac{1}{2T_i(D) - 1}
\]

for all \( n \geq 1 \).

**Theorem 8.** Let \( \kappa \geq 2 \). Fix \( \delta > 0 \) and let \( \gamma = (\gamma_1, \ldots, \gamma_k) \) be such that \( \frac{1}{2} < \gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_k \). Then

\[
\mathbb{E}\left( \prod_{j=1}^{\kappa} \mathcal{E}_{R_n(\delta)}(\cdot, \gamma_j) \right) \rightarrow \prod_{j=1}^{\kappa} \frac{\delta^{1-2\gamma_j}}{2\gamma_j - 1} + \sum_{D \in X_{\kappa}} \delta^{m-2 \sum_{j=1}^{\kappa} \gamma_j} \prod_{i=1}^{m} \frac{1}{2T_i(D) - 1}
\]

as \( n \to \infty \).

**Proof.** In order to estimate the contribution to (48) from the terms not discussed in Proposition 6.1 we use (11) to note that

\[
I(D, n, \gamma, \delta) = \int_{R^n} \cdots \int_{R^n} \prod_{j=1}^{\kappa} \left( \left( V_n \left| \sum_{i=1}^{m} \frac{d_{ij}}{q_i} x_i \right|^n \right)^{-2\gamma_j} \right) I_{R_n(\delta)} \left( \left| \sum_{i=1}^{m} \frac{d_{ij}}{q_i} x_i \right| \right) dx_1 \cdots dx_m \\
\ll \int_{R^n} \cdots \int_{R^n} \prod_{j=1}^{\kappa} \left( \left( V_n \left| \sum_{i=1}^{m} \frac{d_{ij}}{q_i} x_i \right|^n \right)^{-2\min_{1 \leq j \leq \kappa} \gamma_j} \right) I_{R_n(\delta)} \left( \left| \sum_{i=1}^{m} \frac{d_{ij}}{q_i} x_i \right| \right) dx_1 \cdots dx_m,
\]

where the implied constant depends on \( \gamma \) and \( \delta \) but not on \( n \). Since this last integral is of the form \( I(D, n, \min_{1 \leq j \leq \kappa} \gamma_j , \delta) \) defined in (20), it follows from Section 5 that the total contribution to (48) from all such terms is exponentially decaying with \( n \).

**7. Further results**

In this last section we discuss some consequences of the results in Sections 3 and 6 as well as the proof of Theorem 2.

**7.1. The value distribution of \( \mathcal{E}_{R_n(\delta)}(\cdot, cn) \)**

First we discuss the random variable \( \mathcal{E}_{R_n(\delta)}(\cdot, cn) \) for \( c > \frac{1}{2} \). Let \( k \geq 1 \). We recall from Theorem 5 that

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)^k) \rightarrow \sum_{D \in \mathcal{D}(k)} 2^{k-m} \delta^{m-2kc} \prod_{i=1}^{m} \frac{1}{2k_i c - 1}
\]

(49)
as \( n \to \infty \), where \( D(k) \) is defined as in Lemma 2.1 and \( k_i \) is the number of non-zero entries of \( D \) in the \( i \)-th row, \( 1 \leq i \leq m \).

**Proposition 7.1.** Let \( k \geq 1 \), \( c > \frac{1}{2} \) and \( \delta > 0 \) be fixed. Then

\[
\mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)^k) \to \mathbb{E}(T(c, \delta)^k)
\]
as \( n \to \infty \).

**Proof.** This is an immediate consequence of (15), (49) and Lemma 2.1. \( \square \)

**Corollary 7.1.** Let \( c > \frac{1}{2} \) and \( \delta > 0 \) be fixed. Then \( \mathcal{E}_{R_n(\delta)}(\cdot, cn) \) converges in distribution to \( T(c, \delta) \) as \( n \to \infty \).

**Proof.** Since the distribution of \( T(c, \delta) \) is uniquely determined by its moments by Lemma 2.2 and

\[
\lim_{n \to \infty} \mathbb{E}(\mathcal{E}_{R_n(\delta)}(\cdot, cn)^k) = \mathbb{E}(T(c, \delta)^k)
\]
for all \( k \geq 1 \) by Proposition 7.1, the corollary follows from [2, Thm. 30.2]. \( \square \)

We now continue with the general situation. Let \( m \geq 1 \) and fix \( \mathbf{c} = (c_1, \ldots, c_m) \) satisfying \( \frac{1}{2} < c_1 < c_2 < \cdots < c_m \). We will discuss the random vector \( \mathcal{E}_{R_n(\delta)}(\cdot, \mathbf{c}n) \). For \( \kappa \geq 2 \) and fixed \( \gamma_j \in [c_1, \ldots, c_m] \), \( 1 \leq j \leq \kappa \), satisfying \( \frac{1}{2} < \gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_\kappa \), we recall from Section 6 that

\[
\mathbb{E}\left(\prod_{j=1}^{\kappa} \mathcal{E}_{R_n(\delta)}(\cdot, \gamma_j n)\right) \to \sum_{D \in D(\kappa)} 2^{k-n} \delta^{m-2} \prod_{j=1}^{\kappa} \gamma_j \prod_{i=1}^{m} \frac{1}{2 \Gamma_i(D) - 1}
\]
as \( n \to \infty \), where \( \Gamma_i(D), 1 \leq i \leq m \), is defined as in Proposition 6.1.

**Proposition 7.2.** Fix \( \delta > 0 \). Let \( \kappa \geq 2 \) and \( \mathbf{y} = (\gamma_1, \ldots, \gamma_\kappa) \) be such that \( \frac{1}{2} < \gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_\kappa \). Then

\[
\mathbb{E}\left(\prod_{j=1}^{\kappa} \mathcal{E}_{R_n(\delta)}(\cdot, \gamma_j n)\right) \to \mathbb{E}\left(\prod_{j=1}^{\kappa} T(\gamma_j, \delta)\right)
\]
as \( n \to \infty \).

**Proof.** This is an immediate consequence of (19), (50) and Lemma 2.1. \( \square \)

**Remark 6.** Propositions 7.1 and 7.2 together complete the proof of Theorem 3.

**Corollary 7.2.** Fix \( \delta > 0 \). Let \( m \geq 1 \) and let \( \mathbf{c} = (c_1, \ldots, c_m) \) be such that \( \frac{1}{2} < c_1 < c_2 < \cdots < c_m \). Then the random vector \( \mathcal{E}_{R_n(\delta)}(\cdot, \mathbf{c}n) \) converges in distribution to \( T(\mathbf{c}, \delta) \) as \( n \to \infty \).

**Proof.** Since the distribution of \( T(\mathbf{c}, \delta) \) is uniquely determined by its joint moments by Lemma 2.3 and the joint moments of \( \mathcal{E}_{R_n(\delta)}(\cdot, \mathbf{c}n) \) converge to those of \( T(\mathbf{c}, \delta) \) as \( n \to \infty \) by Proposition 7.1 and Proposition 7.2, the corollary follows from a (in principle word by word) generalization of [2, Thm. 30.2]. \( \square \)
7.2. An alternative proof of Theorem 1

Let \( \mathbf{c} = (c_1, \ldots, c_m) \) and recall the definition of the random vectors \( \mathcal{E}_n(\cdot, cn), \mathcal{E}_{Rn}(\cdot, cn), T(\mathbf{c}) \) and \( T(\mathbf{c}, \delta) \) from (22), (47), (17) and (18). We call their distributions \( \mu_{\mathcal{E}_n(\cdot, cn)}, \mu_{\mathcal{E}_{Rn}(\cdot, cn)}, \mu_T(\mathbf{c}) \) and \( \mu_{T(\mathbf{c}, \delta)} \) respectively. The idea of the proof is to let \( \delta \to 0 \) in Corollary 7.2. The details are as follows.

The result in Corollary 7.2 can be restated, using the Lévy–Prohorov metric (cf. Section 4), as for every \( \varepsilon > 0 \) there exists \( N_{\delta, \varepsilon} \in \mathbb{Z}^+ \) such that for every \( n \geq N_{\delta, \varepsilon} \) we have

\[
\pi(\mu_{\mathcal{E}_{Rn}(\cdot, cn)}, \mu_T(\mathbf{c}, \delta)) < \varepsilon. \tag{51}
\]

We also note that, for fixed \( \delta > 0 \), it follows from (13) that for every Borel set \( A \subseteq \mathbb{R}^m \) we have

\[
\mu_{\mathcal{E}_{Rn}(\cdot, cn)}(A) \leq \mu_{\mathcal{E}_n(\cdot, cn)}(A) + \frac{\delta}{2},
\]

which in turn implies that

\[
\pi(\mu_{\mathcal{E}_{Rn}(\cdot, cn)}, \mu_{\mathcal{E}_n(\cdot, cn)}) \leq \frac{\delta}{2}. \tag{52}
\]

We stress that inequality (52) holds independently of \( n \geq 1 \).

In order to obtain a similar estimate on the Lévy–Prohorov distance between \( \mu_T(\mathbf{c}) \) and \( \mu_{T(\mathbf{c}, \delta)} \) we observe that

\[
\text{Prob}(T(\mathbf{c}, \delta) \neq T(\mathbf{c})) = \text{Prob}(T_1 \leq \delta) = \text{Prob}(N(\delta) \geq 1) = 1 - e^{-\delta/2} < \frac{\delta}{2}.
\]

Here we have used the fact that \( N(\delta) \) is Poisson distributed with expectation value \( \frac{1}{2} \delta \). Hence, for every Borel set \( A \subseteq \mathbb{R}^m \), we have

\[
\mu_{T(\mathbf{c}, \delta)}(A) < \mu_T(\mathbf{c})(A) + \frac{\delta}{2},
\]

which implies that

\[
\pi(\mu_{T(\mathbf{c}, \delta)}, \mu_T(\mathbf{c})) \leq \frac{\delta}{2}. \tag{53}
\]

To finish the proof let \( \varepsilon > 0 \) be given and let \( 0 < \delta \leq \varepsilon \). Now (51), (52) and (53) yield

\[
\pi(\mu_{\mathcal{E}_n(\cdot, cn)}, \mu_T(\mathbf{c})) \leq \pi(\mu_{\mathcal{E}_n(\cdot, cn)}, \mu_{\mathcal{E}_{Rn}(\cdot, cn)}) + \pi(\mu_{\mathcal{E}_{Rn}(\cdot, cn)}, \mu_T(\mathbf{c}, \delta)) + \pi(\mu_T(\mathbf{c}, \delta), \mu_T(\mathbf{c})) < 2\varepsilon
\]

for all \( n \geq N_{\delta, \varepsilon} \). We conclude that \( \mu_{\mathcal{E}_n(\cdot, cn)} \) converges in the metric \( \pi \) to \( \mu_T(\mathbf{c}) \) as \( n \to \infty \). This means that \( \mathcal{E}_n(\cdot, cn) \) converges in distribution to \( T(\mathbf{c}) \) as \( n \to \infty \).

7.3. Random functions and the proof of Theorem 2

Fix $\frac{1}{2} < A < B$. In this section we study

$$E_n(\cdot, c) : [A, B] \to \mathbb{R}, \quad c \mapsto E_n(\cdot, cn)$$

as a random function in $C[A, B]$. Our aim is to understand the limit distribution of this random function as $n \to \infty$. We will derive Theorem 2 as a consequence of Proposition 7.3 below. First we prove the following elementary lemma.

**Lemma 7.1.** Let $0 < \delta \leq 1$ and $\varepsilon > 0$. Let $f \in C[0, 1]$ be convex and suppose that there exist $0 \leq t < s \leq \min(1, t + \delta)$ such that $|f(s) - f(t)| \geq \varepsilon$. Then either $|f(\frac{t}{2}) - f(0)| \geq \frac{\varepsilon}{2}$ or $|f(1) - f(1 - \frac{\varepsilon}{2})| \geq \frac{\varepsilon}{2}$.

**Proof.** Since $f$ is convex we can without loss of generality assume that $t = 0$ or $s = 1$. Say that $t = 0$ (the case $s = 1$ is treated analogously). If $f$ is monotone on $[0, \delta]$ the result is obvious. If $f$ is not monotone on $[0, \delta]$ and $|f(\frac{1}{2}) - f(0)| < \frac{\varepsilon}{2}$, then

$$\frac{\varepsilon}{2} \leq f(\delta) - f\left(\frac{\delta}{2}\right) \leq f(1) - f\left(1 - \frac{\delta}{2}\right)$$

by the convexity of $f$. \qed

**Proposition 7.3.** Let $P_n$ and $P$ be Borel probability measures on $C[0, 1]$. Assume that for every $n$, $P_n$-almost all $f \in C[0, 1]$ are convex. If all the finite-dimensional distributions of $P_n$ converge weakly to those of $P$, then $P_n$ converge weakly to $P$.

**Proof.** By [3, Thm. 7.1] it suffices to prove that the sequence $\{P_n\}$ is tight. First of all, since $\lim_{n \to \infty} P\{f : |f(0)| \geq a\} = 0$ (cf. e.g. [10, Thm. 1.19(e)]) and $\limsup_{n \to \infty} P_n\{f : |f(0)| \geq a\} \leq P\{f : |f(0)| \geq a\}$ for every $a$ (cf. [3, Thm. 2.1(iii)]), we note that for each $\eta > 0$ there exist $a > 0$ and $n_0 \in \mathbb{Z}^+$ such that

$$P_n\{f : |f(0)| \geq a\} \leq \eta \quad \text{for all } n \geq n_0. \quad (54)$$

Next let $\varepsilon, \eta > 0$ be given. Choose $k \in \mathbb{Z}^+$ such that

$$P\left\{f \in C[0, 1] : \left|f\left(\frac{1}{2k}\right) - f(0)\right| \geq \frac{\varepsilon}{2} \text{ or } \left|f(1) - f\left(\frac{2k - 1}{2k}\right)\right| \geq \frac{\varepsilon}{2}\right\} < \eta$$

(as is possible by basic measure theory, cf. [10, Thm. 1.19(e)]). Then, by [3, Thm. 2.1(iii)], there exists $n_0 \in \mathbb{Z}^+$ such that

$$P_n\left\{f \in C[0, 1] : \left|f\left(\frac{1}{2k}\right) - f(0)\right| \geq \frac{\varepsilon}{2} \text{ or } \left|f(1) - f\left(\frac{2k - 1}{2k}\right)\right| \geq \frac{\varepsilon}{2}\right\} \leq \eta \quad (55)$$

for all $n \geq n_0$. For every $n \geq n_0$, $P_n$-almost every $f \in C[0, 1]$ which does not lie in the set in (55) is convex. For every such convex $f$ it follows from Lemma 7.1 that $|f(s) - f(t)| < \varepsilon$ for all $0 \leq t \leq s \leq \min(1, t + k^{-1})$. We conclude that for every $n \geq n_0$ we have

$$P_n\left\{f \in C[0, 1] : \sup_{|s-t| \leq k^{-1}} |f(s) - f(t)| > \varepsilon\right\} \leq \eta. \quad (56)$$
In view of (54) and (56) the sequence \( \{ P_n \} \) is tight (cf. [3, Thm. 7.3]), and this completes the proof of the proposition.

**Proof of Theorem 2.** Since, for each fixed \( L \in X_n, \hat{E}_n(L, c) \) is convex, Theorem 2 follows from Proposition 7.3 together with Theorem 1.

Finally we extend Theorem 2 to semi-infinite intervals.

**Corollary 7.3.** For each \( n \in \mathbb{Z}^+ \) and any fixed \( A > \frac{1}{2} \) consider

\[
c \mapsto V_n^{-2c} E_n(\cdot, cn)
\]

as a random function in \( C(A, \infty) \). The distribution of this random function converges to the distribution of

\[
c \mapsto 2 \sum_{j=1}^{\infty} T_j^{-2c}
\]

as \( n \to \infty \).

**Proof.** This follows from [20, Thm. 5] and Theorem 2.
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