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#### Abstract

The McCreight-Meyer algorithm is a priority-queue construction Irom abstract recursion theory which was designed for the proof of the so-called Nanung or Honesty theorem. We exp'ain the ideas behind the algorithm, pointing at its behaviour as a "closure operator" and obtaining various known and new results as corollaries of more general assertions.


## 1. Introduction

The McCreight-Meyer algorithmi was designed in order to prove the so-called Naming or Honesty theorem which states innt the entire hierarchy of complexity classes with respect to some abstract complexity measure can be renamed uniformly and effectively by a so-called measured transformation. This means that there exists a total recursive function $\sigma$ such that for each $i$ the programs $\varphi_{i}$ and $\varphi_{\sigma(i)}$ compute two names for the same complexity class of programs and such that moreover the predicate $\varphi_{\sigma(i)}(x)=y$ is decidabie (whereas the corresponding predicate $\varphi_{i}(x): y$ might not be). The resuit is reicvant if related to the Compression theorem and the Gap theorems. The Compression theorem states that a system of complexity classes named by a measured set can be extended uniformly, using functic nal composition on the names of the classes. The Gap theorems state that such a uniform extension by functional composition or even total effective operators working on the names of classes is not possible for the .omplete suctem wit classes named by the sequence of all programs. For details the reade: : referred to Hartmanis and Hoperoft [5]. Applications of the Naming theorem for the construction of hierarchies over the ordinals are given by Bass and Young [1]

Descriptions of the McCreight-Meyer algorithm have been published in man places; see e.g. McCreight and Meyer [8], Bass and Young|11. Harmmon and

[^0]Hopcroft [5]. Meyer and Moll [10], or the present author [3]. In the present paper we present a version using a full parallelism instead of the traditional dovetailed computation.

The algorithm uses the old name in order to obtain a test routine which investigates each program infinitely often. Programs belong to the complexity class provided they fail the test only finitely many times. This indicates that as well as renaming complexity classes the algorithm might in general be used for "naming" classes of programs defined using some "almost everywhere" condition. As is well-known, these classes are precisely the claises of programs which have a $\Sigma_{2}$-presentation. However not all $\Sigma_{2}$-classes of programs are complexity classes (the reverse inclusion being trivial). McCreight [8] gives the example of a union of two complexity classes which itself is not a complexity class.
It turns out that the McCreight-Meyer algorithm acts as a closure operator, computing a name for the smallest complexiy class containing a given $\Sigma_{2}$-class of programs. If the given class is already a conipiexity class it renames this class. On the other hand the algorithm can be used to "name" finite intersections and increasing unious, in this way obtaining a strengthening of McCreight's Union theorem.
Next we consider the question whether the algorithm can be adapted to deal with other types of classes of programs defined by complexity of computation. As a first candidate we consider the so-called weak complexity classes, introduced by the present author in order to study the behaviour oi the honesty classes [3,4]. It is known that the Naming theorem fails for these classes, but it turns out that the failing McCreight-Meyer algorithm can be amended (at the price of the "measured-set" property of the sequence of names obtained by the algorithm). This way the "closure operator" properties are preserved.

Finally we introduce the so-called anti-complexity classes consisting of programs having as the name of the class a lower botaid on their run-times. By appiying an order inversion to the algorithm one ohtains after some minor modifications an algorithm computing a name for the smallest anti-complexity class containing a given $\Sigma_{2}$-class of programs. As a corollary we obtain Levin's result that a complexity sequence of a total recursive function has a greatest lower bound [7].

## 2. Notation and definitions

We use a fixed recursive pairing function $\langle x, y\rangle$ with coordinate inverses $\pi_{1}$ and $\pi_{2}$. Let $\left(\left(\varphi_{i}\right)_{i=0}^{\infty},\left(\Phi_{i}\right)_{i=0}^{\infty}\right)$ denote a complexity measure, cf. Blum [2]. Tis s ineans that $\left(\varphi_{i}\right)_{i=0}^{\infty}$ is an acceptable Gödel numbering and $\varphi_{i}$ and $\Phi_{i}$ have equai domain for each $i$ and the predicate " $\Phi_{i}(x)=y$ " is recursive in $i, x$ and $y$. The functions $\varphi_{i}$ are cailed programs and the functions $\Phi_{i}$ are called run-times. All functions are partial recursive unless explicitly stated to be total. The domain of a function $f$ is denoted
$\mathscr{D} f$, and we write $f(x)<\infty(f(x)=\infty)$ for $x \in \mathscr{D} f(x \notin \mathscr{D} f)$. We say that a function $f$ is computed by $\varphi_{i}$ or equivalently $i$ is an index for $f$ provided $f=\varphi_{i}$ extensionnally, i.e., $\forall x\left[f(x)=\varphi_{i}(x)\right]$. The inequality $f \leqslant g$ means that $\mathscr{D} g \subseteq \mathscr{D} f$ and $f(x) \leqslant g(x)$ for all $x \in \mathscr{D g}$.

Throughout this paper programs $\varphi_{i}$ will be considered either as syntactical objects, completely determined by their index $i$, or as representing the functions computed by the program. The intended meaning should al ways be clear from the contert.

We use the quantifier $\forall^{\infty}$ for "almost everywhere" se $\forall^{\infty} x[P(x)]$ denotes " $P(x)$ hoids for all but finitely many $x$ ". The expression $f \propto g$ denotes $\left.\forall^{\infty} x_{1}^{\dagger} f(x) \leqslant g(x)\right]$ and is stated as " $g$ asymptotically bounds $f$ ". By convention $0 \leq \infty$ holds.

A transformation of programs $\sigma$ is a totai recursive function (operating on the indices of programs); examples of transformations are obtained by application of the $s-m-i z$ axiom or the Recursion theorem.

If $R$ is a two-variable partial recursive function we say that $\varphi_{i}$ is $R$-honest provided $\bigvee^{\infty} x\left[\Phi_{i}(x) \leqslant R\left(x, \varphi_{i}(x)\right)\right]$, the condition holding vacuously for $x \notin \mathscr{D} \varphi_{i}$ or $\left\langle x, \varphi_{i}(x)\right\rangle \notin \mathscr{D} R$. A sequence of funciions $\left(\gamma_{i}\right)_{i=0}^{\infty}$ is called a measured set provided the predicate " $\gamma_{i}(x)=y$ " is recursive in $i, x$ and $y$. A transformation or is measured provided $\left(\varphi_{\sigma(i)}\right)_{i=0}^{\infty}$ is a measured set. It is known that a measured se: consists of $R$-honest functions for some total $R$ and that conversely for total $R$ the collection of $\boldsymbol{R}$-honest functions can be presented by a measured set $[8,10]$.

A $\Sigma_{2}$-class of programs is a set of programs $\mathscr{X}=\left\{\varphi_{i} \mid i \in A\right\}$ where $A$ is a $\Sigma_{2}$-class in the usual sense; consequently the set $A$ can be presented as $\left\{i \mid \forall^{\infty} x[B(i, x)]\right\}$ where $B$ is a total recursive predicate called the discriminator of $\mathscr{X}$. These classes of programs correspond to what has been called index-sets elsewhere.

For partial recursive functions $t$ we consider the following classes of programs determined by complexity of computation:

$$
\begin{aligned}
F(t) & =\left\{\varphi_{i} \mid \Phi_{i} \propto t\right\} & & \text { the complexity class } \\
F_{w}(t) & =\left\{\varphi_{i} \mid \forall^{\infty} x\left[\Phi_{i}(x) \leqslant t(x) \text { or } \varphi_{i}(x)=\infty\right]\right\} & & \text { the weak complexity class } \\
A(t) & =\left\{\varphi_{i} \mid \forall^{\infty} x\left[x \in \mathscr{D t} \Rightarrow \Phi_{i}(x) \geqslant t(x)\right]\right\} & & \text { trie anti-complexity class }
\end{aligned}
$$

The fup tion $t$ is called a name for these classes. Each of the above classes can be show:- to be a $\Sigma_{2}$-class of programs. Note that the above classes may be defined for non-recursive names $t$ as well, but in the latter case the resulting classes no longer are $\Sigma_{i}$-cleisses of programs.

Complexity classes have been studied from the start of abstract complexity theory, cf $[1,2,5,8,11]$. Weak complexity classes were introduced by the present autho: for the analysis of the behaviour of honesty classes, $f$ ? mad 4]. The anti-complexity classes are introduced here for the first time in order to obtain as a coroliary a recent result by Levin on the greatest lower bound of complexity sequences [7].

As announced in the introduction we present our algorithms using parallelism instead of the traditional dovetailing. This is done in order to iilustrate the modular decomposition of the McCreight-Mever algorithm and the large degree of freedom one has in obtaining a sequential algorithm by combining the asynchronous parts in some synchrone order [10]. Clearly, the use of parallelism requires some method of protecting oneself against undesired misusing of shared data. We will use the concept of critical sections, during which a process has private access to the shared data. Consequently we are ohliged to ensure that no process can diverge within a critical section. This fact braver verified the remaining necessary condition for our parallel program to be corcet is that no process is prevented from becoming active by the other processes, and freedom of deadlocks. In our algorithms we vill indicate the critical sections used, taking the absence of deadlocks and lockouts for granted.

Note moreover that by using parallelism we obtain non-deterministic progr ams as well. Again the motivation is that the non-determinism illustrates the freedorn one has for obtaining correct sequential implementations. Also the use of parallelism might yield non-recursive functions as a result of parallel non-deterministi: computations. We shall assume however that the parallelism is sufficiently regulated to obtain nothing but recursive functions.

## 3. The classical McCreight-Meyer algorithn

The McCreight-Meyer algorithm (called the MCM-algorithm hereaiter) was introduced in order to prove the following theorem [8]:

Theozem 3.1. There exists a measured transformation of programs $\sigma$ satisfying $\forall i\left[F\left(\varphi_{i}\right)=F\left(\varphi_{-(0)}\right)\right]$.

In the algorithm the old name $\varphi_{i}$ is used in order to obtain a discriminator for $F\left(\varphi_{i}\right)$, which during a dovetailed computation executes an infinite sequence of tests on all programs $\varphi_{j}$. Depending on the outcome of these tests these programs are manipukted on a priority queue as being "good" or "bad"; in the meantime a new name $\varphi_{\sigma(i)}$ is computed in such a way that "good" programs are respected and "bad" programs are punished. A "bad" program which is punished becomes "good" whereas a "good" program becomes "bad" after failing a test by the discriminator. Each change of status induces loss of priority, thus ensuring that the stable "good" programs will be respected in the limit. The resulting names ( $\left.\varphi_{\sigma(i)}\right)_{i=0}^{\infty}$ form a measured set because of the fact that they are computed by a well-behaved "least-number operation" on some ever changing condition.

The tests against the cld name $\varphi_{i}$ are of the following type:

$$
B_{i}(j, x)=\text { if } \Phi_{i}\left(\pi_{1} x\right)=\pi_{2} x \text { thien } \Phi_{j}\left(\pi_{1} x\right) \leqslant \varphi_{i}\left(\pi_{1} x\right) \text { else true fi }
$$

This shows that for each $i$ the predicate $B_{i}$ is total and consequently $\varphi_{i} \in F\left(\varphi_{i}\right)$ iff $\checkmark^{\prime s} x\left[H_{i}(j, x)\right]$. Hence $F\left(\varphi_{i}\right)$ is nothing but the $\Sigma_{2}$-class of programs discriminated by $B_{i}$. It makes sense therefore to consider the behavior of the MCM algorithm which results from replacing the discriminator $B_{i}$ by some arbitrary discriminator $B$. The resulting algorithm is described in this section using the framework of full parallelism (leaving the transformation to a dovetailed computation to the underlying operating system).

Let $B$ be some total recursive function in two variables. The McCreight-Meyer algorithm based on $B$ consists of three processcs operating on a shared data struciui, e, which we cali the priority queue. The priority queue consists of a linear list of items, composed from an integral value index and a boolean value colour, where for didactical reasons the values true and false are denoted by white and black. We say that item $A$ has a higher priority than $B$ if $A$ precedes $B$ in the linear list. An item $A$ is displaced by moving it to the tail of the list ancl reversing its colour simultaneously.

The first process is the so-called governor. Its task is to introduce all indices into the priority queue. The second process is called the incriminator. It is the unique process which has access to the discriminator $B$. Its task is to execute tests on the white items currently on the priority queue displacing those white items which fail a test.

The third process computation turns out to consist of an infinite sequenc ${ }^{2}$ processes running in parallel, called comp $(y)$. The process comp $(y)$ ises to compute a value for the new name $t$ at argument $y$, and after succeeding to provice such a value, it tests all b : ck items on the priority queue against it, displacing (i.e., punishing) those biack indices which fail this test. The processes $\operatorname{comp}(y)$ are the unique processes having access to the decision procedure for the predicate $\Phi_{i}(x) \leqslant z$. Computation of the value is performed by the procedure searchval. Together with this later procedure $\operatorname{comp}(y)$ reflects the structure of the complexity classes; MCM-algorithms for weak complexity classes and anti-complexity classes are ootained by modifying the procedures searchval, andi comp.

In Fig. 1 we illustrate the modular decomposition explained above.
The cricial procedure within the MCM-algorithm is the procedure searchval. Its task conists of computing a value $z$ for $t(y)$ such that there exists a black item with index / for which $\Phi_{i}(y)>z$ such that for all white items ( $i$, white) which have higher priority we have $\Phi_{i}(y) \leqslant z$; moreovei the black item used this way should have the highest possible priority. Below we present a description of searchval; its behaviour is illustrated in Fig. 2.

## Procedure searchval;

Invuit an argument $y \in \mathbb{N}$;
Output a value for $t(y) \in \mathbf{N}$;


Fig. 1. Modular decomposition of the MCM-algorithm.

Inifialization start with attempted value val $=0$ at the beginning of the priority queue;
loop if the next item on the queue is ( $i$, white) stepwise increase val until $\Phi_{i}(y) \leqslant$ val, and proceed to the next item on the queue; if the next item on the queue is ( $i$, blach) then terminate with output val if $\Phi_{i}(y)>$ val and proceed to the next item on the queue otherwise; if there is no more item on the queue the computetion is set to diverge;
end search, sl

The critical sections in searchval are the test for whether there is a next element on the queue and the acquisition of this element. The computation of searchval is illustrated in Fig. 2. The list on the bottom illustrates the priority queue, a shaded second square indicating a black item. A dot with an upward arrow indicates a white run-time which has to be respected by increasing val above it, whereas a downward arrow shows a black run-time which is violated by attempting to define val below it. Computation starts in the lower left corner and terminates successfully at the dot next to the exclamatina mark.


Fig. 2. The computation of searchval.
From Fig. 2 and the explanation of searchval, one concludes that searchval indeed stops at the highest priority black item having a run-time exceeding the run-times of the preceding white items (where by the run-time of an item we understand the run-time of the program with tine same index at the underlying argument $y$ ). Consequently termination of searchval is certain whenever such a back itum exists. The procedure searchval may fail either by diverging to infinity at a fixed white item with infinite run-time, or by exhausting the priority queue. In both cases the value of the new name will be undefined at $y$, and the process $\operatorname{comp}(y)$ will fail to terminate. In fact we might as well have closed the priority queue by a symbolic white item (nil) with infinite run-time, in this way preventing exhaustion of the priority queue. Note however that searchval will never diverge within a critical section.

As a consequence of the parallelism in the MCM-algorithm it is moreover thinkable that the queue as indicated in Fig. 2 is transformed during a computation of searchval by activities of other processes. Such transformations always displace items to the tail oif the queue and in this way they may prevent eligible black items from heing selected. This does however not affect the validity of the proofs given in the sequei, the argument being that a certain black item will be displaced now unless it is displaced by some other process before, in which case nothing remains to be proyen.

The three modules and the MCM-algrithm are described below:

## process governor;

initualization set $i$ to 0 ;
loop create item ( $i$, white) and append it at the end of the priority queue: :ext increment $i$ and wait for a while

The critical section in the governor is the append operation. The governor successively introduces all indices in the priority queue, but in domg 50 it should yield to the remaining processes time for accessing the queue at well Dlaarly the governor will never diverge within a critical section.
process incriminator;
intialization set $\boldsymbol{x}$ to 0 ;
loop scan the priority queue for items ( $i$, white) for which $B(i, t) \approx$ falise displacing these items; next increment $x$ and wait for a while
end incriminator;
The criticial section in the incriminator is the complete scasy orer the priority queue. Since at each moment during the computation the quele is frite, and since $B$ is total the incriminator will never diverge within a critical oction. Again the incriminator should leave time to the other processes for procesding 10 d accesisids the queue.
process comp(y);
compute testval by performing the call searchval $(y)$; next set $t(p) \approx$ lesival and scan
 these items; after the scan terminate
end $\operatorname{comp}(y)$;
The critical sections in $\operatorname{comp}(y)$ are the critical sections in sardaval $(y)$ and the entire scan over the priority queue. Again, the priority queue ylvayg being finite, and searchval already being shown to be correct in this regard, ty process comp(y) will never diverge within a critical section.
procesc computation consists of running all processes comp $(y)$ for $y \approx 0,1,2, \ldots$ in parallei.

The MCM-algorithm consists of running the three processes gowdmor, incripinato: and computation in parallel.

This completes our description of the MCM-algorithm. Its beyaviori is analysed by considering the three possible behaviours of an item during the inite computation. An item is caller unstable provided it is displaced infiniev y often, and it is called stable otherwise. A stable item is called white stable if it ise white item af ter its final displacement and black stable otherwise. The class of programs discriminated by $B$ is denoted by $\mathscr{X}$ and the new name compuled by the MCM. algorithm is denoted by $t$.

Case 1: Item $\boldsymbol{A}$ is unstable.

Let $i$ denote the index of $A$. Since $A$ is displaced infinitely often by the incriminator there are infinitely many vaibes of $x$ such that $B(i, x)=$ false. Consequently $\varphi_{i} \notin \mathscr{Z}$. On the other hand $A$ is tisplaced infinitely often by some comp(y) process. Since, for a given $y, \operatorname{comp}(y)$ will displace an item at nost a single time this medas tha: $\Phi_{i}(y)>i(y)$ for infinitely many arguments $v$. This shows that $\varphi_{i} \notin F(i)$.

Case 2: Item $A$ is white stable.
Let $i$ be the index of $A$. Since $A$ becomes white stable it is displaced by the incriminator only finitely many times. Therefore $\varphi_{i} \in \mathscr{X}$. After having been displaced for the last time, it can occur only Ginitely nany times that within a process comp (y) the procedure searchval stops at a black item preceding $A$ (since such a black item is displaced subsequently). Consequently the value of val in searchval will be increased up to at least $\Phi_{i}(y)$ for almost all arguments $y$, and hence $\phi_{i}(y) \leqslant t(y)$ almost everywhere. This shows that $\varphi_{i} \in F(t)$.

Case 3: Item $A$ is black stable.
Let $i$ be the index of $A$. Since $A$ becomes blacn stable there are at most finitely many processes comp $(y)$ displacing $A$ and consequently $\Phi_{1}(y) \leqslant t(y)$ almost everywhere. On the other hand once having been displaced for the last time it will occur only finitely many times within a process $\operatorname{comp}(y)$ that the procedure searchval stops at a black item preceding $A$. Consequently for almost all $y$ item $A$ will be considered in searchval and be passed over for having a run-time $\Phi_{i}(y)$ not excyeding the current value of val, (i.e. not exceeding the maximum of the runtimes of the preceding white items, all of which have (for almost all $y$ ) already b.come stable), or else searchval never gets past some preceding white item with infinite run-time, as val increases indefinitely. This shows that the run-time $\Phi_{1}$ is asymptotically bounded by the maximum of the run-times of a fixed finite set of programs contained in $\mathscr{X}$.

Gathering all evidence collected thus far we obtain:
Lemma 3.2. If $\varphi_{i} \in F(t)$ then there exists a finite collection

$$
\left\{\varphi_{i}, \ldots, \varphi_{i_{k}}\right\} \subseteq \mathscr{X} \text { such that } \forall^{\infty} x\left[\Phi_{i}(x) \leqslant \max _{l \leqslant k}\left\{\Phi_{i_{i}}(x)\right\}\right]
$$

Thyoren 3.3. Let $B$ be a total recursive discriminator for the $\sum_{2}$-class 7. Then the MCNi-algorithm based on $B$ computes a name $t$ such that the class $F(t)$ satisfies $F(t)=\bigcap\{F(u) \mid \mathscr{X} \subseteq F(u)\}$, where $u$ ranges over the class of all partial recursite functions; moreover $\mathscr{X} \subseteq F(t)$.

The "measured set" property results from:
Cosollary 3.4. Let $\left(B_{i}\right)_{i=0}^{\infty}$ be a uniform recursive sequence of discriminators and ${ }^{\prime}$ the MCM-algorithm based on $B_{i}$ compute the name $t_{1}$. Then the sequence $\left(t_{1}\right)_{i}$, it it shatasurea set.

Proofs. Consider the MCM-algorithm based on $B$ as described above. If $\varphi_{i} \in F^{\prime}(t)$ then by the analysis above the item $A$ with index $i$ is white or black stable. If we have case 2 (white stable) then Lemma 3.2 is satisfied trivially since $\Phi_{i} \leqslant \Phi_{i}$ and $\varphi_{i} \in \mathscr{R}$. If $A$ is black stable then the analysis of case 3 above shows Lemma 3.2 holds. This proves Lemma 3.2.

To prove Theorem 3.3 we consider some program $\varphi_{i}$. If $\varphi_{i} \notin F(t)$ then by the above asalysis its corresponding item is unstable and consequently $\varphi_{i} \notin \mathscr{X}$. This shows $\mathscr{X} \subseteq F(t)$. Next assume $\varphi_{i} \in F(t)$. By Lemma 3.2 there exists a finite set $\left\{\varphi_{i_{1}}, \ldots, \varphi_{i_{k}}\right\} \subseteq \mathscr{Z}$ such that $\forall^{\infty} x\left[\Phi_{i}(x) \leqslant \max _{l \leqslant k}\left\{\Phi_{i_{l}}(x)\right\}\right]$. If $\mathscr{X} \subseteq F(u)$ then $\Phi_{i_{i}} \alpha_{\sim} u$ for $l=1, \ldots, k$ therefore $\lambda x\left[\max _{l=k}\left\{\Phi_{i_{1}}(x)\right\}\right] \propto u$ also. Since by Lemma $3.2 \Phi_{i} \propto$ $\lambda x\left[\max _{l \leqslant k}\left\{\Phi_{i_{1}}(x)\right\}\right]$ we derive $\Phi_{i} \propto u$ and therefore $\Phi_{i} \in F(u)$. This shows $F(t) \subseteq$ $\bigcap\{F(u) \mid \mathscr{X} \subseteq F(u)\}$. The inclusion $\bigcap F(u) \mid \mathscr{X} \subseteq F(u)\} \subseteq F(t)$ is trivial since $\mathscr{X} \subseteq$ $F(t)$ and since the function $t$ is itself recursive. This proves Theorem 3.3.

There remains so prove Corollary 3.4. If $\left(B_{i}\right)_{i=0}^{\infty}$ is uniform sequence of discriminators we calz issign an MCM-algorithm based on the sequence ( $\left.B_{i}\right)_{i=0}^{\infty}$ using the value of $i$ as an additional input parameter. This MCM-algorithm can be transformed into a decision procedure for $t(y)=z$ as follows:

To decide $t_{i}(y)=z$ the MCM-algorithm based on $B_{i}$ is initiated and sirculated up to the time where either $\operatorname{comp}(y)$ has halted or has increased the value of val in searchval $(y)$ above $z$. In the first case output whether the result of searchval $(y)$ equals $z$, and output false otherwise. This completes the proof.

Theorem 3.3 shows that the class $F(t)$ can be described independently from the name $t$ and that $F(t)$ is completely determined by the given $\Sigma_{2}$-class $\mathscr{R}$. We denote the class $F(t)$ in the sequel by $\overline{\mathscr{X}}$. Clearly if tii. collection $\mathscr{X}$ is already a complexity class we have $\mathscr{X}=\overline{\mathscr{X}}$; in particular $\overline{\mathscr{X}}=\overline{\mathscr{F}}$. As a consequence Theorem 3.1 is seen to be a direct consequence of Theorem 3.3 and Corollary 3.4. It is also clear from Theorem 3.3 that for $\Sigma_{2}$-classes $\mathscr{X}$ and $\mathscr{Y}$ we have $\mathscr{X} \subseteq \mathscr{Y} \Rightarrow \bar{X} \subseteq \overline{\mathscr{Y}}$; hence the operator $\mathscr{X} \rightarrow \overline{\mathscr{Z}}$ acts as a closure operator. Theorem 3.3 also yields for $\Sigma_{2}$-classes $\overline{\mathscr{X}} \cap \mathscr{Y} \subseteq \overline{\mathscr{X}} \cap \overline{\mathscr{Y}}$. From this one obtains:

Corollary 3.5. The intersection of two complexity classes $F(t) \cap F(u)$ is again a complexity class.

Note that although $F(t) \cap F(u)=F(v)$ where $v=\lambda x[\min (t(x), u(x))]$ this yields no proof for the above corollary since the function $v$ may be non-recursive in case $t$ or $u$ are partial.
Our next application deals with unions of an effective increasin sequence $^{2}$ of complexity classes. By considering items of a slightly different format we can discriminate such a union, and by the fact that the sequence is increasing the class obtained using the MCM-igorithm turns out to be th2 union of the sequence itself.

Theorem 3.6. Let $\left(t_{i}\right)_{i=0}^{\infty}$ be a uniform recursive sequence of partial recursive functions such that $F\left(t_{1}\right) \subseteq F\left(t_{i+1}\right)$ for all $i$. Then $\bigcup_{i=1}^{2,} F\left(t_{i}\right)$ is agiti: a complexity class.

For total names $\left(t_{i}\right)_{i=0}^{\infty}$ satisfying $t_{i} \leqslant t_{i+1}$ this result has already been proved by McCreight [8].

Proof. We consider an MCM-algorithm manipulating items indexed by pairs $\langle i, j\rangle$ consisting of a program-index $i$ and an index $j$ of a function in the sequence $\left(t_{i}\right)_{i=0}^{x}$. These pairs correspond to new programs $\varphi_{i, j}$ obtained by replacing each program $\varphi_{i}$ by an infinite sequence $\left(\varphi_{i, j}\right)_{i=0}^{\infty}$ all computing the same function and having the same run-time. Consequently in the process computation of the MCM-algorithm these copies behave equally. We can obtain however an Incriminator which treats these copies differently. Sirce for each index $j$ the class $F\left(t_{j}\right)$ is a $\Sigma_{2}$-class a discriminator $B_{j}$ for $F\left(t_{j}\right)$ can be obtained. Moreover the sequence $\left(t_{j}\right)_{i=1}^{\infty}$ bcing uniform the sequence $\left(B_{i}\right)_{j=0}^{\infty}$ is uniform as well. We now define the discriminator $B$ by $B((i, j\rangle, x)=B_{i}(i, x)$. The class $\mathscr{X}$ discriminated by $B$ then becomes $x=$ $\left\{\varphi_{i, j} \mid \varphi_{i} \in F\left(t_{j}\right)\right\}$.

Let $t_{\text {inf }}$ be the name computed by the MCM-algorithm based on $B$. If $\varphi_{:} \in F\left(t_{i}\right)$ then $\varphi_{i, j} \in \mathscr{X}$ and consequently the item with index $\left\langle i_{0} j\right\rangle$ must stabilize and consequently $\Phi_{i, j}=\Phi_{i} \propto t_{\mathrm{inf}}$. This shows that $\bigcup_{i=0}^{\infty} F\left(t_{i}\right) \subseteq F\left(t_{\mathrm{inf}}\right)$.

Converseiy assume that $\varphi_{i} \in F\left(t_{\mathrm{inf}}\right)$. Select an arbitrary index $k$ and consider the item with index $\langle i, k\rangle$. Since $\Phi_{i, k}=\Phi_{i} \propto t_{\text {inf }}$ this item must stabilize. If it becomes white stable then $\varphi_{i, k} \in \mathscr{X}$ and consequently

$$
\varphi_{i} \in F\left(t_{i}\right) \subseteq \bigcup_{j=0}^{\infty} F\left(t_{i}\right) .
$$

If it becomes black stable then let $\left\{\left\langle i_{1}, k_{1}\right\rangle, \ldots,\left\langle i_{s}, k_{s}\right\rangle\right\}$ be the finite collection of white stable items preceding $\langle i, k\rangle$, and let $k_{0}=\max _{j \leqslant s}, k_{j}$. Then $\varphi_{i,} \in F\left(t_{k_{1}}\right)$ for $j \leqslant s$. Since the run-time $\Phi_{i}=\Phi_{i, k}$ is bounded by the pointwise maximum of the runtimes $\Phi_{i_{1}}, \ldots, \Phi_{i_{s}}$ vhich in its turn is bounded by $t_{k_{1},}$ we conclude that $\varphi_{1} \in F\left(t_{k_{1}}\right) \leqslant$ $\bigcup_{j=0}^{\infty} F\left(t_{j}\right)$. This shows that $F\left(t_{\mathrm{inf}}\right) \subseteq \bigcup_{i=0}^{\infty} F\left(i_{i}\right)$.

Having s! own both inclusions we conclude that

$$
F\left(t_{\mathrm{inf}}\right)=\bigcup_{i=0}^{\infty} F\left(t_{i}\right) . \quad \square
$$

For a final application we first weaken our assumption that the discriminator $B$ of the MCM-algorithm is recursive. Let $B$ be an arbitrary total predicate Then the functio a computed by a MCM-algorithm based on $B$ no longer will be rearnive but it will te recursive relative to $B$. However, Theorem 3.3 remains valid poosded wh: let $u$ range over the partial recursive functions relative $B$, and analogoms, chavized versions of Corollary 3.5 and Ticorem 3.6 hoid as weit.

Corollary 3.7. The intersection of an infinite sequence of complexity classes $\bigcap_{i=0}^{\infty} F\left(t_{i}\right)$ is a complexity class with a not necess xrily recursive name.

For uniform sequences of recursive functions this result has been obtained already by Robertson [11]. It is proved by using a (non-recursive) discriminator for the infinite intersection $\mathscr{X}=\bigcap_{i=0}^{\infty} F\left(t_{i}\right)$. Clearly

$$
\mathscr{X}=\overline{\mathscr{X}}
$$

since

$$
\bigcap_{i=0}^{\infty} F\left(t_{i}\right) \supseteq \bigcap\left\{F(u) \mid \bigcap_{i=0}^{\infty} F\left(t_{i}\right) \subseteq F(u)\right\} .
$$

## 4. A McCreight-Meyer algorithm for weak classes

The weak complexity classes were introduced in order to study the so-called honesty classes; cf. [3,4] for example. If $t$ is a recursive function and if we define $T(x, y)=t(x)$ then it turns out thai the $T$-honest programs are exactly the programs contained in $F_{w}(t)$. Some existing theorems for complexity classes remain valid for weak classes and honesty classes as well, the Naming theorem being a surprisirg exception. In fact one has:

Theorem 4.1. For every measured transformation $\sigma$ there exists an index $e$ such that $F_{w}\left(\varphi_{\varepsilon}\right) \neq F_{w}\left(\varphi_{\sigma(e)}\right)$.

The proof can be found in [4].
It turns out, however, that by sacrificing the "measuredness" of the resulting new names, a McCreight-Meyer algorithm for weak classes, showing some of the "closure operato"" properties discussed in the preceding section, can be designed. In particular some weaker generalizations of Theorem 3.3, Corollary 3.5 and - Theorem 3.6 are given in Theorem 4.3, Corollary 4.4 and Corollary 4.5 respectively.

The new algorithm is qbtained by modifying the procedures searchval and comp. The two problems we have to solve are:
(1) If cearchval is to use a black item it has to make sure that its rin-time is finite. This is solved as follows: insread of using a black item at the moment when its run-time is found to exceed the current value of val, this black itern is only marked as a candidate and the computation proceeds onwards, increasing val occasionally, until one of the candidate black items turns out to have a run-time equal to val +1 ; this later black item will be used.
(2) If searchval is attempting to respect a white item by increasing val to its run-time, this will never succeed if this run-time is infinite; however, an infinite run-time does not need to be respected at all!
It is the second problem which causes the troubles reflected in Thcorem 4.1. Once a white item with an infinite run-time at all arguments gets itself installed in the front of the priority queue almost all subsequent compuiations of searchval will diverse.

In order to amend this failure we provide the algcrithm with a so-called wizard predicting the divergence of "good" programs.

Definition 4.2. A wizard is a recursive predicate $b$ such that for a given value $x$ the predicate $\lambda i[b(i, x)]$ either is total or is undefined for ail $i$ (depending on $x$ ). The set $\{x \mid \lambda i[b(i, x)]$ is total $\}$ is called the reach of $b$ and is denoted $\mathscr{D}^{\prime} b$. If $\mathscr{X}$ is a $\Sigma_{2}$-class of programs and $Z \subseteq \mathbf{N}$ then we say that the wizard $b$ is justified for $f$ on $Z$ provided
(1) $\mathscr{D} ' b=Z$ and
(2) $\forall i \forall \forall^{\infty} x\left[\varphi_{i} \in \mathscr{X}\right.$ and $x \in Z \Rightarrow\left(\Phi_{i}(x)<\infty\right.$ iff $\left.\left.\dot{b}(i, x)\right)\right]$.

The wizard has the function of predicting (within a reasonable tolerance) whether certain computations converge or not.

The jrecedure weaksearchval described below uses the wizard for disregarding white items which are suspected of diverging, increasing the value of val until one of the randidate black items is found to have a finite run-time.

## Procedrre weaksearchyal;

Input $a, ~$ argument $\boldsymbol{y} \in \mathbf{N}$;
Output a value for $t(y) \in \mathbf{N}$;
Initialization: compute $b(0, y)$ in order to determine whether $y \in \lambda^{\prime} b$; if this computation diverges weaksearchval diverges as well Start with attempted valued val $=0$ at the beginning of the priority queue. initialize the list of candidates as being empty.
loop if the next item on the queue is ( $i$, white) with $b(i, y)=$ true stepwise increase val intil $\Phi_{i}(y) \leqslant$ val, each time inspecting all indices $j$ on the list of candidites to see whether $\Phi_{i}(y)=v a l+1$ and upon finding such an index $j$ terminating with output val.
once $\Phi_{i}(y) \leqslant$ val has been achieved proceed to the nest item on the priority queue.
if the next item on the queue is ( $i$, black) with $\Phi_{i}(y)>$ val insert indes $i$ in the list of candidates and proceed to the next item on the priority qucue. in all other circumstances proceed to the next item on the priority oueue.

If no more iterns are present stcpwise increare val, irspecting the list of candidates as explained above.
end weak searchval;

The critical sections in weaksearchval are the test for whether there is an element on the queue and the acquisition of this element, and as before weaksearchval will never diverge within a critical section. Its computation is illustrated in Fig. 3, which has to be interpreted analogously to Fig. 2. At the bottom of Fig. 3, we have indicated the priority queue, the predictions of the wizard $B$ on the behaviour of the white items and the list of canditates created during computation of weaksearchval.


Fig. 3. The computation of weaksearchval.

After having described weaksearchval the weak MCM-algorithm is obtained as follows. We take the processes governor and incriminator from the MCMalgorithm of the preceding section. In the process computation we replace all processes comp $(y)$ by processes weakcomp $(y)$ described below. The weak MCMalgorithm consist of running the three processes in parallel.
process weakcoinp (y);
intialization: compute testval by pertorming the call weaksearchval $(y)$; next set $f(y)=$ testval and scan ine complete priority queue for items (, black) for which $\Phi_{i}(y)>$ testval, gathering these indices on a list of candidaies.
loop for $k=1,2, \ldots$ while the list of candidates is not empty test whether there exist an index $i$ on the list of candidates for which $\Phi_{i}(y)=$ testval $+k$; displacing these corresponding items (provided they are still black) and removing them from the list of candidates.

If the loop tciminates by exhaustion of the list of candidates weakcomp $(y)$ terminates.
end reakcomp.

The critical sections in weakcomp are the scan over priority queue during the initialization, and the displacements of items during the loop, (together with the critical sections in weaksearchval). Again weakcomp will never diverge within a critical section.

Note that a single call oí weakcomp $(y)$ will displace a single item only once. Moreover, if weaksearchvai has delivered a value there exists at least a single black item which will be displaced in the sequel of the computation of weakcomp (unless this item is displaced by a call of weakcomp $(z)$ running in parallel).

We analyse the behaviour of the weak MCM-algorithm described above. Assume that the $\Sigma_{2}$-class of programs $\mathscr{X}$ is discriminated $\mathfrak{b y} B$ and $\mathrm{c}_{\mathrm{i}}^{2}$ the wizard $b$ be justified for $\mathscr{X}$ on $Z \subseteq \mathbf{N}$. The test at the beginning of weaksearchval $(y)$ makes sure that $y \in \mathscr{D}^{\prime} b$. Therefore we have $\mathscr{D} t \subseteq \mathscr{D} ' b=Z$. On the other hand, iknowing that $y \in \mathscr{D} ' b$ we conclude that weaksearchval $(y)$ terminates provided there exists a black item whose run-time at $y$ is finite and exceeds the run-times of the preceding whice items whose indices $i$ satisfy $b(i, y)=$ true. Actually weaksearchval $(y)$ will locate the lowest run-time of a black item satisfying the above condition and weakcomp $(y)$ wll make sure that all black items satisfyirg this condition will be displaced.

Inspecting the behaviour of an item during the computation we again eonsider three cases:

Case 1: Item $A$ is unstable.
If $i$ denotes the index of $A$ then as before $\varphi_{i} \notin \mathscr{X}$ and $i(y)<\Phi_{i}(y)<\infty$ for infini: ely many $y \in Z$. Thus $\varphi_{i} \notin F_{w}(t)$.

Case 2: Item $A$ is white stable.
If $i$ cienotes the index of $A$ then as tefore $\varphi_{i} \in \mathscr{F}$. This implies that for almost all $x \in Z, b(i, x)$ iff $\varphi_{i}(x)<\infty$. Consequently for almost all $x \in Z$ weaksearchval $(x)$ will either disregard item $A$ or it will succeed in making val gi-ater than $\Phi_{i}(x)$. Consequently the compuation of weaksearchval is preveniod froni passing itera i by divergence of $\Phi_{i}(x)$ for at most finitely many arguments. On the other hand, if weaksearchval terminates befcre passing $A$, a higher priority item will be displeced. As a consequence we see that for almost all arguments $x \in Z$ for which $\varphi_{i}(x)<\infty$ one has $\Phi_{i}(x) \leqslant t(x)$. Sin? moreover $\mathscr{f} t \subseteq Z$ this suffices to show that $q_{i} \in F_{w}(t)$.

## Case 3: Item $A$ is black stable.

Let $\boldsymbol{q}$ denote the index of $A$. Since it is discovered only a finite number of times that $t(y)<\phi_{i}(y)<00$ one has $\varphi_{i} \in F_{w}(t)$. After item $A$ has been displaced for the last time, there are at most finitely many arguments $z$ where weaksearchval $(z)$ is blocked or terminates before accessing item $A$. For the remaining arguments $x \in Z$ either $\varphi_{i}(x)$ diverges or $\Phi_{i}(x)$ is bounded by the maximum of the run-times of the white items preceding $A$ which are not disregarded by the wizard. Since the wizard is justified, witr finitely many exceptions this maximum is finite. As in the proof of Theorem 3.3 we conclude that the program $\varphi_{i}$ is contained within $F_{w}(u)$ for each $u$ unch that $\mathscr{P} u \leq 7$ and $\mathscr{X} \subseteq F_{w}(u)$.

Hence we have shown:
Theorem 4.3. If $b$ is justified for $\mathscr{X}$ on $Z$ and if $\mathscr{X}$ is discriminated by $B$ then the wrak MCM-algorithm based on $B$ and $b$, computes a name $t$ satisfying:

$$
\mathscr{D t} \subseteq Z \quad \text { and } \quad F_{w}(t)=\bigcap\left\{F_{w}(u) \mid \mathscr{X} \subseteq F_{w}(u), \mathscr{D} u \subseteq Z\right\}
$$

moreover:

$$
\mathscr{X} \subseteq F_{w}(t) .
$$

As applications we mention:
Corellary 4.4. The intersection of two weak complexity classes with recursive names is ngain a weak complexity class with a recursive name.

Corollary 4.5. The increasing union of weak complexity classes with a uniform recursive sequence of total names is again a weak complexity class, with a recursive name.

Proofs. It suffices to provide a wizard which is justified on a suitable domain.

For Corollary 4.4. let $\varphi_{i}=u$ and $\varphi_{i}=v$ be the (partial) names for two weak classes. Take $Z=\mathscr{D} u \cup \mathscr{D} v$ and let $w^{\prime}(x)=$ if $\Phi_{i}(x) \leqslant \Phi_{j}(x)$ then $u(x)$ else $v(x)$ fi, i.e. $w(x)$ is the first of the pair of values $u(x), v(x)$ which is computed when the two are computed in parallel. Finally let $b(k, x)=\left(\Phi_{k}(x) \leqslant w(x)\right)$, i.e. $b(k, x)$ diverges if $w(x)$ diverges. Then clearly $Z=\mathscr{D} ' b=\mathscr{D} w=\mathscr{D} u \cup \mathscr{D} v$ and $b$ is justified for $F_{v}(u) \cap$ $F_{w}(v)$ on $Z$. The weak McCreight-Meyer algorithm based upon some discriminator for the $\Sigma_{2}$-class $F_{w}(u) \cap F_{w}(v)$ and $b$ as defined above now computes a name $t$ satisfying

$$
\begin{aligned}
F_{w}(u) \cap F_{w}(v) \subseteq F_{w}(t) & =\bigcap\left(F_{w}\left(v^{\prime}\right) \mid F_{w}(u) \cap F_{w}(v) \subseteq F_{w}\left(v^{\prime}\right), \mathscr{D} v^{\prime} \subseteq Z\right\} \\
& \subseteq F_{w}(u) \cap F_{w}(v)
\end{aligned}
$$

Hence

$$
F_{w}(t)=F_{w}(u) \cap F_{w}(v)
$$

For Corollary 4.5 let $\left(t_{i}\right)_{i=0}^{\infty}$ be the sequence of total names and let $\mathscr{X}=$ $\bigcup_{i=0}^{\infty} F_{w}\left(t_{i}\right)$. As before in the proof of Theorem 3.6 we consider items whose indiees are pairs $i$ consisting of a program index $\pi_{1} i$ and an index of a name $\pi_{2} i$ in the sequence. The run-time of an index pair $i$ is the run-time of its program $\Phi_{\pi_{1} i}$. Let $u(x)=\max _{j \leqslant x}\left\{t_{i}(x)\right\}$. As wizard for $\mathscr{X}$ we take the predicite $b\left({ }^{\prime}, x\right)=\Phi_{\pi_{i}}(x) \leqslant$ $u(x)$ ]. Clearly this wizard is justified for $\mathscr{O}$ on $\mathbf{N}$. The rest of the proof is left to the reader.

Since honesty classes form a special type of weak classes these corollaries inold for honesty classes as well; cf. [3].

## 5. A McCreight-Meyer algorithm for anti-conplexity classes

Since the anti-complexity classes are dcfined by reversing the order $\leqslant$ on the integers, it would suffice to perform the same order reversal within the part of the MCM-algorithm which reflects the structure of the classes consired, i.e. the processes $\operatorname{comp}(i)$. This would yield however a "lar gesi-number" computation in searchval, a computation proceeding downwards from infinity to zero. This clearly is unfeasible. In order to choose a place to start the downward computations we need some additional information; this information is called an á priori upper bouna (ablereviated apupb). We say that the total function $h$ is an a priori upper bound for the class $\mathscr{X}$ provided there exists a finite set of programs $\left\{\varphi_{i}, \ldots, \varphi_{i}\right\} \subseteq \mathscr{X}$ such that $\forall^{\infty} x\left[h(x) \geqslant \min _{l \leqslant k}\left[\Phi_{i_{l}}(x)\right\}\right]$.

Clearly each run-time of a total program in $\mathscr{X}$ is an apupb for $\mathscr{X}$. Below we present a description of the procedure antisearchval and its calling routine anticomp. Replacing comp by anticomp in the MCM-algorithm in Section 3 one obtains the anti-McCreight-Meyer algorithm basest upon the discriminator $B$ and the á priori upper bound $h$. The computation of antisearchval is illustrated in Fig. 4.
procedure antisearchval;
Inpat an argument $y \in \mathbf{N}$;
Output a value for $t(y) \in \mathbf{N}$;
Initialization: Set val to $h(y)$ and start at the beginning of the priority queue.
loop: if the next item on the queue is (i, white) stepwise decrease val until $\Phi_{i}(y) \geqslant$ val, and proceed to the next item on the queue; if the next item on the queue is ( $i$, black) then terminate with output val if $\phi_{i}(y)<$ val and proceed to the next item on the queue otherwise;
if the queue is exhausted or val $=0$ then terminate with output 0 ,
end antisearchval.
process anticomp(y);
compute testval by performing the call antisearchval $(y)$; next set $t(y)=$ testval; if testval $\neq 0$ scan the complete priority queue for items ( $i$, black) with $\Phi_{i}(y)<$ testval, displacing these items. After the scan terminate.
end anticomp $(y)$;
The critical sections in antisearchval and anticomp resemble those in searchval and comp in Section 3.


PQ:


Fig. 4. The computation of antisearchval.

Again we consiger the three possible behaviours of an item $A$ with index $i$. The reasoning is the same as that for the classical MCM-algorithm with the order reversed at the right place. In Case 1 (A unstable) one has $\varphi_{i} \notin \mathscr{Z}$ and $\varphi_{i} \notin A(t)$. In Case 2 ( $A$ white stable) one has $\varphi_{i} \in \mathscr{X}$ and due to the exhaustion of unstable higher priorities it is certain that antisearchval will proceed beyond item $A$ almost everywhere, and $\Phi_{i}>0 t$ oonsequently; hence $\varphi_{i} \in A(t)$.

The interesting case is Case 3 ( $A$ black stable). As before $\varphi_{i} \in A(t)$. Moreover $\Phi_{i}$ is tounded from below almost everywhere by the pointwise minimum of $h$ and a finite collection of run-times $\Phi_{j}$ of programs corresponding to white stable items. Assuming that $h$ is an á priori uppar bound for the class $\mathscr{X}$ it follows that $\Phi_{i}$ is bounded from befinw by the pointwise minimum of some larger but still finite class
of run-times of programs contained in $\mathscr{X}$. As such $\varphi_{i} \in A(u)$ for each $u$ such that $\mathscr{X} \subseteq A(u)$.

We therefore obtain:
Theorem . .1. Let h be an apupb for the class $\mathscr{X}$ which is discriminated by $B$. Then the anti-MCM-algorithm based on $h$ and $B$ computes a name $t$ for the class $A(t)$ satisfying

$$
A(t)=\bigcap\{A(u) \mid \mathscr{X} \subset A(u)\}
$$

More specifically we have $\varphi_{j} \in A(t)$ provided $\Phi_{j}$ is bounded asymptotically from below by the pointwise minimum of the run-times of a finite collection of members of $\mathscr{X}$.

As corollaries one obtains results on intersections and increasing unions of anti-complexity classes. A nore interesting corollary is Levin's greatest lower bound result which we discess in the next section.

## 6. Greatest lower bounds of complexity sequences

Let $f$ be a total function. The sequence of total recursive functions $\left(p_{i}\right)_{i=0}^{\infty}$ is called a complexity sequence for $j$ provided the sequence $\left(p_{i}\right)_{i=0}^{\infty}$ is cofinal with th. collection of run-times of $f$ in the ordering $x$.
More explicitly:

$$
\forall i \exists j\left[\varphi_{i}-j u_{i} \prime!\Phi_{i} \propto p_{i}\right] \text { and } \forall i\left[\varphi_{i}=f \Rightarrow \exists j\left[p_{i} \propto \Phi_{i}\right]\right] .
$$

For more details and applications see [9 and 12].
Levin's result reads [7]:
Theorem 6.1. [Levin]: If $\left(p_{i}\right)_{i=0}^{\infty}$ is a r.e. decreasing complexity sequence for $f$ then there exists a recursive greatest lower bound $t$; i.e. if $\Phi_{j} x t$ then $\exists k\left[\Phi_{i}>p_{k}\right]$ and morcover $\forall k\left[r_{k} \sim n t\right]$. Or equivalently $\forall i\left[\varphi_{i}=f \Rightarrow \Phi_{i} \circ t\right]$ and $\forall j\left[\Phi_{i}>0 \Rightarrow \exists k\left[\varphi_{k}=f\right.\right.$ and $\left.\Phi_{i}>\Phi_{k}\right]!$.

Proof. Let $\mathscr{X}$ be the class of programs $\varphi_{i}$ such that either $\Phi_{i} x p_{i}$ for some $j \in \mathbb{N}$, or equivaliently $\Phi_{i}>\Phi_{k}$ for some index $k$ such that $\varphi_{k}=f$. Since $\left(\rho_{i}\right)_{i=0}^{x}$ is a r.e. decreasing complexity sequence we obtain $\mathscr{X}=\bigcup_{i=0}^{\infty} A\left(p_{i}\right)$. Hence $\mathscr{X}$ is a $\Sigma_{2}$-class of programs. The function $p_{0}$ is an á priosi upper bound for $\mathscr{x}$ since there exists an index $j$ for $f$ such that $\Phi_{i} \propto p_{0}$. Consider the name $t$ computed by the anti-MCM algorinm based upon some discriminator for $F$ and $p_{0}$. Then $t \subseteq A(t)$ which indicates that $t$ is a lower bound for the run-times of programs in $\boldsymbol{z}$; in particular $t \propto \Phi$, for each index $j$ for $f$, so $t$ is a lower bound. Conversely if $\varphi_{i}=A(t)$ then $\Phi_{i}$ is bounded from below by the pointwise minimum of a finite collection of run-imes.
of members of $\mathscr{X}$. Since $\left(p_{i}\right)_{i=0}^{\infty}$ is decreasing this shows that $\Phi_{j} x p_{k}$ for some index $k$. Hence $A(t) \subseteq \mathscr{X}$, so $t$ is a greatest lower bound.

We conclude that $\mathscr{Z}=A(t)$ (thus proving in fact the union theorem ${ }^{1}$ for anticomplexity classes). This completes the proof.

The restriction that the complexity sequence $\left(p_{i}\right)_{t=0}^{\infty}$ is decreasing can be satisfied trivially for the Turing tape measure, or any other measure for which the parallel computation axiom holds [6]. Moreover it is known that functions with a sufficiently large speed-up have a Gecreasing complexity sequence, see e.g. [12].
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