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Abstract

In this paper, we study Cayley graphs on PGL2(Fq) mod the unipotent subgroup, the split
and nonsplit tori, respectively. Using the Kirillov models of the representations of PGL2(Fq) of
degree greater than one, we obtain explicit eigenvalues of these graphs and the corresponding
eigenfunctions. Character sum estimates are then used to conclude that two types of the graphs
are Ramanujan, while the third is almost Ramanujan. The graphs arising from the nonsplit torus
were previously studied by Terras et al. We give a different approach here.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction

A finite k-regular graph is called Ramanujan if its eigenvalues other than±k, called
nontrivial eigenvalues, have absolute values at most 2

√
k − 1. Such graphs are good ex-

panders and have broad applications in computer science. The first systematic explicit
construction of an infinite family ofk-regular Ramanujan graphs is given indepen-
dently by Margulis [15] and Lubotzky et al. [14] fork = p + 1 with p a prime;
their graphs are based on quaternion groups overQ, and the nontrivial eigenvalues of
these graphs can be interpreted as the eigenvalues of the Hecke operators on classical
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cusp forms of weight 2 so that the eigenvalue bound follows from the deep property
that the Ramanujan conjecture holds for these cusp forms, established by Eichler[7]
and Shimura [18]. The Ramanujan conjecture for cusp forms of GL2 over a function
field is proved by Drinfeld [6], hence the same method gives rise to infinite families
of (q + 1)-regular Ramanujan graphs, whereq is a prime power. This is done by
Morgenstern in [16].

On the other hand, there are explicit constructions of(q + 1)-regular Ramanujan
graphs forq a prime power whose nontrivial eigenvalues are expressed as character
sums, which are shown to be bounded by 2

√
q, as a consequence of the Riemann

hypothesis for curves over finite fields. Such examples include Terras graphs [2] based
on cosets of PGL2(Fq) and norm graphs in [9] based on a finite field ofq2 elements.
Later it is shown in [11] that these two kinds of graphs are in fact quotient graphs
of Morgenstern graphs. This connection leads to very interesting relations between
character sums and cusp forms for GL2 over function fields, studied in detail in [3,4].
In particular, one obtains cusp forms whose Fourier coefficients are given by eigenvalues
of the Terras/norm graphs in a systematic manner.

In this paper, we revisit Terras graphs and investigate two other types of graphs
based on cosets ofG = PGL2(Fq) using a uniform method explained below. Up to
conjugation,G contains three types of abelian subgroups: the unipotent subgroup

U =
{(

1 x

0 1

)
: x ∈ Fq

}
,

which is a group of orderq, the split torus

A =
{(
y 0
0 1

)
: y ∈ F×

q

}
,

which is cyclic of orderq − 1, and the nonsplit torusK, which is an embedded image
of F×

q2/F
×
q in G as a cyclic subgroup of orderq + 1. It is well-known thatG = UAK.

Denote byH one of these three subgroups. For a double cosetHsH which is its own
inverse (i.e., symmetric) and which is the disjoint union of|H | right H-cosets, consider
the Cayley graphXHsH = Cay(G/H,HsH/H), called anH-graph. It is undirected
and |H |-regular. (WhenH = K, this is a Terras graph.) We shall prove

Main Theorem. (a) (cf. [20, p. 357])The nontrivial eigenvalues ofXKsK have absolute
values at most2

√
q. Hence the K-graphs are(q + 1)-regular Ramanujan graphs.

(b) The nontrivial eigenvalues ofXUsU are ±1 and ±√
q. Thus the U-graphs are

q-regular Ramanujan graphs.
(c) The nontrivial eigenvalues ofXAsA have absolute values at most2

√
q. Thus the

A-graphs, being (q − 1)-regular, are almost Ramanujan.

Like representations ofp-adic groups, the irreducible representations ofG of degree
greater than one also have a Kirillov model, in which the actions ofU and A are
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standard, and the representations are distinguished by the action of the Weyl element

w =
(

0
−1

1
0

)
. This is studied in[13]. Our approach is to use a Kirillov model to

explicitly find functions in the space of each irreducible representation ofG which
are right H-invariant. This space has dimension at most 2. We then determine the
eigenvalues and eigenfunctions of the adjacency operator of the graphXHsH . For
Terras graphs, the eigenvalues are obtained in [1,2] by computing the traces of the
irreducible representations, expressed as character sums overFq , and then estimated. In
our approach we obtain the same expression for eigenvalues arising from nondiscrete
series representations, but an eigenvalue arising from a discrete series representation is
expressed differently, namely, as the average ofq+ 1 character sums overFq2, one for
eachK-coset. Each character sum is associated with some idèle class character of the
rational function fieldFq(T ) using the results obtained in Chapter 6 of [10] and [12],
and then shown to have absolute value at most 2

√
q as a consequence of the Riemann

hypothesis for curves.
It is worth pointing out that theU-graph XUwU has two connected components,

one of which can be identified with the Cayley graph Cay(PSL2(Fq)/U,UwU/U). A
suitable quotient of this graph may be interpreted as a graph on the cusps of a certain
principal congruence subgroup of the Drinfeld modular group GL2(Fp[T ]). This kind
of graph is first obtained by Gunnells [8] for principal congruence subgroups�(p) of
SL2(Z). A generalization of this graph fromp to prime powerq with q ≡ 1 (mod 4)
is given in [5]. Both approaches rely on analyzing the graph structure, while ours is
purely representation-theoretic.

The paper is organized as follows. The representation theory, including the Kirillov
models, is reviewed in Section 2. Sections 3–5 are devoted to theK-, U-, andA-graphs,
respectively. In each case, using Kirillov models, we determine the eigenvalues and
compute the corresponding eigenfunctions; then character sum estimates are employed
to bound the eigenvalues.

For convenience, the characteristic ofFq is assumed to be odd throughout the paper.
Similar results are expected to hold for even characteristic.

2. Representations of PGL2(Fq)

For brevity, writeF for the finite field withq elements andE for its quadratic exten-
sion. The unipotent subgroupU acts on the spaceL(G) of complex-valued functions
via left translations so that the space decomposes as

L(G) =
⊕
�∈F̂

L�(G),

whereL�(G) = {f : G→ C : f ((1
0
x
1)g) = �(x)f (g) for all g ∈ G}.

The irreducible representations ofG are identified with the irreducible representations
of GL2(F) with trivial central character. Such representations are studied in the literature
in detail (cf. [17]); those with degree greater than one are classified into three categories:
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principal series, Steinberg, and discrete series representations. Fix a nontrivial additive
character� of F. Each irreducible representation� of G of degree greater than 1 has a
Kirillov model K�(�) and a Whittaker modelW�(�). According to� being a discrete

series, Steinberg, or principal series representation, the spaceK�(�) is spanned bŷF
×

(the multiplicative characters ofF), F̂
×∪{D0}, or F̂

×∪{D0}∪{D∞}, respectively, where

D0 (resp.D∞) denotes the Dirac function at 0 (resp.∞). The action ofU on F̂
×

is

given in terms of�, and the action ofUA on F̂
×

is the same for all representations.

The representation� is characterized by the action ofw =
(

0
−1

1
0

)
. In [13], to each�

of degree greater than 1 a family of Gauss sums�(�, �,�), where� ∈ F̂
×

, is attached,
with which the action of�(w) is described. The details are as follows.

A discrete series representation� = �� arises from a character� of E× such that

� is trivial on F× and � �= � ◦ N for all � ∈ F̂
×

. Here N denotes the norm map from
E to F. The last condition on� is equivalent to�q+1 = 1, �2 �= 1. Consequently, the
inverse of� is �̄ = �q . We associate� with

�(�, �,�) = −�(�� ◦ N,� ◦ Tr) = −
∑
z∈E×

�(z)�(N z)�(Tr z), � ∈ F̂
×
.

Here Tr is the trace map fromE to F. Observe that�(��, �,�) = �(��̄, �,�).

Characters� of F̂
×

give rise to principal series representations�� if �2 �= 1, and
Steinberg representations�� if �2 = 1. These are all nondiscrete series representations

of G of degree greater than 1. For� = �� arising from a character� of F̂
×

, we
associate

�(�, �,�) = �(��,�)�(�−1�,�), � ∈ F̂
×
,

where�(�,�) = ∑
x∈F× �(x)�(x). Observe that�(��, �,�) = �(��−1, �,�).

Using �(�, �,�), we can describe the representation� on its Kirillov model K�(�)
by giving the action of the generators

hr =
(
r 0
0 1

)
(r ∈ F×), us =

(
1 s

0 1

)
(s ∈ F×), w =

(
0 1

−1 0

)

of G as follows:

�(hr)	 = 	(r)	, 	 ∈ F̂
×
,

�(hr)D0 = �(r)D0,�(hr)D∞ = �−1(r)D∞ (when applicable),

�(us)	 = (q − 1)−1 ∑

∈F̂

×

	−1(s)�(	
−1,�)
, 	 ∈ F̂

×
,

�(us)D0 = D0,�(us)D∞ = D∞ (when applicable),
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�(w)	 = q−1�(�, 	,�)	−1 + e(	), 	 ∈ F̂
×
,

�(w)D0 = −q−1�(�,�−1,�)(�−1 +D0) if � is a Steinberg representation,
= −q−1�(�,�,�)(�−1 +D∞) if � is a principal series,

�(w)D∞ = −q−1�(�,�−1,�)(� +D0) if � is a principal series,

where

e(	) = 0 if � is a discrete series,
= −q−1�(�, 	,�)(q2 − 1)�	�,1D0 if � is a Steinberg representation,
= −q−1�(�, 	,�)(q − 1)

×(�	�,1D0 + �	�−1,1D∞) if � is a principal series.

Here��,1 is the Kronecker symbol, which is equal to 1 if� = 1, the trivial character, and
0 otherwise. It was shown in[13] that the relations on these generators are preserved,
resulting from the identities satisfied by the Gauss sums with the main one called
the Barnes’ identity. The representations are characterized by the attached�-factors. In
particular,�� and ��−1 are equivalent, and so are�� and ��−1.

In conclusion, there areq−1
2 (nonequivalent) discrete series representations��, each

of degreeq − 1; there are two Steinberg representations�� from � with �2 = 1, each
of degreeq; and there areq−3

2 principal series representations�� with �2 �= 1, each of
degreeq+1. Together with the two degree one representations given by�◦det,�2 = 1,
this gives the complete list of the irreducible representations ofG. Each irreducible
representation occurs inL(G) with multiplicity equal to its degree.

The Whittaker modelW�(�) consists of functions onG obtained from the Kirillov
model K�(�) in the following way: forv ∈ K�(�), defineWv ∈ W�(�) via

Wv(g) = (�(g)v)(1), g ∈ G.

The representation� of G on W�(�) is by right translations. Because of the action of
U on K�(�), all functions are contained inL�(G).

We proceed to discuss how each spaceL�(G) decomposes. Fix a nontrivial additive
character� of F. We can describe all characters ofF as �a, a ∈ F, where�a(x) =
�(ax) for x in F. Observe that for each functionf ∈ L�(G), the new functionfa(g) :=
f ((

a
0

0
1)g) lies in L�a (G) andf �→ fa is an isomorphism between the twoG-modules

L�(G) andL�a (G). As noted above, the Whittaker modelW�(�) of each irreducible�
of degree greater than 1 is contained inL�(G) for � nontrivial, by counting dimension
we find

L�a (G) =
⊕

�,deg�>1

W�a (�) for a �= 0.

We then conclude from checking the multiplicities thatL�0(G) contains no discrete
series representations; each principal series representation occurs there twice, and each
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Steinberg representation and each degree 1 representation occur once. We record
this in

Proposition 1. (1) For nontrivial �’s, the spacesL�(G) are isomorphic and each
irreducible representation of G of degree greater than1 occurs inL�(G) exactly once.

(2) For � = �0 trivial , in L�0(G) each principal series representation occurs with
multiplicity two, each Steinberg representation occurs with multiplicity one, as does
each1-dimensional representation.

Remark. For each character� of F×, denote by

Ind� =
{
f : G→ C : f

((
a x

0 1

)
g

)
= �(a)f (g) for all g ∈ G

}
.

The groupG acts on Ind� by right translations. It is well-known that when�2 �= 1,
this representation is the principal series representation��, and it is isomorphic to
Ind�−1. When�2 = 1, this representation has two irreducible constituents,� ◦ det and
the Steinberg representation��. Obviously,

L�0(G) =
⊕
�∈F̂

×
Ind�.

Let H be a subgroup ofG. Then the space of functions onG right invariant byH
has a similar decomposition

L(G/H) =
⊕
�

L�(G/H) =
⊕
�

⊕
�

m�(�)L�(�,G/H),

where� runs through irreducible representations ofG, m�(�) is the multiplicity of �
in L�(G) as described in the proposition above, andL�(�,G/H) consists of the right
H-invariant functions in the space of� in L�(G).

Let s be an element inG. Write HsH = x1H ∪ · · · ∪ xkH as a disjoint union ofk
right H cosets. Define an operatorTHsH on L(G/H) by sendingf ∈ L(G/H) to

(THsHf )(xH) =
k∑
i=1

f (xxiH).

Clearly THsH preserves each spaceL�(�,G/H). When HsH = Hs−1H , we define
an undirected Cayley graphXHsH = Cay(G/H,HsH/H), called anH-graph, whose
adjacency matrix may be identified with the operatorTHsH . We shall takeH = K,U

andA, respectively, and study the eigenfunctions and the eigenvalues ofTHsH .
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3. The K-graphs

In this section we takeH = K. SinceG = UAK, for each additive character� of
F, the spaceL�(G/K) is (q − 1)-dimensional. As remarked before, when� = �0 is
the trivial character,

L�0(G) =
⊕
�∈F̂

×
Ind�.

One sees immediately from the definition of Ind� that the rightK-invariant space of
Ind� is 1-dimensional, generated by

f�

((
y x

0 1

)
k

)
= �(y) for all y ∈ F×, x ∈ F and k ∈ K,

and thef�’s form a basis ofL�0(G). This shows that for a principal series represen-
tation ��, the space of rightK-invariant vectors in any of its model is 1-dimensional
for any �. When� is the quadratic character, the 1-dimensional representation� ◦ det
does not contain nontrivial rightK-invariant vectors since not all elements inK have
square determinant. Thereforef� belongs to the Steinberg representation��, and we
arrive at the same conclusion thatL�(��,G/K) is 1-dimensional. When� is the trivial
character, the functionf� lies in the space of the 1-dimensional representation� ◦ det,
and henceL�(��,G/K) is 0-dimensional for the Steinberg representation�� for �
trivial. We record this in

Proposition 2. Let � be a character ofF×. For any additive character� of F, the
spaceL�(��,G/K) is 1-dimensional if� �= 1, and 0-dimensional if� = 1.

Our next goal is to show that, for� nontrivial, L�(��,G/K) is 1-dimensional
for each discrete series representation��. Since L�(G/K) is (q − 1)-dimensional

and it contains aq−1
2 -dimensional subspace

⊕
��=1 L�(��,G/K), it suffices to show

dimL�(��,G/K)�1 as there areq−1
2 discrete series representations.

Fix once and for all a nonsquare� in F so thatE = F(
√

�). We imbedE× in GL2(F)

as
{(

b
a
a�
b

)
: a, b ∈ F not both zero

}
. Consequently, the elements inK are represented

by (
b �
1 b

)
=
(

1 b

0 1

)(
0 1

−1 0

)(
1 b(b2 − �)−1

0 1

)(
1 0
0 b2 − �

)(−1 0
0 −1

)

with b ∈ F, and

(
1 0
0 1

)
.

Fix a nontrivial additive character� of F and a character� of E× with �q+1 = 1 and
�2 �= 1. Let � = �� be the associated discrete series representation with the attached
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�-factor �(�, �,�). According to the description in�2 of the action of� on its Kirillov

model K�(�), we obtain, for� ∈ F̂
×

and b ∈ F×,

�
((
b �
1 b

))
� = (q − 1)−2q−1�̄(b)

∑

∈F̂

×

(b(b2 − �)−1)�(�
̄,�)�(�,
,�)

×
∑

∈F̂

×
(

)(b)�(
̄
̄,�)
,

�
((

0 �
1 0

))
� = �̄(−�)�(�, �,�)q−1�̄ and �

((
1 0
0 1

))
� = �.

Then v� := ∑
b∈F �(( b1

�
b
))� + � is invariant by�(K). Put

v�,� =
∑
�∈F̂

×
v� =

∑
�

∑
b∈F̂

×
(q − 1)−2q−1�̄(b)

∑

∈F̂

×

(b(b2 − �)−1)�(�
̄,�)�(�,
,�)

×
∑

∈F̂

×
(

)(b)�(
̄
̄,�)
 +

∑
�

�̄(−�)�(�, �,�)q−1�̄ +
∑
�

�.

Using

∑
�∈F×

�̄(b)�(�
,�) =
∑
�

�̄(b)
∑
x∈F×

(�
̄)(x)�(x) = (q − 1)
̄(b)�(b),

we rewritev�,� as

v�,� =
∑
b∈F×

(q − 1)−1q−1
∑

∈F̂

×

̄(b2 − �)�(b)�(�,
,�)

∑

∈F̂

×
(

)(b)�(
̄
̄,�)


+
∑
�

�̄(−�)�(�, �,�)q−1�̄ +
∑
�

�.

Recall that�(�, �,�) = −�(�� ◦ N,� ◦ Tr) = −∑
z∈E× �(z)�(N z)�(Tr z). Summing

over 
 further simplifies the expression ofv�,� as

v�,� = −q−1
∑

∈F̂

×

∑
b∈F

∑
z∈E×

�(z)
̄(N z)�(Tr z)
(b2 − �)�((N z)b(b2 − �)−1)�(b)


+
∑




.
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Let W ′
�,� = Wv�,� , that is, forg ∈ G, W�,�(g) = (�(g)v�,�)(1). ThenW ′

�,� lies in

the Whittaker modelW�(�) and it is rightK-invariant. HenceW ′
�,� is determined by

its values on the split torusA, which we now compute. Fory ∈ F×,

W ′
�,�

((
y 0
0 1

))
=

(
�
((
y 0
0 1

))
v�,�

)
(1)

= −q−1
∑

∈F̂

×

∑
b∈F

∑
z∈E×

�(z)
̄(N z)�(Tr z)
(b2 − �)

×�((N z)b(b2 − �)−1)�(b)
(y)+
∑




(y)

= −(q − 1)q−1
∑
b∈F

∑
z∈E×,

N z=y(b2−�)

�(z)�(Tr z)

×�((N z)b(b2 − �)−1)�(b)+ (q − 1)�y,1.

Here�y,1 is equal to 1 ify = 1 and 0 otherwise. Replacing the variablez by z(b+�),
we rewrite the above as

W ′
�,�

((
y 0
0 1

))
= −(q − 1)q−1

∑
b∈F

∑
z∈E×,
N z=y

�(z(b + √
�))

×�(Tr(z(b + √
�)))�(b(y + 1))+ (q − 1)�y,1.

Note thatb(y + 1) = Tr( y+1
2 (b+ √

�)). We combine the two terms involving� to get

W ′
�,�

((
y 0
0 1

))
= −(q − 1)q−1

∑
b∈F

∑
z∈E×,
N z=y

�(z(b + √
�))

×�
(

Tr

((
z+ y + 1

2

)
(b + √

�)
))

+ (q − 1)�y,1.

Set W�,� = (q − 1)−1W ′
�,� and W� = ∑

��=�0 W�,�, which is a rightK-invariant

function onG belonging to
⊕

� �=�0 L�(�,G/K). We compute

W�,�

((
y 0
0 1

))
= −q−1

∑
a∈F×

∑
b∈F

∑
z∈E×,
N z=y

�(z(b + √
�))

×�a
(

Tr

((
z+ y + 1

2

)
(b + √

�)
))

+ (q − 1)�y,1
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= −q−1
∑
a

∑
b

∑
z,N z=y

�(za(b + √
�))

×�
(

Tr

((
z+ y + 1

2

)
a(b + √

�)
))

+ (q − 1)�y,1

since� is trivial on F×. Observe that asa runs through all elements inF× andb runs
through all elements inF, a(b + √

�) runs through all elements inE\F. Therefore

∑
a∈F×

∑
b∈F

�(za(b + √
�))�

(
Tr

((
z+ y + 1

2

)
a(b + √

�)
))

=
∑
w∈E×

�(zw)�
(

Tr

((
z+ y + 1

2

)
w

))
−

∑
a∈F×

�(za)�
(
a Tr

(
z+ y + 1

2

))
.

Since � is trivial on F×, the last sum is equal to(q − 1)�(z) if Tr (z + y+1
2 ) =

Tr(z)+ y + 1 = 0, and to−�(z) otherwise. This gives

W�

((
y 0

0 1

))
= −q−1

∑
z∈E,

N z=y

∑
w∈E×

�(zw)�
(

Tr

(
z+ y + 1

z

)
w

)

+
∑

z∈E,N z=y,
Tr(z)+y+1=0

�(z)+ q−1
∑
z∈E,

N z=y

�(z)+ (q − 1)�y,1

= −q−1
∑

z∈E,N z=y,
z+ y+1

2 �=0

�(z)�̄
(
z+ y + 1

2

)∑
w∈E

�
((
z+ y + 1

2

)
w

)

×�
(

Tr

((
z+ y + 1

2

)
w

))

−q−1
∑

z∈E,N z=y,
z+ y+1

2 �=0

∑
w∈E

�(zw)+
∑

z∈E,N z=y,
Tr(z)+y+1=0

�(z)

−q−1
∑
z∈E,

N z=y

�(z)+ (q − 1)�y,1.



W.-C.W. Li, Y. Meemark /Finite Fields and Their Applications 11 (2005) 511–543 521

Further, since� is a nontrivial character on the kernel of norm inE×, we have∑
N z=y �(z) = 0 and

∑
w∈E× �(zw) = 0. Therefore

W�

((
y 0
0 1

))
= −q−1�(�,� ◦ Tr)

∑
z∈E,N z=y,
z+ y+1

2 �=0

�̄
(

1 + y + 1

2z

)

−
∑

z∈E,N z=y,
Tr(z)+y+1=0

�(z)+ (q − 1)�y,1.

We discuss the second sum
∑

z∈E,N z=y,
Tr(z)+y+1=0

�(z). Since the polynomialx2+(y+1)x+y
factors as(x+y)(x+1), there are no elementsz in E\F with N z = y and Trz = −y−1.
If z ∈ F, then the conditions yieldy = z2 and 2z = −y − 1 = −z2 − 1, implying the
only nonvoid sum occurs whenz = −1 andy = 1, in which case the sum is equal to
1. As for the first sum, in order thatz + y+1

2 = 0 for somez with N z = y, we must

have z = − y+1
2 ∈ F×. Then y = N(z) = y+1

2 implies y = 1. In this casez = −1.
Hence

W�

((
1 0
0 1

))
= −q−1�(�,� ◦ Tr)

∑
z∈E,z �=−1,

N z=1

�̄
(

1 + 1

z

)
+ 1 + (q − 1)

= −q−1�(�,� ◦ Tr)
∑

z∈E,z �=−1,
N z=1

�(1 + z)+ q, (3.1)

and for y �= 1,

W�

((
y 0
0 1

))
= −q−1�(�,� ◦ Tr)

∑
z∈E,

N z=y

�̄
(

1 + y + 1

2z

)
= W�

((
y−1 0
0 1

))
.

Proposition 3.
∑
Nz=1
z �=−1

�(1 + z) = −�(
√

�) = ±1.

Proof. Write N for the subgroup of elements inE× with norm 1 toF. It is cyclic of
orderq+1. The map� : E× → N given byz �→ z

zq
is surjective with kernelF×. Any

character ofE× trivial on F× factors throughN. Thus there is a character� of N such
that �(z) = �(�(z)) = �( z

zq
). Consider the restriction of� to the subsetS = {1 + z :

z ∈ N, z �= −1}. We claim that� is injective onS. Indeed, ifz,w ∈ N \ {−1} are such
that �(1 + z) = �(1 + w), then there existsk ∈ F× such that 1+ z = k(1 + w). Then
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z = kw + k − 1 implies

1 = zzq = k2wwq + (k − 1)2 + k(k − 1)(w + wq)
= k2 + (k − 1)2 + k(k − 1)(w + wq).

If z �= w, then k �= 1, and the above impliesw + wq = −2, that is,w = −1, a
contradiction. Thus�(S) contains all elements inN except−1, for 1+ z = −(1+ zq)
would imply z = −1. Therefore

∑
N z=1
z �=−1

�(1 + z) =
∑
z∈N
z �=−1

�(z) = −�(−1) = −�(
√

�) = ±1

since�2(
√

�) = �(�) = 1. �

On the other hand,

�(�,� ◦ Tr) =
∑
z∈E×

�(z)�(Tr z)

=
∑
b∈F×

∑
a∈F×

�(a(b + √
�))�(a Tr(b + √

�))

+
∑
a∈F×

�(a
√

�)�(a Tr
√

�)+
∑
a∈F×

�(a)�(a Tr 1)

= −
∑
b∈F×

�(b + √
�)− �(1)+ (q − 1)�(

√
�) = q�(√�).

Therefore�(�,� ◦ Tr)
∑
Nz=1
z �=−1

�(1 + z) = q�(
√

�)(−�(
√

�)) = −q. Plugging into

(3.1), we obtain

Proposition 4. W�

((
1
0

0
1

))
= q + 1.

ConsequentlyW� �= 0, and henceW�,� �= 0 for some�. We have shown that the

dimension ofL�(��,G/K) is at least one for some and hence for all� �= �0. We
record this in

Proposition 5. For each discrete series representation character�� of G and each
nontrivial additive character� of F, the spaceL�(��,G/K) is 1-dimensional.

Let KsK be aK-double coset ofG. The operatorTKsK preserves each spaceL�
(�,G/K) and the eigenvalue depends only on the representation, not its model. As com-
puted in[1], theK-double cosetsKsKwith cardinality greater thanq+1 are symmetric,
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and they are parameterized byc ∈ F with c �= ±1 so thatKsK = ⋃
(y,x)(

y
0

�x
1 )K where

(y, x) runs all solutions of(y+c)2−�x2 = c2−1 overF. Heres may be any coset rep-
resentative( y0

�x
1 ), for instance. Denote this double coset byKc for short. We proceed

to compute the eigenvalues ofTKc using the rightK-invariant eigenfunctions obtained
above.

For � ∈ F× with � �= 1, we haveTKcf� = ���,cf�. Hence

���,c = ���,cf�

((
1 0
0 1

))
=

∑
y∈F,

(y+c)2−�x2=c2−1

f�

((
y �x
0 1

))

=
∑
y∈F,

(y+c)2−�x2=c2−1

�(y),

which is known to have absolute value bounded by 2
√
q. See Theorem 10 in Chapter

9 of [10] for a proof using idèle class characters. As remarked before, the eigenvalue
���,c depends only on the representation and the double cosetKc. We have shown

Proposition 6. Let � be a nontrivial character ofF×. The eigenvalue���,c on
L�(��,G/K) is

∑
(y,x)

(y+c)2−�x2=c2−1

�(y), which has absolute value at most2
√
q for

all additive character� of F. For � = 1, the trivial character, the constant functions
on G are the eigenfunctions ofTKc with eigenvalueq + 1, coming from the trivial
representation of G.

Next we fix a discrete series representation�� and discuss the eigenvalue ofTKc on
the 1-dimensional spaceL�(��,G/K) for � �= �0. SinceW�,� ∈ L�(��,G/K), we
haveTKcW�,� = ���,cW�,� and henceTKcW� = ���,cW�, whereW� = ∑

� �=�0 W�,�
has the Fourier expansion

W�

((
1 x

0 1

)(
y 0
0 1

))
=

∑
��=�0

W�,�

((
y 0
0 1

))
�(x).

Recall thatW�

((
1
0

0
1

))
= q+1 �= 0. We will use this value to compute the eigenvalue

of TKc for c �= ±1. By definition,

(TKcW�)

((
1 0
0 1

))
=

∑
(y,x)

(y+c)2−�x2=c2−1

W�

((
y �x
0 1

))

=
∑
(y,x)

(y+c)2−�x2=c2−1

W�

((
y 0
0 1

))
�(�x)
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=
∑
(y,x)

(y+c)2−�x2=c2−1

∑
� �=�0

−q−1
∑
b∈F

∑
w∈E×

Nw=y(b2−�)

�(w)�(Trw)

×�(b(y + 1))�(�x)+ �y,1�(�x).

For fixed (y, x), we compute

∑
� �=�0

−q−1
∑
b∈F

∑
w∈E×

Nw=y(b2−�)

�(w)�(Trw)�(b(y + 1)�(�x)

= q−1
∑
b∈F

∑
w∈E×

Nw=y(b2−�)

�(w)−
∑
b∈F

∑
w∈E×,Nw=y(b2−�)
Trw=−(y+1)b−�x

�(w)

= −
∑
b∈F

∑
w∈E×,Nw=y(b2−�)
Trw=−(y+1)b−�x

�(w)

since
∑

Nw=y(b2−�)�(w) = 0 for all b ∈ F. Further,

∑
��=�0

�y,1�(�x) = −�y,1 + q�y,1�x,0 = −�y,1

as(y, x) = (1,0) does not satisfy the equation(y+c)2−�x2 = c2−1 becausec �= −1.
Therefore we may write

(TKcW�)

((
1 0
0 1

))
=

∑
(y,x)

(y+c)2−�x2=c2−1

S(y,x),

where

S(y,x) = −
∑
b∈F

∑
w∈E×,Nw=y(b2−�)
Trw=−(y+1)b−�x

�(w)− �y,1. (3.2)

To proceed, we prove

Theorem 7. Given c ∈ F, c �= ±1, let y, x ∈ F satisfy (y + c)2 − �x2 = c2 − 1. Then
|S(y,x)|�2

√
q.
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The following two results, adapted from Theorem 4 in Chapter 6 of[10] and Theorem
5 of [11], respectively, will be used repeatedly in the proof.

Theorem 8. Let � be the quadratic character ofF×. Let f (T ) be a quadratic poly-
nomial overF with two distinct roots. Denote byv1, . . . , vr , r�2, the places ofF(T )
containing the roots of f. Then there exists an idèle class character� = ��,f of F(T )

such that

(1) The conductor of� is v1 + · · · + vr ;
(2) At each placev of degree1 with uniformizer�v = T − v where� is unramified,

we have�v(�v) = �(f (v)), and �∞(�∞) = 1.

Theorem 9. Let h(T ) be a nonconstant polynomial overE with distinct roots. Let
w1, . . . , wr be the places ofF(T ) containing the roots of h. Then there exists an idèle
class character� = ��,h of F(T ) such that

(1) The conductor of� is w1 + · · · + wr ;
(2) At each placev of degree1 with uniformizer�v = T − v where� is unramified,

we have�v(�v) = �(h(v)).

The character� in Theorem9 is unramified at∞ since� is trivial on F×. But the
value of �∞(�∞) depends on� and h. In caseh(0) �= 0, it is equal to

�∞(�∞) =
∏
v �=∞

�v(T ) = �(h(0))�(product of roots ofh)−1

= � (the leading coefficient ofh). (3.3)

following the proof of Theorem 5 in[11].
The following character sum estimate results from the Riemann hypothesis for curves,

as explained in Section 1, Chapter 6 of [10]. It will be used repeatedly to derive
character sum estimates.

Proposition 10. Let � be an idèle class character ofF(T ) such that its conductor has
degree m. Then

∣∣∣∣∣∣∣∣
∑

degv=1
�v unramified

�v(�v)

∣∣∣∣∣∣∣∣
�(m− 2)

√
q.

We now begin the proof of Theorem7. We distinguish three cases.
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Case1: y = −1. Then�x2 = 2 − 2c implies x �= 0 sincec �= 1. In this case

S(−1,x) = −
∑
b∈F

∑
w∈E×,Nw=−(b2−�)

Trw=−�x

�(w).

Write w = −�x
2 +v√�. Then Nw = �2

x2

4 −v2� = �−b2 amounts to�+v2�− �2
x2

4 = b2

being a square, or equivalently, 1+v2 − �x2

4 = 1+v2 − 1−c
2 = v2 + 1+c

2 not a square in
F. Denote by� the quadratic character ofF×, extended to a function onF by letting
�(0) = 0. We rewriteS(−1,x) as

S(−1,x) = −
∑
v∈F

v2+ 1+c
2 is a nonsquare

�
(

−�x
2

+ v√�
)

= −1

2

∑
v∈F

(
1 − �

(
v2 + 1 + c

2

))
�
(

−�x
2

+ v√�
)

+1

2

∑
v∈F

v2+ 1+c
2 =0

�
(

−�x
2

+ v√�
)

= 1

2

∑
v∈F

�
(
v2 + 1 + c

2

)
�
(

−�x
2

+ v√�
)

− 1

2

∑
v∈F

�
(

−�x
2

+ v√�
)

+1

2

∑
v∈F

v2+ 1+c
2 =0

�
(

−�x
2

+ v√�
)
.

As v runs through all elements inF, no two elements of the form− �x
2 + v√� differ

by a multiple inF×, hence−1
2

∑
v∈F �(− �x

2 + v√�) = 1
2 �(

√
�) and

S(−1,x) = 1

2

∑
v∈F

�
(
v2 + 1 + c

2

)
�
(

−�x
2

+ v√�
)

+ 1

2
�(

√
�)

+1

2

∑
v∈F

v2+ 1+c
2 =0

�
(

−�x
2

+ v√�
)
.

Let f (T ) = T 2 + 1+c
2 and h(T ) = − �x

2 + T
√

�. Let � = ��,f and � = ��,h be
the idèle class characters ofF(T ) as described in Theorems 8 and 9, respectively. The
conductor of� is w1 with the uniformizer�w1 = T 2 − 1−c

2 , which is disjoint from the
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conductor of�. Hence the conductor of�� has degree 4. Moreover,�∞(�∞) = �(
√

�)
by Eq. (3.3). Therefore∣∣∣∣∣∣∣∣

∑
degv=1

�v�v unramified

�v(�v)�v(�v)

∣∣∣∣∣∣∣∣
=

∣∣∣∣∣
∑
v∈F

v(f (v))�(h(v))+ �(
√

�)

∣∣∣∣∣

=
∣∣∣∣∣
∑
v∈F

�
(
v2 + 1 + c

2

)
�
(

−�x
2

+ v√�
)

+ �(
√

�)

∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣
2S(−1,v) −

∑
v∈F

v2+ 1+c
2 =0

�
(

−�x
2

+ v√�
)
∣∣∣∣∣∣∣∣∣
�(4 − 2)

√
q

implies

|S(−1,x)|�√
q + 1< 2

√
q,

as desired.
It remains to deal with the casey �= −1. We eliminate the variableb in the expression

of S(y,x). Write w = u + v√� with u, v ∈ F. The conditions Nw = y(b2 − �) and
Trw = −(y + 1)b − �x can be combined as

Nw

y
+ � = b2 =

(
Trw + �x
y + 1

)2

.

In other words,

u2 − v2� + y� = y

(y + 1)2
(2u+ �x)2 = 4y

(y + 1)2
u2 + 4yu�x

(y + 1)2
+ y�2x2

(y + 1)2
,

which in turn yields

(
y − 1

y + 1

)2

u2 − 4y�x
(y + 1)2

u− v2� = −y� + y�2x2

(y + 1)2
. (3.4)

Case2: y = 1. Then�x2 = 2 + 2c �= 0 sincec �= −1. The above relation can be
simplified as

−�xu− v2� = −� + �2x2

4
= −� + �

1 + c
2

= �
c − 1

2
,
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which allows us to expressu in terms ofv : u = 1
x

(1−c
2 − v2

)
. Then

S(1,x) = −
∑
v∈F

�
(

1

x

(
1 − c

2
− v2

)
+ v√�

)
− 1.

Let

h(T ) = 1

x

(
1 − c

2
− T 2

)
+ T√

� = −1

x

(
T 2 − x√�T − 1 − c

2

)

= −1

x



(
T − x

√
�

2

)2

− x2�
4

+ c − 1

2


 = −1

x



(
T − x

√
�

2

)2

− 1


 .

Let � = ��,h be the idèle class character ofF(T ) attached to� and h as described
in Theorem9. The conductor of� is w1 +w2, wherew1 andw2 are two degree two

places ofF(T ) containing x
√

�
2 −1 and x

√
�

2 +1 as roots, respectively. So the conductor
of � has degree 4. By Eq. (3.3),�∞(�∞) = 1. Put together, we have

−S(1,x) =
∑
v∈F

�(h(v))+ 1 =
∑

degv=1

�v(�v),

which satisfies|S(1,x)|�2
√
q.

Case3: y �= ±1. We havey2 + 2yc + 1 = �x2. The relation (3.4) can be rewritten
as

(
y − 1

y + 1
u− 2y�x

y2 − 1

)2

− v2� = �y2 2 + 2c

(y − 1)2

so that

S(y,x) = −
∑

N(
y−1
y+1 u−

2y�x
y2−1

+v√�)=�y2 2+2c
(y−1)2

�(u+ v√�).

Replacingu by y+1
y−1 u+ 2y�x

(y−1)2
, we rewrite the above as

S(y,x) = −
∑

N(u+v√�)=�y2 2+2c
(y−1)2

�
(
y + 1

y − 1
u+ 2y�x

(y − 1)2
+ v√�

)
.
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Set z = u+ v√�. Then

2u = z+ zq = z+ N z

z
= z+ 1

z
�y2 2 + 2c

(y − 1)2
.

Using this, we may express the argument of� as a rational function inz:

y + 1

y − 1
u+ 2y�x

(y − 1)2
+ v√� = z+ u 2

y − 1
+ 2y�x
(y − 1)2

= y

y − 1
z+ 1

z

2 + 2c

(y − 1)3
�y2 + 2y�x

(y − 1)2
=: Q(z).

By choosing an elementw ∈ E\F with Nw = �y2 2+2c
(y−1)2

, we rewriteS(y,x) as

S(y,x) = −
∑

N z=�y2 2+2c
(y−1)2

�(Q(z)) = −
∑

N z1=1

�(Q(wz1)).

Here

Q(wz1) = y

y − 1
wz1 + 1

z1w

Nw

y − 1
�y2 + 2y�x

(y − 1)2
= 1

y − 1

(
ywz1 + wq

z1
+ 2y�x
y − 1

)

=: R(z1).

Consider

R

(
T − √

�

T + √
�

)
= 1

y − 1

(
yw

T − √
�

T + √
�

+ wq(T + √
�)

T − √
�

+ 2y�x
y − 1

)

= 1

(y − 1)(T 2 − �)

(
yw(T − �)2 + wq(T + √

�)2 + 2y�x
y − 1

(T 2 − �)
)

=: h(T )

(y − 1)(T 2 − �)
,

whereh(T ) = (yw+wq+ 2y�x
y−1 )T

2+(2wq√�−2yw
√

�)T +yw�+wq�− 2y�2
x

y−1 ∈ E[T ].
As T runs through elements inF, T−√

�
T+√

�
runs through all elementsz1 in E with norm

1 exceptz1 = 1. Observe that forT ∈ F,�(R(T−√
�

T+√
�
)) = �( h(T )

(y−1)(T 2−�) ) = �(h(T ))

since� is trivial on F×. Thus we have

S(y,x) = −
∑

N z1=1

�(R(z1)) = −
∑
v∈F

�(h(v))− �(R(1)).
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Notice that in the course of deriving various expressions ofS(y,x), the character� is
always evaluated at nonzero elements inE. In particular, this means thath(v) �= 0 for
all v ∈ F. In other words, the roots ofh are outsideF. Sincey �= 1 andw /∈ F by
choice, both the leading coefficient and the constant term ofh(T ) lie in E\F. Moreover,
their ratio also lies inE\F. This implies that ifh(T ) has a roott of multiplicity 2,
then t lies in E\F. In this case, forv ∈ F,

�(h(v)) = �
(
yw + wq + 2y�x

y − 1

)
�2(v − t).

As v runs through all elements inF, no two elements of the formv − t differ by a
multiple in F×. Since the order of� is greater than 2, we have

−
∑
v∈F

�(h(v)) = �
(
yw + wq + 2y�x

y − 1

)
�2(1)

and consequently|S(y,x)|�2< 2
√
q.

Finally we discuss the case whereh has two distinct roots. Either they are noncon-
jugate overF, and hence contained in two distinct placesv1, v2 of F(T ) of degree 2,
or they are conjugate overF and contained in a degree 4 placev1 of F(T ). At any rate,
the idèle class character� = ��,h attached to� and h as described in Theorem9
has conductor of degree 4. Further,� is unramified at all places of degree 1, and

�∞(�∞) = �
(
yw + wq + 2y�x

y − 1

)
= �(R(1)).

Therefore

S(y,x) = −
∑
v∈F

�(h(v))− �(R(1)) = −
∑

degv=1

�v(�v),

and |S(y,x)|�2
√
q. This completes the proof of the theorem.

Since

(TKcW�)

((
1

0

0

1

))
=

∑
(y,x)

(y+c)2−�x2=c2−1

S(y,x) = ���,cW�

((
1

0

0

1

))

= ���,c(q + 1)

is a sum ofq + 1 termsS(y,x) and eachS(y,x) is of absolute value at most 2
√
q, we

conclude that the eigenvalue���,c of TKc on the spaceL�(��,G/K) associated to the
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discrete series�� satisfies|���,c|�2
√
q for each nontrivial additive character�. This

proves

Proposition 11. Let � be a character ofE× trivial on F× and of order greater than
2. The eigenvalue���,c of the operatorTKc on the1-dimensional spaceL�(��,G/K)

is equal to 1
q+1

∑
(y,x)

(y+c)2−�x2=c2−1

S(y,x) and satisfies|���,c|�2
√
q for all nontrivial

additive character�.

Combined with Proposition6, we obtain another proof of the following result estab-
lished by Terras et al. in [1,2].

Theorem 12. Given c ∈ F with c �= ±1, denote byKc theK-double cosetK(y0
�x
1 )K

= ∪(y,x) ( y0 �x
1 )K where (y, x) satisfies(y + c)2 − �x2 = c2 − 1. Then the Cayley

graphyXc = Cay(G/K,Kc) is an undirected(q + 1)-regular Ramanujan graph.

4. The U-graphs

In this section, we letH = U . We first analyze the spaceL�0(G/U). Note thatG =
AU ∪ AU

(
0

−1
1
0

)
U is a disjoint union of two double cosets. One sees immediately

that for each� ∈ F̂
×

, the rightU-invariant subspace of Ind� is 2-dimensional, generated
by

g�

((
y

0

0

1

)
U

)
= �(y) for all y ∈ F× and g�

(
AU

(
0 1

−1 0

)
U

)
= 0.

and

h�

((
y x

0 1

)(
0 1

−1 0

)
U

)
= �(y) for all y ∈ F×, x ∈ F, and h�(AU) = 0.

ThusL�0(G/U) is 2(q−1)-dimensional. Next we fix a nontrivial additive character�
of F. For each irreducible representation� of G with deg� > 1 and eachv ∈ K�(�),
the Whittaker function

Wv(g) = q−1
∑
s∈F

(�(gus)v)(1)

is right U-invariant. Hereus =
(

1
0
s
1

)
as in �2. Using the actions of�(us) on � ∈ F̂

×
,

D0, andD∞ described in�2, one gets

W �(g) = 0,WD0(g) = (�(g)D0)(1) and WD∞(g) = (�(g)D∞)(1)



532 W.-C.W. Li, Y. Meemark /Finite Fields and Their Applications 11 (2005) 511–543

for all g ∈ G. Since dimL(G/U) = (q + 1)(q − 1), by dimension counting one finds
that the rightU-invariant space is 0-dimensional for discrete series representations; it
is 1-dimensional generated by{WD0} for the Steinberg representations�� with �2 = 1,
and it is 2-dimensional generated by{WD0,WD∞} for principal series representations
�� with �2 �= 1. We record this in

Proposition 13. (1) The spaceL�0(��,G/U) is 2-dimensional for all� ∈ F̂
×

.
(2) For nontrivial �’s, the spaceL�(�,G/U) is 0-dimensional if� is a discrete

series representation; it is 1-dimensional if� is a Steinberg representation, and 2-
dimensional if� is a principal series representation.

The 2(q − 1) U-double cosets ofG fall in two categories. The first consists of
U(

r
0

0
1)U, r ∈ F×, which are not symmetric ifr �= ±1 and which are contained

in the Borel subgroup(= AU) of G, hence not interesting; the second consists of
U(

0
−1

t
0)U, t ∈ F×, which are symmetric and of interest to us. WriteUt = U( 0

−1
t
0)U

for short. Then

Ut =
⋃
c∈F

(
c t

−1 0

)
U

is a disjoint union ofq U-cosets. The operatorTUt preserves each spaceL�(�,G/U).
To study its eigenvalues and eigenfunctions, we start with�0. Note that

(
c t

−1 0

)
U =

(
t −c
0 1

)(
0 1

−1 0

)
U

for all c ∈ F and

(
0 1

−1 0

)(
0 t

−1 0

)
U =

(
t−1 0
0 1

)
U and

(
0 1

−1 0

)(
c t

−1 0

)
U =

(
tc−2 tc−1

0 1

)(
0 1

−1 0

)
U

for all c ∈ F×. Let � ∈ F̂
×

. Then for l� ∈ {g�, h�}, we have

(TUt l�)(U) =
∑
c∈F

l�

((
c t

−1 0

)
U

)
=
∑
c∈F

l�

((
t −c
0 1

)(
0 1

−1 0

)
U

)

= q�(t)l�

((
0 1

−1 0

)
U

)
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and

(TUt l�)

((
0 1

−1 0

)
U

)
=

∑
c∈F

l�

((
0 1

−1 0

)(
c t

−1 0

)
U

)
= l�

((
t−1 0
0 1

)
U

)

+
∑
c∈F×

l�

((
tc−2 c−1

0 1

)(
0 1

−1 0

)
U

)

= �(t−1)l�(U)+ �(t)
∑
c∈F×

�2(c)l�

((
0 1

−1 0

)
U

)
.

Thus

TUt g� = �(t−1)h� and TUt h� = q�(t)g� + �(t)
∑
c∈F×

�2(c)h�.

In other words, with respect to the basis{g�, h�} of L�0(��,G/U), the operatorTUt
can be represented by the matrix

(
0 q�(t)

�(t−1) �(t)
∑
c∈F× �2(c)

)
.

Consequently, if�2 �= 1, the eigenvalues ofTUt are ±√
q with eigenfunctions

±√
q�(t)g� + h�; while if �2 = 1, the eigenvalues are�(t)q and −�(t) with eigen-

functionsg� + h� and qg� − h�, respectively.
Next we deal with the case� �= �0. Observe that

(
c t

−1 0

)
=
(

1 −c
0 1

)(
0 1

−1 0

)(
t−1 0
0 1

)(
t 0
0 t

)

and �(1,�) = −1. Recall that for a Steinberg representation� = �� with �2 = 1, the
spaceL�(�,G/U) is 1-dimensional generated by{WD0}. The action ofTUt on WD0

is given by, according to the Kirillov model of��,

(TUtWD0)(g) =
∑
c∈F

WD0

(
g

(
c t

−1 0

))
=
∑
c∈F

(
�
(
g

(
c t

−1 0

))
D0

)
(1)

=
∑
c∈F

(�(g)�(uc)�(w)�(ht−1)D0)(1)

=
∑
c∈F

(�(g)�(uc)�(w)�(t)D0)(1) (since� = �−1)
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=
∑
c∈F

(�(g)�(uc)(−q−1�(�,�−1,�)�(t))(�−1 +D0))(1)

= −q−1�(�,�−1,�)�(t)�(g)

×

∑
c∈F×

(q − 1)−1
∑

∈F̂

×

�(c)�(�−1
−1,�)
 + �−1 +

∑
c∈F

D0


 (1)

= −q−1�(�,�−1,�)�(t)�(g)

×[(q − 1)−1(q − 1)�(1,�)�−1 + �−1 + qD0](1)
= −�(�,�−1,�)�(t)[�(g)D0](1) = −�(�,�−1,�)�(t)WD0(g)

for all g ∈ G, which implies that the eigenvalue is

−�(�,�−1,�)�(t) = −�(��−1,�)�(�−1�−1,�)�(t) = −�(1,�)�(1,�)�(t) = −�(t).

Recall that for a principal series representation� = �� with �2 �= 1, the space
L�(��,G/U) is 2-dimensional generated by{WD0,WD∞}. Using the Kirillov model
of �, we get

(TUtWD0)(g) =
∑
c∈F

WD0

(
g

(
c t

−1 0

))
=
∑
c∈F

(
�
(
g

(
c t

−1 0

))
D0

)
(1)

=
∑
c∈F

(�(g)�(uc)�(w)�(ht−1)D0)(1) =
∑
c∈F

(�(g)�(uc)�(w)�(t−1)D0)(1)

=
∑
c∈F

(�(g)�(uc)(−q−1�(�,�,�)�(t−1))(�−1 +D0))(1)

= −q−1�(�,�,�)�(t−1)�(g)

×

∑
c∈F×

(q − 1)−1
∑

∈F̂

×

�(c)�(�−1
−1,�)
 + �−1 +

∑
c∈F

D∞


 (1)

= −q−1�(�,�,�)�(t−1)�(g)

×[(q − 1)−1(q − 1)�(1,�)�−1 + �−1 + qD∞](1)
= −�(�,�,�)�(t−1)[�(g)D∞](1) = −�(�,�,�)�(t−1)WD∞(g)
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and

(TUtWD∞)(g) =
∑
c∈F

WD∞

(
g

(
c t

−1 0

))
=
∑
c∈F

(
�
(
g

(
c t

−1 0

))
D∞

)
(1)

=
∑
c∈F

(�(g)�(uc)�(w)�(ht−1)D∞)(1)

=
∑
c∈F

(�(g)�(uc)�(w)�−1(t−1)D∞)(1)

=
∑
c∈F

(�(g)�(uc)(−q−1�(�,�−1,�)�(t))(� +D0))(1)

= −q−1�(�,�−1,�)�(t)�(g)

×

∑
c∈F×

(q − 1)−1
∑

∈F̂

×

�−1(c)�(�
−1,�)
 + � =

∑
c∈F

D0


 (1)

= −q−1�(�,�−1,�)�(t)�(g)[(q − 1)−1(q − 1)�(1,�)� + � + qD0](1)
= −�(�,�−1,�)�(t)[�(g)D0](1) = −�(�,�−1,�)�(t)WD0(g)

for all g ∈ G. With respect to the basis{WD0,WD∞}, the operatorTUt is represented
by the matrix

(
0 −�(�,�−1,�)�(t)

−�(�,�,�)�(t−1) 0

)
.

As

�(�,�,�)�(�,�−1,�) = �(�2,�)�(1,�)�(1,�)�(�−2,�) = q�2(−1) = q,

the eigenvalues are±√
q with corresponding eigenfunctions±√

q�(�,�,�)−1�(t)
WD0 −WD∞ .

We have shown

Theorem 14. For t ∈ F×, the Cayley graphXUt = Cay(G/U,Ut/U) is a q-regular
Ramanujan graph with the following eigenvalues: �(t)q of multiplicity one, −�(t) of
multiplicity q for �2 = 1, and ±√

q of multiplicity (q + 1)(q − 3)/2.

Therefore the graphXUt is bipartite for t nonsquare since�(t) = −1 for � of
order 2. If t is a square, the graph has two connected components, one with square
determinants and one with nonsquares. In caset = 1, one component is isomorphic
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to the graph Cay(PSL2(F)/U,UwU/U), which, for the caseq = p a prime, is a
cover of the Ramanujan graph on cusps of the principal congruence subgroup�(p) of
SL2(Z) studied by Gunnells in[8]. When q = pe is a power of the primep, a similar
interpretation holds, as we explain below.

The cusps of the Drinfeld upper half plane attached to the rational function field
Fp(T ) and the (degree one) place at infinity is represented byFp(T )∪{∞} = P1(Fp(T )),
on which the group� = GL2(Fp[T ]) acts via fractional linear transformations. Endow
a graph structure, calledX, on P1(Fp(T )) by defining two cuspsu, v to be adjacent if
there exists
 ∈ � sending the cusp 0 tou and the cusp∞ to v. Let P be an irreducible
polynomial of degreee over Fp, and let�(P ) be the principal congruence subgroup
of � consisting of matrices congruent to the identity matrix moduloP. Denote byXP
the quotient graph�(P )\X. This is a positive characteristic analog of the graphG(p)
in Gunnells’s paper [8].

We proceed to show the connection betweenXP and Cay(PSL2(F)/U,UwU/U).
First observe the following lemma, which can be deduced by the same argument as in
the proof of Lemma 1.42 in Shimura’s book [19].

Lemma 15. Let t = a
b
and t ′ = c

d
be two cusps inP1(Fp(T )), where a, b, c, d ∈ Fp[T ]

and gcd(a, b) = gcd(c, d) = 1. Then t and t ′ are equivalent under�(P ) if and only
if
(
a
b

) ≡ �
(
c
d

)
modP for some� ∈ F×

p .

Note thatFp[T ] moduloP is a finite field withpe = q elements, which we identify
with F. By the lemma above, the vertices inXP may be expressed as the column
vectors

(
a
b

)
modulo scalar multiplications byF×

p , wherea, b ∈ F, not both zero. The

cusp 0 is represented by
(

0
1

)
and cusp∞ by

(
1
0

)
. The image of� moduloP is

G′ = {
 ∈ GL2(F): det
 ∈ F×
p }

and the action of� on the cusps of�(P ) becomes (matrix) left multiplication byG′.
Observe that the vertices ofXP are also the first (or second) columns of the matrices

in G′ modulo F×
p . Since

G′ = SL2(F) ·
{(
a 0
0 1

)
: a ∈ F×

p

}

acts transitively on the vertices ofXP and the stabilizer of
(

1
0

)
in G′ is the Borel

subgroup ofG′, the vertices ofXP are represented by PSL2(F)/B, whereB denotes
the Borel subgroup of PSL2(F). Suppose that verticesu, v of XP are adjacent, that is,

there is a matrix
 ∈ G′ such that

(

0
1

)
= u and 


(
1
0

)
= v. Then v and u are the

first and second columns of
. In particular, this shows that the neighbors of
(

1
0

)
are

the second columns of the elements in the unipotent subgroupU of G′, which is also
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the unipotent subgroup of PSL2(F). Note that they are the first columns of the coset

representatives of the double cosetUwU = ⋃
c∈F

(
c
1

−1
0

)
U . As the edge structure on

XP is defined by transporting the edges out of the vertex
(

1
0

)
to other vertices using

left multiplications byG′, we have shown

Proposition 16. The graphXP on cusps of�(P ) is a quotient ofCay(PSL2(F)/U,

UwU/U), hence also a quotient ofCay(G/U,UwU/U). Consequently, it is a q-regular
Ramanujan graph.

5. The A-graphs

In this section, the groupH is A. We start with the spaceL�0(G/A). The group

G = UA ∪ UA
(

0
−1

1
0

)
A ∪ UA

(
0

−1
1
1

)
A is a disjoint union of three double cosets.

For � �= 1, one can easily see that the rightA-invariant space of Ind� is 1-dimensional,
generated by

f�

((
y x

0 1

)(
0 1

−1 1

)
A

)
= �(y) for all y ∈ F×, x ∈ F and

f�(UA) = f�

(
UA

(
0 1

−1 0

)
A

)
= 0.

If � = 1, then the rightA-invariant space is 3-dimensional generated by{f1, f2, f3}
where f1, f2 and f3 are the characteristic functions ofUA,UA

(
0
1

1
1

)
A and

UA
(

0
−1

1
0

)
A, respectively. Clearly,L�0(1 ◦ det,G/A) is 1-dimensional. SoL�0(�1,

G/A) is 2-dimensional. Next we fix a nontrivial additive character� of F. For each
irreducible representation� of G of degree greater than 1, the function

Wv(g) := (q − 1)−1
∑
r∈F×

(�(ghr)v)(1)

is right A-invariant for all v ∈ K�(�). From the action of�(hr) on � ∈ F̂
×

, D0 and
D∞ described in�2, we find

W�(g)=
{
(�(g)�)(1) if � = 1;
0 if � �= 1,

, WD0(g) =
{
(�(g)D0)(1) if � = �1;
0 if � = �� with � �= 1,

and WD∞(g) = 0 for all g ∈ G. Since dimL(G/A) = q(q − 1), we conclude by
dimension counting that for a principal series representation��, the Steinberg repre-
sentation�� with � quadratic, and for a discrete series representation��, the space of
right A-invariant vectors in its Whittaker model is 1-dimensional generated by{W1},
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and the space of rightA-invariant vectors is 2-dimensional generated by{W1,WD0} for
the Steinberg representation�1.

We have proven

Proposition 17. (1) The spaceL�0(��,G/A) is 1-dimensional if� �= 1 and 2-dimen-
sional if � = 1; and the spaceL�0(1 ◦ det,G/A) is 1-dimensional.

(2) For nontrivial �’s, the spaceL�(�,G/A) is 2-dimensional if� is the Steinberg
representation�1, and 1-dimensional otherwise.

The groupC hasq+4 A-double cosets. Except forA
(

1
0

0
1

)
A = A, A

(
0

−1
1
0

)
A =(

0
−1

1
0

)
A, each of the remainingq + 2 double cosetsA

(
0

−1
1
1

)
A, A

(
1
0

1
1

)
A and

A
(

1
1

�−c
1−c

)
A, c ∈ F, is the disjoint union ofq A-cosets. WriteAc = A

(
1
1

�−c
1−c

)
A

andA∞ = A
(

1
0

1
1

)
A for short. Among these, we rule outA� andA∞ since they are

contained in conjugates of the Borel subgroup ofG, andA1 andA( 0
−1

1
1)A since they

are not their own inverse. The remaining symmetric double cosetsAc, c ∈ F\{1, �} are
of interest to us. For suchc, we expressAc as the union ofA-cosets:

Ac =
⋃
x∈F×

(
x x(� − c)
1 1− c

)
A.

Our computations on the spaceL�0(G/A) will use the following facts repeatedly:

(i)
(
x
1
x(�−c)

1−c
)
A=

(
x(�−1)

1−c x

0 1

)(
0

−1
1
1

)
A and

(
0

−1
1
0

) (
x
1
x(�−c)

1−c
)
A=

(
1−�
x(�−c) − �

x

0 1

)
(

0
−1

1
1

)
A for all x ∈ F×,

(ii)
(

0
−1

1
1

) (
x
1
x(�−c)

1−c
)
A =

(
x(�−1)

(x−1)(x(�−c)−(1−c)) − 1
1−x

0 1

)(
0

−1
1
1

)
A for all x ∈

F×, x �= 1, c−1
c−� ,

(
0

−1
1
1

) (
1
1

�−c
1−c

)
A =

( 1
�−1

c−1
�−1

0 1

)
A and

(
0

−1
1
1

)( 1−c
�−c 1−c

1 1−c

)
A

=
(
(1−c)(�−c)

�−1
�−c
�−1

0 1

)(
0

−1
1
0

)
A.

For � �= 1, L�0(��,G/A) is 1-dimensional generated by{f�} with f�((
0

−1
1
1)) = 1,

so it is an eigenspace ofTAc with the eigenvalue

� = (TAcf�)

((
0 1

−1 1

))
=

∑
x∈F×

f�

((
0

−1

1

1

)(
x

1

x(� − c)
1 − c

))

= f�




 1

� − 1

c − 1

� − 1
0 1




 + f�




 (1 − c)(� − c)

� − 1

� − c
� − 1

0 1


(

0 1
−1 0

)
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+
∑
x∈F×
x �=1, 1−c

�−c

f�




 x(� − 1)

(x − 1)(x(� − c)− (1 − c)) − 1

x − 1
0 1


(

0 1
−1 1

)

=
∑
x∈F×
x �=1, 1−c

�−c

�
(

x(� − 1)

(x − 1)(x(� − c)− (1 − c))
)
.

Therefore|�|�2
√
q by Theorem 3 in Chapter 6 of[10]. If � = 1, thenL�0(�1,G/A)⊕

L�0(1◦det,G/A) is 3-dimensional, generated by{f1, f2, f3}. For i ∈ {1,2,3}, we have

(TAcfi)(UA) =
∑
x∈F×

fi

((
x x(� − c)
1 1− c

))

=
∑
x∈F×

fi




 x(� − 1)

1 − c x

0 1


(

0 1
−1 1

) ,

(TAcfi)

(
UA

(
0 1

−1 1

)
A

)

=
∑
x∈F×

fi

((
0 1

−1 1

)(
x x(� − c)
1 1− �

))

= fi



 1

1 − �
c − 1

� − 1
0 1




 + fi




 (1 − c)(� − c)

� − 1

� − c
� − 1

0 1


(

0 1
−1 0

)

+
∑
x∈F×
a �=1, 1−c

�−c

fi




 x(� − 1)

(x − 1)(x(� − c)− (1 − c)) − �
x − 1

0 1


(

0 1
−1 1

) ,

(TAcfi)

(
UA

(
0 �
1 0

)
A

)
=

∑
x∈F×

fi

((
0 1

−1 0

)(
x x(� − c)
1 1− c

))

=
∑
x∈F×

fi




 � − 1

x(� − c) −1

x
0 1


(

0 1
−1 1

) .
This shows that

(TAcf1) = f2, (TAcf2) = (q − 1)f1 + (q − 3)f2 + (q − 1)f3 and (TAcf3) = f2.
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So with respect to the basisf1, f2, f3, the operatorTAc is represented by the matrix


 0 q − 1 0

1 q − 3 1
0 q − 1 0


 .

Clearly, 0 is an eigenvalue ofTAc . Further, L�0(1 ◦ det,G/A) is a 1-dimensional
eigenspace with the eigenvalueq−1. Hence 0,q−1 and−2 (from trace computation)
are eigenvalues ofTAc with the eigenfunctionsf1 −f3, f1 +f2 +f3 and 1−q

2 f1 +f2 +
1−q

2 f3, respectively.
Now we turn to a nontrivial additive character�. Recall thatL�(�,G/A) is generated

by {W1} for � �= �1 and by {W1,WD0} for � = �1. We shall compute the actions of
TAc on these two functions. Note that

(
x x(� − c)
1 1− c

)
=
(
x 0
0 1

)(
1 1
0 1

)(
0 1

−1 0

)(
1(1 − c) (1 − �)−1

0 1

)

×
(
(1 − �)−1 0

0 1

)(
� − 1 0

0 1

)
for all x ∈ F×.

Using the Kirillov model of� given in �2, we compute first

(TAcW1)(g) =
∑
x∈F×

W1

(
g

(
x x(� − c)
1 1− c

))
=
∑
x

[
�
(
g

(
x x(� − c)
1 1− c

))
1

]
(1)

=
∑
x

[�(g)�(hx)�(u1)�(w)�(u(1−c)(1−�)−1)�(h(1−�)−1)1](1)

= (q−1)−2q−1
∑

∈F̂

×

((1−c)(1−�)−1)�(
−1,�)�(�,
,�)

×
∑

∈F̂

×
�(
−1
−1)

[
�(g)

∑
x


(x)


]
(1)

+ (q−1)−1
∑

∈F̂

×

((1−c)(1−�)−1)�(
1,�)

[
�(g)

∑
x

�(hx)e(
)

]
(1)

= (q − 1)−1q−1
∑




((1 − c)(1 − �)−1)�(
−1,�)2�(�,
,�)[�(g)1](1)

+ (q−1)−1
∑




((1−c)(1−�)−1)�(
−1,�)

[
�(g)

∑
x

�(hx)e(
)

]
(1).
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The sum
∑
x∈F× �(hx)e(
) = −q−1(q−1)�(�,
,�)(q2−1)�
,1D0 if � is the Steinberg

representation�1, and 0 otherwise. In case� is the Steinberg representation�1, we
also need to find the action ofTAc on WD0, which is, for g ∈ G,

(TAcWD0)(g) =
∑
x∈F×

WD0

(
g

(
x x(� − c)
1 1− c

))
=
∑
x

[
�
(
g

(
x x(� − c)
0 1− c

))
D0

]
(1)

=
∑
x

[�(g)�(hr)�(u1)�(w)�(u(1−c)(1−�)−1)�(h(1−�)−1)D0](1)

=
∑
x

[�(g)�(hx−1)�(u1)�(w)�(u(1−c)(1−�)−1)D0](1)

=
∑
x

[�(g)�(hx−1)�(u1)[−q−1�(�1,1,�)(1 +D0)](1)

= −q−1
∑
x

�(g)�(hx−1)


(q − 1)−1

∑

∈F̂

×
�(
−1,�)
 +D0


 (1)

= −q−1�(g)


(q − 1)−1

∑



�(
−1,�)
∑
x


(x)
 +
∑
x

D0


 (1)

= q−1[�(g)1](1)− q−1(q − 1)[�(g)D0](1)
= q−1W1(g)− q−1(q − 1)WD0(g)

since �(�1,1,�) = 1.
To compute the eigenvalues and the eigenfunctions ofTAc , we begin with the

2-dimensional spaceL�(�1,G/A) generated by{W1,WD0}. The identities

�(�1,
,�) = �(
,�)2 and �(
,�)�(
−1,�) =
{

1 if 
 = 1;
q if 
 �= 1,

yield the expression

(TAcW1)(g) = −(q − 1)−1q−1(q2 − 1)W1(g)+ q−1(q2 − 1)WD0(g).

Hence with respect to the basis{W1,WD0}, the operatorTAc is represented by the
matrix




−q + 1

q

1

q
q2 − 1

q
−q − 1

q


 .
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Thus 0 and−2 are the eigenvalues ofTAc with eigenfunctionsW1 + (q + 1)WD0 and
(q − 1)W1 −WD0, respectively.

Next we consider the case where� �= �1. ThenL�(�,G/A) is 1-dimensional, so it
is an eigenspace generated by{W1} with the eigenvalue

� = (q − 1)−1q−1
∑

∈F̂

×

((1 − c)(1 − �)−1)�(
−1,�)2�(�,
,�).

When� is a discrete series representation��, we have�(�,
,�) = −�z∈E×�(z)
(N z)
�(Tr z) so that

∑

∈F̂

×

((1 − c)(1 − �)−1)�(
−1,�)2�(�,
,�)

= −
∑

∈F̂

×

((1 − c)(1 − �)−1)

∑
x∈F×


−1(x)�(x)
∑
y∈F×


−1(y)�(y)

×
∑
z∈E×

�(z)
(N z)�(Tr z)

= −(q − 1)
∑
x∈F×

∑
z∈E×

�(z)�
(
(1 − c)N z
(1 − �)x

)
�(z)�(Tr z)

= −(q − 1)
∑
z∈E×

�(z)�(Tr z)
∑
x∈F×

�
(
x + (1 − c)N z

(1 − �)x

)
.

Thus |�|�(q − 1)−1q−1(q − 1)q(2
√
q) = 2

√
q Corollary 5 in Chapter 6 of[10].

When � is a principal series representation or a Steinberg representation�� with
� �= 1, we have�(�,
,�) = �(�
,�)�(�−1
,�) so that

∑

∈F̂

×

((1 − c)(1 − �)−1)�(
−1,�)2�(�,
,�)

=
∑

∈F̂

×

((1 − c)(1 − �)−1)

∑
x∈F×


−1(x)�(x)
∑
y∈F×


−1(y)�(y)
∑
u∈F×

�
(u)�(u)

×
∑
z∈F×

�−1
(z)�(z)
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= (q − 1)
∑

x,u,z∈F×
�(x)�

(
uz(1 − c)
(1 − �)x

)
�(u)�(u)�−1(z)�(z)

= (q − 1)
∑
u∈F×

�(u)�(u)
∑
z∈F×

�−1(z)�(z)
∑
x∈F×

�
(
x + uz(1 − c)

(1 − �)x

)
.

Thus |�|�(q − 1)−1q−1(q − 1)
√
q
√
q(2

√
q) = 2

√
q by the same corollary.

We have found all eigenvalues and eigenfunctions of the operatorTAc on the space
L(G/A). The eigenvalues are the spectrum of the Cayley graph Cay(G/A,Ac/A); the
estimates indicate that it is almost a Ramanujan graph. We record this in

Theorem 18. For c �= 1, �, all nontrivial eigenvalues of the Cayley graphXAc
= Cay(G/A,Ac/A) have absolute value at most2

√
q.
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