
An International Journal 

mathematics 
computers & 

with applications 
PERGAMON C o m p u t e r s  and  M a t h e m a t i c s  with Appl ica t ions  42 (2001) 1465 1483 

www.elsevier .n l / loca t  e / c a m w a  

Three-View 
Matching Algorithm for 

Multipolyhedron Reconstruction 
Using Genetic Algorithm 

J I A N N - D E R  LEE 
D e p a r t m e n t  o f  E l ec t r i c a l  E n g i n e e r i n g  

C h a n g  C u n g  U n i v e r s i t y  

T a o - Y u a n ,  T a i w a n  333,  R . O . C .  

j d l e e ~ m a i l ,  c g u .  e d u .  tw 

(Received May 1999; revised and accepted May 2000) 

A b s t r a c t - - I n  th i s  paper ,  a novel stereo m a t c h i n g  a lgor i thm based on genet ic  a lgor i thm (GA) is 
p roposed  to find t he  cor respondences  a m o n g  mul t ipolyf iedron objec ts  in a three-view sys t em.  O p t i m a l  
c a m e r a  conf igura t ion  in the  approach  is used to reduce the  feature  searching  a rea  on t he  image  plane,  
and  GA is t hen  used to refine the  m a t c h i n g  results .  Due  to op t imal  c a m e r a  configurat ion,  we can  
achieve a smal le r  searching  area,  less ambigui ty ,  and  a faster  m a t c h i n g  process.  T h e  features  on the  
second image  near  t he  intersect ion of the  two epipolar  lines derived from the  first and  the  th i rd  images  
considered as possible  t r ip le ts  are refined us ing GA. The  f i tness funct ion  for every co r respond ing  
t r ip le t  is ass igned according to the  cor responding  d is tance  between the  fea ture  locat ion and  the  
in tersect ion of two epipolar  lines. T he  cons is ten t  connect ion re la t ionship  is t h e n  enforced in t he  
evolut ion  process  to resolve the  amb i guous  correspondence  triplets.  Expe r imen ta l  resu l t s  show t h a t  
t he  3-D mul t ip le  po lyhed ra  in a complex  scene can be successful ly recons t ruc ted  in a three-v iew 
sys t em.  @ 2001 Elsevier Science Ltd.  All r ights  reserved. 

K e y w o r d s - - M u l t i p o l y h e d r o n  reconst ruct ion,  Three-v iew analysis ,  Genet ic  a lgor i thm.  
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N O M E N C L A T U R E  

t h e  world coord ina te  sy s t em 

the  c a m e r a  coord ina te  s y s t e m  

the  image  coord ina te  s y s t e m  

the  coord ina tes  of  t he  c a m e r a  lens 
cen te r  in world coord ina te  s y s t e m  

f the  focal length  

/~ tile ro ta t ion  ma t r i x  

T the  t r ans la t ion  ma t r i x  

X a scale factor defined as OIP,~/O'P[~ 
where  P ,  is a point  in 3-D space  

1. I N T R O D U C T I O N  

In the application of computer vision, it is an important subject to reconstruct three-dimen- 
sional objects from stereo images. Although active ranging methods are useful in controllable 
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environments, passive stereo methods are more convenient and suitable for general machine vision 
applications, such as aircraft navigation, industrial automation, passive navigation, cartography, 
surveillance, etc., [1-4]. In general, 3-D reconstruction consists of four major steps, namely, 
camera calibration, feature extraction, stere() matching, and depth reconstruction. Once the 
camera configuratkm is established, the nmpping parameters of the cameras retbrring to the 
global coordinate system (:an be obtained. ALter the images of the objects are taken, features 
on the image are extracted by employing a series of image processing techniques. Among the 
images, corresponding feature pairs or triplets are identified and then examined to find the 
stereo matching. Associated with the camera geometry, the matching results are then applied to 
compute the 3-D intbrmation of the scene for the depth reconstruction. 

Ill the above-mentioned steps, the matching of stereo images is essential in identit}qng the 
corresponding points in two inmges that are taken from tile same physical point in the 3-D 
space. Various hierarchical and global matching techniques [5 15] have been proposed to atvoid 
ambiguous matching. Most of tile nmtching schemes include two stages [16- 18]. 'File l)urpose of 
tile first stage is to reduce tile matching computation. In this stage, the geometric constraints 
in physical dirnensions and relative locations are used to decide the image region within which 
the corresponding features will be searched. Then the similarities of tile local information of the 
features within the ~arching regions are exploited to pick out tile potential correspondences. In 
the second stage, the topological constraints in connections between the features using relaxation 
or coarse-fine matching strategies are applied to eliminate the mnbiguity. 

In the past, Hung et al. [6,7] proposed an aI)proach for 3-D single-polyhedron reconstruction 
I)y using three-view stereo analysis. In their approach, the "point corresponding constraint flmc- 
tion" of a corner pair on two image planes is derived from the relationship between the global 
coordinates and the inmge coordinates of the corner pail'. Hung used this function as a neces- 
sary condition for matching corner points for single-polyhedron reconstruction. Their method, 

however, cannot be applied to the problem of multipolyhedron reconstruction. Basically, re- 
construction problems associated with the multipolyhedron scenes include the fbllowing three 
conditions: 

(1) the feature points spread all over the image plane; 
(2) many lines are missing in the images due to noise; 
(3) false connections between corners will be detected due to corners or edge lines overlap on 

the image plane under I)erspective projections. 

In order to avoid ambiguous matching in a three-view system, an efficient matching algorithm 
for multil)olyhedron reconstruction with the aid of genetic algorithm (GA) is proposed. This 
scheme includes two stages: search region finding and corresponding point verification. In the 
stage of search region finding, based on optimal camera configuration developed in our previous 
study [13], geometric constraints in physical dimensions and relative locations are used to decide 
the image region within which the corresponding features will be searched. Then, tile similar- 
ities of the local feature information within the searching regions are exploited to sort out. the 
potential correspondences. More specifically speaking, for a corner pair front two input images, 
we define a corresponding corner candidate function (CCCF) as a necessary condition for finding 
its corresponding corner point in the third input image. In the stage of corresponding point 
verifcation, the genetic algorithm using the topological constraints in connections between the 
features is applied to eliminate the ambiguity of tile matching results obtained in the stage of 
search region finding. The features used in the method are corner points and the edge connection 
information among the corners of the polyhedron. Figure 1 shows the flowchart of the proposed 
algorithms fbr multipolyhedron reconstruction. 

The remainder of this 1)aper is organized as follows. The proposed algorithm, including the 
deriwttion of the camera extrinsic parameters, the derivation of the CCCF, and stereo matching 
using genetic algorithm, are presented in Section 2. The preprocessing steps consisting of geomet- 
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Figure 1. The flowchart of the proposed method. 

rical correction, feature extraction, connection finding, and exI)erimental results are illustrated 
in Section 3. Finally, discussions and conclusions are presented in Section 4. 

2. T H E  P R O P O S E D  A L G O R I T H M  

In this approach, the corresponding corner candidates of a feature point in the first image are 
found by searching along the epipolar line in the second image. The epipolar line is derived by 
computing the intersection of the epipolar plane and the second image plane. For a three-view 
system, two epipolar lines can be derived on an image plane [6,7]. The feature points around 
the intersection of the two epipolar lines are regarded as the possible correspondences. The 
mathemat ica l  derivation of the proposed method is given below. 

2.1.  D e r i v a t i o n  o f  t he  C a m e r a  Extr ins i c  P a r a m e t e r s  

A general model of single-view camera geometry is shown in Figure 2. The camera parmne- 

ters include intrinsic parameters  (i.e., image center, focal length, and aspect ratio) and extrinsic 
parameters  (i.e., rotation matrix and translation matrix).  It  is assumed tha t  tile intrinsic pa- 
rameters  of the camera have been obtained from previous experience, so the calibration task is 
to solve the extrinsic parameters  for each camera. According to references [19,20], a 3-D point P 
with world coordinates and camera coordinates is related to its corresponding image point P '  
with image coordinates by 

(x, y, z) '  = R .  (u', w', v ' ) '  + (:':c, Y~., zc)', (1) 

(u', w', v') = A(u, f ,  v), (2) 

( R~I R1,2 RI:~ ) 
R ---- R21 R22 R23 , 

R31 Ra2 Ra:~ 



1468 J . -D .  LEE 

Z,, 

0 

V 

t . . . . . .  I 

image plane 

X ~v 

world coordinate system 

Figure 2. The camera viewing model used in this approach. 
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Figure 3. A regular prism used for calculating the camera extrinsic parameters. 

where A = O~P/OtP / is a scale factor and R is the rotation matrix. From the geometric properties 

of the mark  shown in Figure 3, we obtain 

(1) AB : OC, 
(2) AO = 1 (a known constant),  

(3) AB is perpendicular to AO. 

Substi tuting the image coordinates of O, A, B, C into Properties 1-3, the focal length f ,  and the 

scale factors Ao, ),A, ~B, XC can be derived sequentially by the following equations: 

f :  I(KBUB--KAUA)(KottO--KAUA)4-(KBVB--KAVA)(Kovo--KAVA)]I/2 
(KA -- KB) (Ko  - KA) , (3) 

l 
,~O =- [(KAZtA -- ttO) 2 + (KAf -- f)2 + (KAV A _ vo)211/2' 

(4) 

Xh = KAAO, 

AB = KBAO, 

Ac = KcAo,  

(5) 

where KA, KB, K c  are constants. From equation (2), the camera coordinates of points A, B, 
C, O, and the length OC (denoted as IIOCII) can be obtained. Let LA, Lc,  Lo represent the 
distance between points A, C, O, and the camera lens center O', respectively. From the landmark 
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and the camera coordinate system, we have 

' ~ 2  L~) = A~) (u 2 + f2 + v 2) = x~, + y'~: + ~ c ,  

L 2 = A 2  (u~ + f 2 + v ~ )  = x ~  ÷ y ~ : + ( z c - l ) 2 ,  

L~: = A~: (a~, + f2  ÷ v2) = (:z: C _ iIV<l)2 + y~, ÷ zg, 

(6) 
(7) 

(8) 

Rearranging the above equations, (xc, Yc, zc) can I)e derived as 

1 
zc :=  ~ ( G - L X  +12) ,  

xC -- 1 (L~) - + IIOVll=') , 
2 lib-ell 

Y C  = ( L ~ )  - -  2 , ' 2 ? -  Z 2 7 ) 1 7 2 .  

(9) 

(1o) 

(1]) 

Once (xc ,  Yc, zc) is derived, substituting the coordinates of points A, B, C, O into equation (1), 

can solve the rotat ion matr ix  R. 

2.2.  D e r i v a t i o n  o f  C o r r e s p o n d i n g  C o r n e r  C a n d i d a t e  F u n c t i o n  ( C C C F )  

Rearranging equations (1) and (2), we have 

( z  - z c ,  y - y c ,  z - z c )  ~ = A(n , ,  f l ,  "r)' ,  (12) 

with 
(~, ~, ?)~ = n 0 , ,  f ,  v ) ,  ( 1 3 )  

where (xc,  Yc, ac) is the location of the camera lens center in the global coordinate system. 
From equation (12), two rays of a 3-D point in a two-view system, which consists of Cameras  1 

and 2, can be expressed as 
X - -  X C 1  = A I ( ~ '  1 

Y - -  Y C 1  = A l f ; ~ l ,  (14) 

z. - -  ~ C 1  = / ~ I " Y l ,  

and 

respectively. 

z -  ZCl ¢ 0 and z -  zc2 ¢ 0, we have AL 
equation (15) can be rewritten as 

;/" - -  d. 'C2 z + \ 2 ( / 2  ' 

,'7 - -  ~ Ic2 = A2,;~2: ( 1 5 )  

2 - -  /7.(; 2 - -  / ~2 " f2 ,  

Under the assumption that  the two cameras are located above the object,  i.e., 

- -  (Z Z ( , . l ) / h '  1 and A2 = ( z -  zc:2)/72. Thus, 

a: -- xCl \ 71 / 

y - ,<u \7~( i  (z - zcl) ,  

(16) 

and 

Y - Y(:2 = \7~I 
f i r )  
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(a) An example source image. 

(b) The resultant image of Figure 4a ~tffer thinning. 

Figure 4. 

S u b t r a c t i n g  equa t ion  (16) from equa t ion  (17) and e l imina t ing  var iable  z, we o b t a i n  the  C C C F  

as follows: 
C C C F  (ua v a ' b ,b~ ~ ~,  ~ , U j ,  ~ j )  = (~1"/2 -- ,J2~'l) /kxc - (al~/2 - °:2Yl)AYC (is) 

+(al /32  - ~ 2 ; h ) A z c  = O, 
ct , a where  A x c  xcz  - x c l ,  A y c =  y c 2 -  Ycl,  and A z c  = zc2 - z c l .  In  (u i ,  v i ), the  supe r sc r ip t  ' a '  

~ / a  a denotes  View 1 and  the  subscr ip t  ' i '  denotes  the  sequence number .  Assume  ( i ,  vi  ) is a fixed 

fea ture  po in t  (i.e., u a and  v a are  cons tan t )  in View 1, the  ep ipo la r  line (u a, v~) in View 2 can  be 

expressed  as 

C C C F  (u~, v~) = (gh'72 - a2"/1)L-~xc -- (Ctl'~2 -- 0~2 ' /1 )AYc  4- ( d i l l 2  -- o~2/~l)z~xzc = 0. (19)  

tta a c Assoc i a t ed  w i t h  fea tu re  po in t s  ( i ,  vi. ) in  Im age  1 and  (u~., v~.) in I m a g e  3, t h e  two ep ipo l a r  

l ines  o n  I m a g e  2 for a t h r ee -v i ew s y s t e m  are  g iven  by  

tta ,,a • b ,b C C C F  ( i ,  u i ,  t t j , ' c j )  = ('3V72 - ~'~2"~I)A:EC1 - -  (d~l~2 - -  (]:2~/I)L'~/]('.l (2o) 
+ ( ~ 1 3 2  - ~,2#x ) A z c l  = 0 
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Figure 5. The edge image of Figure ,1 after corner extraction. 
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Figure 6. The scanning models. 
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Figure 7. Illustration of constructing possible triplets. 
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Table 1. Node connection information of the sample image. 

Node Connected Node 

0 1,2 

1 0,3,4 

2 0,4,6 

3 1,5,7 

4 1,2,7 

5 3,13,10 

6 2,7,9 

7 3,4,6 

8 11,16 

9 6,13 

10 5,18 

11 19,8 

12 15,20 

13 5,9,18 

14 17,23 

15 12 

16 8,19,26 

17 14,21 

18 13,10 

19 11,16,31 

20 12,24,33 

21 17,30,22 

22 28,21 

23 14,25,35 

24 20,38,15 

25 17,23,30 

26 16,31 

27 29,34,32 

28 22,36 

29 22,27,36 

30 25,34 

31 19,26 

32 27,36,37 

33 20,38 

34 37,27,30 

35 23,37 

36 28,32 

37 32,35 

38 33 

a n d  
uc ,uC b ,b\ 

C C C F  ( k, k, u j ,  v j )  = (/33~/2 - ~ 2 7 3 ) A x c 3  - (~3"/2 - ct2~/3)Ayc3 

j-(O~3,~ 2 -- (1~2,/~3)AZ(?3 = O, 
(21) 

r e spec t i ve ly ,  w h e r e  A x c l  = x c 2 -  :/2(71, AYcI  : Yc2 -Y (? l ,  A z c 1  = zc2 - - g c 1 ,  z2kxc3 = : r c 2 -  3:c3, 

A y c 3  = Yc2 - Y e a ,  a n d  A z c 3  = z<?2 - z c 3 .  I t  is n o t e d  t h a t  t h e  p a r a m e t e r s  r e q u i r e d  for c a l c u l a t i n g  

C C C F  can  be  o b t a i n e d  f rom c a m e r a  c a l i b r a t i o n  d e s c r i b e d  in p r e v i o u s  sec t ion .  In  o t h e r  w o r d s ,  
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(a) T h e  source image taken by C a m e r a  1. 

(b) T h e  source image taken by C a m e r a  2. 

• %:-~ 

(c) T h e  source image taken by C m n e r a  3. 

F igure  8. 
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F i g u r e  9. T h e  two  e p i p o l a r  l ines  on  V i e w  2. 

f rom equat ions  (12)-(14),  we have 

oq = R n x u ,  i + + R 1 3 x v  ~, 

r' .a x a a N a a "71 = /~31 ui + R32 f + R33XV ~ , 
~ ~ ~ R ~ ×  ~ b 

= R21XUj J- f + R23XVj, 
c c RT~x  f c Of 3 = RllXUk -[- d -R13xvk ,  

= x a R~2X n a  x '  " /~1 R~I ui + f + r ~ 2 3  ~ , 

0.2 : R~, × 4  + ~b × f  + R~:~ × ," t j ,  

/73 = R~ l  x'u,~. + R22~ x f + R2.~, x .u f .<. 

Simplify equat ions  (20) and (21), the intersection of two epipolar  lines in View 2 can be 

expressed by 
b A1B2 - A2B1 b A1C2 - A2C1 (22) 

u j -  C1B2 C 2 B I '  vj : C1B2 C 2 B I '  

where  

A1 -- AXcl  (Rb271 -- 

Ae  : A x c a  (R~273 - 

B1 = Axc1  (Rb371 - -  

B2 : A z c a  (aba73  - 

C1 = AXCl (/{51"71 - 

C2 A z c 3  (/~b21-/3 __ b (R, t l ~  3 __ : R31~3 ) -- AyC3 

Rbg,b'l) -- A y c l  (/{bl2~/t- 

b R ~ / ~ )  - A y ~  ( R , ~ v . ~  - 

/~b33/~1) -- Z ~ Y c 1  (/~,73"~/1- 

• b , 

R . ~ / ~ 3 )  - p , , j ~  ( R , ~ , 3  - 

R ~ , ~ ' , )  - A..~,c, (Rt,,,,,, - 

f~b2c~ 1) @ 

R~:~) + 

/7 b ~ 
"33 3} -[- 

Rblch)  + 

s~b 1 ~3) @ 

A z c l f  (Rbl2J, -- 17,b2~h) 

b 

azc1  (/~73/~1-/~,b30:1) 

c , ~c From equat ion (16), it is clear t ha t  if ~(u (~,, v~) and (u~:, ~.) form a correspondence  pan',  then  
(u~, fj),,b (uai, vai ), and (u~, vk )c form a corresponding triplet .  Due to image quant iza t ion  error,  

m e a s u r e m e n t  error of the  camera  pa rame te r s  and derivat ion of the  corner points  exist  in pract ical  
appl icat ion,  the C C C F  values of two corresponding corner points  are usual ly not equal  to zero. 
However,  using the  cri terion of ICCCF I <_ T h ,  where T h  is a preset  value, we can find all 
candida tes  of corresponding corner t r iplets  among  the three images. The  real t r iplets  are finally 
de te rmined  by GAs  using the topological  constra ints  in connections,  i.e., t r iplet  commct ion  force 
( T C F )  be tween each detected corner point. 
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2.3. Genetic Algorithm for Stereo Matching 

Genetic algorithms [21-23] are stochastic searching algorithms based on the natural selection 
and natural genetics. Genetic algorithms, differing from traditional search techniques, start  with 
an initial set of random solutions called population. Each individual in the population is called a 
chromosome, representing a solution to the problem at hand. In other words, each chromosome is 
coded as a bit-string. The chromosome evolves through successive iterations, called generations. 
During each generation, the chromosomes are evaluated using some measure of fitness. To create 
the next generation, new chromosomes, called offspring, are fornmd by either 

(1) merging two chromosomes from current generation using a crossover operator,  or 
(2) modifying a chromosome using a mutation operator. 

A new generation is formed by 

(1) selecting some of the parents and offspring, according to the fitness values, and 
(2) rejecting others so as  to keep the population size constant. 

The fitter chromosomes have higher probabilities of being selected. After several generations, 
the algorithms converge to the best chromosomes, which represents the optimum or suboptimal 
solution to the problem. 

In short, the first step in applying the genetic algorithm is the creation of the initial population. 
In each iteration, a new population of the same size is generated from the current population 
using genetic operations, (i.e., crossover and mutation) and evolution operation (i.e., selection). 
In this work, for each image i, we let m be the number of the detected corner point, and C i = 

i i i t (C1,C9 , . . . , C m )  , i = 1 , . . . , 3 ,  be the index vector of these corner points. Thus, each gene 
is represented by a binary strings of length 3*MAX(N1, N> N3) bits. If the bit has a value 1, 
then the corresponding corner point has a triplet candidate and its index in other two images 
are recorded. Otherwise, it is excluded fi'om the gene to indicate no possible triplet exist. For 
example, let N1 = 3, N2 = 4, Na = 3 and the gene is 1011100011. It means that  the first and 
third corner points in Image 1, the first and second cornel' points in hnage 2, and the second and 
third corner points in Image 3 have triplet candidates. In order to evaluate the importance of 
various terms in TCF, three types of fitness functions are proposed for a given chromosomes chr. 
These fitness functions are expressed as below, respectively. 

TYPE-1. 

Fit(chr) = N{IN ~ [TCF l (C~) - TCF 1 (C~)] , i = 1,3, (23) 
a,b=O 

w h e r e  TCFI(CX) i i i i i i = (Q~-I and the neighboring two corner [ [ C a _ I C A H - } - [ [ C A C a + I H  and C a + l )  is 

points of C~. MIN is a minimum operator. 

TYPE-2. 

F i t ( c h r ) = M I N  ~ ]TCF ~(C~x ) - T C F  2 (C~) ] ,  i = 1 , 3 ,  (24) 
a,b=O 

where TCF2(C~) ~ i i = ~ (Ca- 1 CA Ca+l ), and Z () denotes the interior angles between these corner 
points (i.e., C~, C i and i ' a - l ,  C a + l ) "  

TYPE-3. 

Fit(chr) = MIN £ [TCF 3 (C~) - TCF 3 (C~) I , i = 1, 3, (25) 
a,b=l  

where TCF3(C~,) i i i i ~ i , /(1 ([[Ca-ICA [] K2 = + [I CA Ca+ 1 are weighting [I) +K2Z(C,,_ICACa+I),  K 1 ,  and 
factors. 
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'Fable 2. The  in i t ia l  ma tch ing  resul ts  
before using GA. 

Table  3. The  final m a t c h i n g  resul ts  

using Type-1 fitness function. 

Image  1 Image  2 Image  3 

0 0 0 

t 2 1 

2 2 3 

3 4 1 

4 4 4 

5 5 5 

6 6 6 

7 8 8 

8 9 9 

9 10 9 

10 10 l0  

l l  l l  11 

12 13 14 

13 11 12 

14 16 [5 

15 17 14 

16 15 ld  

17 17 17 

18 18 18 

19 19 22 

20 21 22 

21 20 19 

22 22 23 

23 23 22 

2.1 24 23 

25 26 25 

26 26 28 

27 28 29 

28 27 27 

29 29 29 

30 31 30 

31 30 34 

32 32 34 

33 33 31 

34 35 36 

35 33 32 

36 36 36 

37 37 37 

38 37 35 

Image  1 Image  2 Image  3 

0 0 0 

1 1 1 

2 2 2 

3 3 3 

4 4 4 

5 5 5 

6 6 6 

7 7 7 

8 8 8 

9 9 9 

10 10 10 

11 l l  11 

12 12 12 

[3 13 13 

14 16 16 

15 14 1 5 '  

16 15 14 

17 17 17 

18 18 18 

19 19 20 

20 21 21 

21 20* 19" 

22 22 22 

23 23 24* 

24 24 23* 

25 25 25 

26 26 28 

27 28 26* 

28 27 27* 

29 29 29 

30 30 30 

31 31 34 

32 32 33 

33 33 31 

34 35 35 

35 34 32 

36 36 36 

37 37 37 

38 38 38 

*: Error  Match ing  
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Table 4. The final matching results 
using Type-2 fitness function. 

Image 1 Image 2 hnage  3 

0 0 0 

1 1 1 

2 2 2 

3 3 3 

4 4 4 

5 5 5 

6 6 6 

7 7 7 

8 8 8 

9 9 9 

10 10 10 

11 11 11 

12 12 12 

13 13 13 

14" 16 16 

15 14" 15 

16 15 14 

17 17 17 

18 18 18 

19 19 20* 

20 21 21" 

21 20 19 

22 22 22 

23 23 24 

24 24 23 

25 25 25 

26 26 28 

27 28 26 

28 27 27 

29 29 29 

30 30 30 

3l 31 34 

32 32 33 

33 33 31 

34 35 35 

35 34 32 

36 36 36 

37 37 37 

38 38 38 

Table 5. The final matching results 
using Type-3 fitness function. 

Image 1 Image 2 Image 3 

0 0 0 

1 1 1 

2 2 2 

3 3 3 

4 4 4 

5 5 5 

6 6 6 

7 7 7 

8 8 8 

9 9 9 

10 10 10 

11 11 11 

12 12 12 

13 13 13 

14 15 15 

15 16 14 

16 14 16 

17 17 17 

18 18 18 

19 19 20 

20 21 21 

21 20 19 

22 22 22 

23 23 24 

24 24 23 

25 25 25 

26 26 28 

27 28 26 

28 27 26 

29 29 29 

30 30 30 

31 31 34 

32 32 33 

33 33 31 

34 35 32 

35 34 35 

36 36 36 

37 37 37 

38 38 38 

*: Error  Matching *: Error  Matching 
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Figure 10. '['he reconstructed image of Figure 8. 

Figure 11. The overlay' image of Figures 8 and 10. 

Since the selection probabil i ty (SP) of a part icular  chromosome is propor t ional  to the fitness 
• / N value, it is expressed as SP = F l t (chr ) /~ , :h , .= l  Fit(chr),  where N is the popula t ion size. We 

have chosen one i)oint crossover operator ,  and a muta t ion  operator  with elitist s t ra tegy  as in the 

simi)le genetic a lgori thm given in [23]. By iterative running of the evolution cycle, chromosome 

strings are upda ted  trod the performance is gradual ly improved. The  cycle terminates  when all 

chronlosome strings no longer ehange, i.e., the chromosome st.rings converge. 

3. I M A G E  P R E P R O C E S S I N G  A N D  E X P E R I M E N T A L  R E S U L T S  

A three-views sys tem has been built to reconstruct  nmlti l)olyhedron by using the proposed 
approach.  Under  all opt imal  camera  configuration [18], three CCD cameras first cai)ture(1 three 
images of a test sample (a scene of nmltii)olyhedron). All the cameras are set at the same half 
SlmCe, and they  are well calibrat(~d using a mark. The  optical axis of every camera is toward 
the center of the po lyhedra  which are put  together  on the table and the working environment  
is controlled to form black background.  In this approach,  the desired features for matching  and 

reconstruct ion are corner points and edge lines. Pleprocessing consists of geomet.rical correct ion 
and ligature extract ion is employed to extract  those features. '[ 'he details of these procedures are 

described as ff)llows. 
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(a) The source image taken by Camera 1 in Experiment 2. 

(b) The source image taken by Camera 2 in Experiment 2. 

(c) Tile source image taken by Camera 3 in Experiment 2. 

Figure 12. 
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Table 6. Node connection in- 
fornmtion of the first image 
used in Experiment 2. 

Node Connected Node 

0 1,8,4 

1 0,2 

2 1,3 

3 0,2,4 

4 0,3 

5 6,8 

6 5,7 

7 6,8,10 

8 5,7,9 

9 8,10 

10 7,9 

1 l 12,14 

12 11,13,15 

13 14,15,16 

14 11,13,17 

15 12,16 

16 15,17 

17 14,16 

18 19,21 

19 18,20 

20 19,21,23 

21 18,20,24 

22 19,23 

23 22,24 

24 21,23 

Table 7. The initial matching results 
before using GA. 

Image 1 hnage 2 Image 3 

0 4 0 

1 1 3 

2 6 1 

3 3 2 

4 O 3 

5 4 8 

6 13 6 

7 5 7 

8 6 6 

9 8 7 

10 13 18 

11 5 9 

12 8 9 

13 9 13 

14 10 10 

15 7 12 

16 11 13 

17 10 10 

18 14 15 

19 16 16 

20 15 12 

21 13 18 

22 19 10 

23 18 13 

24 18 1 

GEOMETI{IC, AL CORRECTION. Due to the l imi ta t ions  of optical  imaging or electric scanning  

systems ill the p ic ture- taking  process, the scale of the picture increases or decreases with tile 

dis tance from the image center. This  leads to some types of geometrical  dis tort ion.  To remove 

the geometrical  d is tor t ion [24], a l inear t r ans format ion  funct ion is used to describe the mapp ing  

between the grid points  or l andmarks  (i.e., tile ideal picture) and the grabbed  picture (i.e., tile 

dis tor ted image). The  gray level at each pixel of the grabbed picture  is corrected by using a 

bi l inear  in te rpola t ion  technique [24]. 

FEATUItE EXTRACTION. TO extract  local features, many  researchers used the a priori knowledge 

abou t  the objects  to extract  the line drawings of polyhedron [25,26]. These algori thms first 

use some cluster ing process to fit, sets of s traight  lines in possible posi t ions of edge fines, then  

heuristietdly search for the .junction in the areas nearby  these lines, and last bui ld up the line 

drawings. Here, we proposed a fast method to extract  the desired features Kom noisy data .  The  

method  includes edge detect ion,  th inn ing ,  corner" extract ion,  and  edge line extract ion.  Figures 4a 

and 41) show an example source 1)icture and the resul tant  pictures, respectively, after thimfing.  

Aft{u' ob ta in ing  a th inned  picture, we use a corner finder CF = IAOl/mg to detect  the desired 

corner l)oints [7], where 05 is the derivative funet ion of an image and mg is the mean  of the 

gradient  m a g n i t u d  ~ of the th inned  points wi th in  a window. If CF > 5 at a posit ion,  where 5 is a 
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Table 8. The final matching results 
using Type-1 fitness function in Ex- 
periment 2. 

Image 1 Image 2 Image 3 

0 0 O* 

1 1 -* 

2 2 14" 

3 3 2 

4 -* 

5 4 5 

6 5 6 

7 13 7* 

8 6 8 

9 

10 

11 8 9 

12 7 12 

13 9 11 

14 10 10 

15 1" 

16 11 13 

17 12 

18 14 16 

19 16 17 

20 15 18 

21 13 15 

22 19 

23 17 -* 

24 18 -* 

Table 9. Tile final matching results 
using Type-2 fitness function in Ex- 
periment 2. 

Image 1 Image 2 Image 3 

0 0 3 

1 1 0 

2 2 14" 

3 3 2 

4 -* 

5 4 5 

6 5 6 

7 7 

8 6 8 

9 

10 

11 8 9 

12 7 12 

13 9 11 

14 10 10 

15 14 

16 11 13 

17 12 

18 14 16 

19 16 17 

20 15 18 

21 13 15 

22 18 -* 

23 19 -* 

24 17 

*: Error Matching 

-: No Correspondence 

*: Error Matching 

-: No Correspondence 

preset  value, then  the  posi t ion is de tec ted  as a corner. The  window size used is 5*5. Accord ing  

to the  slope of  the edge in F igure  5, four scanning modes  (see F igure  6) are employed to find 

the local connect ion  in format ion  of these edges. For each mode,  we check whe the r  node  1 (i.e., 

corner  point  1) is connec ted  wi th  node 2 or not. F igure  7 i l lustrates how to cons t ruc t  the  possible 

t r iplets .  In o ther  words, in this t r inocula r  system, we form two crossing epipolar  lines on View 2. 

One  of the  epipolar  lines is derived from a node in View 1 by equa t ion  (20), and the o ther  is 

der ived f rom a node in View 3 by equa t ion  (21). From equat ion  (22), we obta in  the  in tersec t ion  

of the  two epipolar  lines for each node in View 2. The  node connect ion  in format ion  of the  sample  

image  is l isted in Table  1. 

T h e  sys tem proposed  is implemented  on an IBM P C / 5 8 6  mic rocompute r ,  and the  software 

is coded in C language.  To evalua te  the  feasibil i ty of our  system, several  exper iments  wi th  

mul t ipo lyhedron  scenes wi th  different a r rangements  have been carr ied out.  

To reduce the cons t ruc t ion  error, we employ  a vot ing  m e t h o d  to examine  the  connec t ion  

in format ion  after  the  match ing  procedure.  In the  vo t ing  method ,  each connect ion  be tween  two 
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'Fable 10. The final matching results using Type-3 titness function in Experiment 2. 

hnage 1 hnage 2 Image 3 

0 0 3 

1 1 0 

2 2 1 

:{ 3 2 

5 1 ,5 

6 5 6 

7 7 

b 6 8 

9 

10 

l 1 N 9 

12 7 12 

13 9 I 1 

14 I 0 10 

I5 14 

16 11 13 

17 12 

18 11 16 

19 16 17 

20 15 18 

21 13 15 

22 19 

23 18 

2,1 17 

*: Error Matching 

-: No ('orrespondeucc 

corners  mus t  be conf i rmed at, least  by two images. Therefore.  miss ing (or false) lines ill one of t i le  

th ree  images  can be to le ra ted .  Af ter  fea ture  extract , ion and matching ,  the  ob jec t s  are pa r t i a l l y  

r econs t ruc ted  using the knowledge of t i le  corner  cor respondences  and the  connec t ion  in format ion  

mnong the  th ree  images.  

In  the  exper imen t ,  t he  th ree  source images of mu l t i po lyhed ron  g r a b b e d  by C a m e r a  i, i = 

1 , . . . , 3 ,  are shown in F igures  8a 8(:. The  sequence nmnber  of nodes is supe r impose d  on the  

images.  F igure  9 i l lus t ra tes  the  two ep ipo la r  lines on View 2. The  ini t ia l  ma tch ing  resul ts  

before using G A  are. shown in Table  2. Next,  Tables  3 5 show the  final ma t c he d  resul ts  using 

th ree  men t ioned  above fitness functions.  I t  is no ted  t h a t  all the  nodes  among th ree  views are 

cor rec t ly  ma t ched  using Type-3  fitness funct ion,  but  one node is missed using Type-1  and "fype-2 

fitness functions.  Obviously,  bo th  length  of t r ip le t  and its in ter ior  angle  are  i m p o r t a n t  fac tors  for 

eva lua t ing  the  real  t r ip le t  among three  views. F igure  10 shows the  pa r t i a l  r econs t ruc t ion  from 

F igure  8, F igu re  11 shows the  over lay image from Figure's 8 and 10. The  process ing t ime  for 

s tereo ma tch ing  p rocedure  using genet ic  a lgor i thm took  1.9 sec. Besides,  as shown in F igure  12, 

th ree  images  g r a b b e d  by the  camera  wi th  large or ien ta t ion  difference are used in E x p e r i m e n t  2. 

T h e  node  connec t ion  in format ion  of the  first image is l is ted in Table  6. Table  7 i l lus t ra tes  the  

ini t ia l  ma tch ing  resul ts  before using GA.  The  final ma tch ing  resul ts  for this  expe r imen t  are  l is ted 

in Tables  8 10. As we expec ted ,  the  approach  using Type-3  fitness f lmct ion is super io r  to  the  
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others. Ill summary, it is clear that the 1)erformance of the t)roposed method can be significantly 
iml)roved by GA with the integration of information of length and angle of a trit)let. 

4. C O N C L U S I O N S  

In this paper, a new stere() matching metho(l for 1)otyhedra reconstruction in a three-view 
system is proposed. To resolve the aml)iguity of the false targets (multiple matches), genetic 
algorithm is employed to evaluate the local COllll(?ctioli infbrmation between the nodes. The 
possible triplets with the highest fitness are chosen as the exact correspondence. The al)proach 
is fast, flexible, and stable. It does not require precise inibrmation about feature location and 
connection information. These properties render it superior performance as compared to other 
previous methods. 
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