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Abstract 

Excellent production planning and control (PPC) processes are a prerequisite for accomplishing a high adherence to promised delivery dates. 
Despite enormous efforts which are put into achieving high scheduling accuracy, manufacturing companies still regularly struggle in meeting 
their logistic targets. In consequence, these companies deal with high stocks, long lead times and ultimately only achieve a bad adherence to 
promised delivery dates. An important reason for this discrepancy are data inconsistencies, which occur in data collected on the shop floor, 
because these data are used to update the near- and middle-term scheduling of current production jobs. In this paper, the impact of several data 
inconsistencies in real-world production feedback data sets are investigated. Integrity rules for selected data inconsistencies are proposed and 
tested for their effects on a number of logistic targets in a simulation study. 
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1. Introduction 

Companies of the manufacturing industry, especially in 
high-wage countries like Germany, are facing multiple inter-
acting challenges: in response to increasing competition by 
companies mainly located in emerging countries and steadily 
rising customers’ demands regarding highly customized prod-
uct features and short delivery times, manufacturing compa-
nies need to produce a high number of individualized product 
variations with complex material flows while maintaining a 
high adherence to promised delivery dates [1]. 

These challenges call for excellent production planning and 
control (PPC) processes which are regularly supported by Ad-
vanced Planning and Scheduling (APS) systems for the near-
term and middle-term scheduling of production jobs. For this 
detailed scheduling, APS-systems incorporate master data 
which can be retrieved from Enterprise Resource Planning 
(ERP) systems as well as a variety of high-resolution produc-
tion feedback data concerning manufacturing and assembly 

processes which are gathered on the shop floor by so-called 
Production Data Acquisition (PDA) systems [2]. Additionally, 
most manufacturing companies still rely on manual reporting 
by employees for process steps where installing the necessary 
IT infrastructure is not economically reasonable [3]. This can 
either be realized via terminals, which are installed specifical-
ly for this purpose, or the data can still even be recorded in 
handwriting.  

Obviously, collecting data through multiple sources is 
prone to inaccuracies and inconsistencies. Data inconsisten-
cies in production feedback data have various root causes such 
as inaccurate or completely missing manual feedback due to 
human error, inconsistent aggregation of the data in databases, 
machine-tool-integrated sensors which fail dirty or even un-
planned interferences in the material flow. However, the nega-
tive impact of poor production feedback data quality on the 
scheduling accuracy in production control is often neglected. 
Consequently, the quality of these production feedback data is 
regularly impaired by various data inconsistencies which neg-
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atively effect detailed scheduling results and lead to high in-
ventory, long lead times and ultimately to a bad adherence to 
promised delivery dates. 

The approach presented in this paper does not aim at heal-
ing the mentioned root causes for the occurrences of data in-
consistencies. This procedure might seem counter-intuitive at 
first, but even though the reasons for data inconsistencies in 
production control have been known for decades, they still 
exist and might become even more relevant in future. In order 
to realize cyber-physical production systems with 
self-controlling production jobs which will be produced with-
out a centralized planning entity, even more data will have to 
be collected by additional sensors. Where events are tracked 
simultaneously by multiple sensors, the risk for occurring data 
inconsistencies increases. Therefore, this new approach of 
making these data less error-prone by taking the inconsisten-
cies into account is deemed much more resilient against outer 
influences or changed circumstances. 

In this paper, typical data inconsistencies in production 
feedback data are analyzed for their rate of occurrence in four 
real-world data sets of German manufacturing companies and 
evaluated regarding their negative impact on scheduling accu-
racy. Customized integrity rules build the basis for developing 
algorithms in order to clean the data from the detected data 
inconsistencies. The specific algorithms lean on methodolo-
gies from various fields such as market research and statistics. 
In conclusion, a process of validation is proposed and con-
ducted exemplarily for one of the data sets.  

First simulation runs have shown that the derived integrity 
rules provide promising results and can considerably improve 
near- and middle-term scheduling accuracy in production con-
trol. 

2. State of the art 

In general, missing or inconsistent data lead to several 
problems concerning their analysis. The most important im-
pediment is the reduction of the sample size which decreases 
the validity of any statistical data analysis. Additionally, when 
considering practical applications, complete and consistent 
data sets are a prerequisite for computational operations since 
inconsistent data might lead to faulty assumptions about their 
inherent information or might even cause runtime errors of 
utilized software [4]. Therefore, the negative implications of 
missing or inconsistent data in databases and ways of dealing 
with them have been widely discussed by researchers and 
practicians of different fields: Wilkins proposes an approach 
for updating incomplete information for missing values and 
values which are unknown itself but lie in a known domain 
with a specific certainty [5, 6]. Morrissey presents two meth-
ods of estimating the uncertainty which is introduced by miss-
ing or imprecisely known data [7]. Owei introduces method-
ologies for handling and resolving issues concerning data 
which is uncertain, incomplete, imprecise, vague or incon-
sistent [8]. Packowski conducted a study on the negative im-
plications of low master data quality and how companies can 
manage the arising problems strategically [9].  

The influence of the master data quality on different plan-
ning activities in manufacturing companies is a topic in which 

the majority of manufacturing companies are already invest-
ing considerable effort [9]. However, little attention has been 
paid to the quality of production feedback data which is by far 
less static than master data and therefore more complicated to 
monitor in terms of integrity and quality. 

Obviously, simply deleting data sets with missing or in-
consistent data would be the easiest approach but can also 
lead to the afore-mentioned negative implications. Additional-
ly, if the inconsistencies do not occur at random, there is a 
considerable risk of introducing a serious bias into the data. 
Therefore, instead of simply excluding data sets with missing 
or inconsistent data from further analysis by deleting the af-
fected data sets, the goal is to replace or substitute the missing 
or inconsistent data by imputation [10]. 

For this end, assumptions about the true values of missing 
or inconsistent data have to be derived from historical data. A 
vast number of research exist on improving data quality from 
simple data analysis to more sophisticated Data Mining (DM) 
techniques which find extensive application in banking, insur-
ance, marketing and related fields [11]. In the field of produc-
tion engineering, DM methodologies have most commonly 
been applied in the context of parameter optimization for pro-
duction processes, product quality improvement and engineer-
ing design [12,13,14]. However, there has only been scarce 
research on possibilities to improve data quality of production 
feedback data by imputing missing or inconsistent values. A 
DM approach has been developed by Kwak and Kim in order 
to optimize semi-conductor processes with the explicit con-
sideration of missing data [15]. Wang and Wang have pro-
posed a framework for handling missing data without explicit-
ly considering production feedback data [16].  

In this paper, integrity rules for several typical data incon-
sistencies in production feedback data are presented which 
fulfil two asks: First of all, these rules can be used to check if 
a specific inconsistency exists in the data by evaluating in 
how many data sets the corresponding integrity rule has been 
broken. Secondly, the integrity rules build the basis for deriv-
ing algorithms for imputing the missing or inconsistent data. 

3. Quality of production feedback data 

3.1. Typical data inconsistencies in production feedback data 

In this paper, the focus lies on production feedback data 
which usually comprise information concerning the current 
statuses of all active production jobs such as start- and end-
dates, utilized work stations as well as set-up and processing 
durations for all completed process steps. This information is 
used by APS-systems for updating the near- and middle-term 
scheduling [17,18]. However, these data is often corrupted by 
a number of typical data inconsistencies which lower the qual-
ity of the data. 

Table 1 gives an overview of seven typical data inconsist-
encies and their specific rate of occurrence in four real-world 
production feedback data sets which are analyzed in this pa-
per. The data inconsistencies are clustered by their relations to 
work stations and time stamps: data inconsistency (a) deals 
with missing information concerning utilized work stations 
while data inconsistencies (b) to (g) represent different cases 
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of overlapping timespans of process steps or missing infor-
mation concerning the start- and end-dates of these process 
steps. A more detailed explanation of all described data in-
consistencies can be found in section four and in the appen-
dix. 

The production feedback data sets were provided by four 
German mid-sized mechanical engineering companies which 
produce highly customized products in a job-shop production 
environment with manual as well as automatic gathering of 
production feedback data. For each company, the investigated 
data sets represent a timespan between 11 and 24 months, 
covering the years 2010 to 2013, with information concerning 
between 13.000 and 64.000 production jobs. Accordingly, the 
data covers between 82.000 and 273.000 process steps. Addi-
tionally, the data sets include between 53 and 253 work sta-
tions which have been utilized in the respective production 
environments during the given time spans.  

Table 1. Rate of occurrence for typical data inconsistencies. 

Cluster Data in- 
con-
sistency 

Co. 1 
[%] 

Co. 2 
[%]  

Co. 3 
[%]  

Co. 4 
[%] 

Average 
rate of 
occurrence 
[%] 

Work 
stations 

(a)  0.25 0.00 6.10 0.01 1.59       

Time 
stamps 

(b) 6.46 5.85 0.78 0.16 3.31   

(c) 0.74 2.88 0.20 0.33 1.04 

(d) 0.32 0.37 0.02 0.07 0.2 

(e) 0.36 0.53 0.02 4.20 1.28 

(f) 0.26 0.06 0.02 0.07 0.1 

(g) 6.91 14.19 5.69 3.12 7.48 

 
When taking these statistics into consideration, the rela-

tively low percentage values in Table 1 still represent a con-
siderable number of observations of the specific data incon-
sistencies. Except for data inconsistency (a) in the second data 
set, all described inconsistencies have been present in the ana-
lyzed data sets. Especially, data inconsistency (g) which 
stands for missing start- and end-dates has been detected ex-
tensively. 

In conclusion, the results presented in Table 1 show that 
data inconsistencies in production feedback data constitute a 
problem for detailed scheduling accuracy since their existence 
prevents a realistic calculation of completion dates for current 
production jobs. 

3.2. Severeness of data inconsistencies in production feedback 
data 

The data inconsistencies shown in Table 1 can be distin-
guished by their differing severeness in regard to their nega-
tive effects on simulation run results. The severeness of a data 
inconsistency is defined as a function of two parameters: its 
average rate of occurrence and its impact on the simulation 
results. 

Regarding the rate of occurrence in the four analyzed data 
sets, the data inconsistencies can be separated in three groups: 
The highest rates of occurrence have been observed for data 

inconsistency (g), representing missing start- and end-dates, 
and (b), meaning that the start of the following process step 
was reported before the completion of the preceding process 
step. The second group consists of data inconsistencies (a), as 
well as data inconsistencies (c) and (e), which represent dif-
ferent cases of overlapping time stamps of two consecutive 
process steps. Finally, on average data inconsistencies (d) and 
(f) have the lowest rates of occurrence within the four investi-
gated data sets and therefore can be considered the least lethal 
in this dimension of measuring the severeness. 

The impact on the simulation results can be estimated by 
qualitatively deriving the influence of the various data incon-
sistencies on key figures in production control. These key 
figures are work-in-progress (WIP), utilization, lead time and 
adherence to promised delivery dates.  

Data inconsistency (a), which denotes missing information 
concerning the utilized work station, has only a limited effect 
on the WIP unless the affected work station was the first or 
last one in the production sequence. However, the other three 
key figures can be seriously influenced by missing feedback 
concerning the work station since the production duration of 
the process step in question cannot be accounted for. This 
leads to a decrease in utilization and lead time and will also 
affect the adherence to promised delivery dates compared to 
the actual situation on the shop floor. 

The impact of all other data inconsistencies can be consid-
ered rather similar since they all belong to the same cluster: 
Unless the first or last process steps are affected, the overlap-
ping or missing time stamps will not have a high effect on the 
WIP. However, due to the overlapping time stamps, utiliza-
tion of work stations and lead times of the respective produc-
tion jobs will seem to be smaller than they actually are. The 
highest impact can be expected for the adherence to promised 
delivery dates, since in this key figure the initially planned 
completion dates are compared to the actual completion dates 
which might not have been reported at all.  

4. Implementing integrity rules in production control 

In database management, integrity rules denote logical ex-
pressions which are used in order to assure the soundness of 
data. If an integrity rule is breached, a data inconsistency has 
been detected [19,20]. Furthermore, integrity rules build the 
basis for deriving algorithms which can be used for imputing 
missing values or solving inconsistencies within the data. For 
production control purposes, we propose that scheduling ac-
curacy can be increased through the implementation of integ-
rity rules for typical data inconsistencies and the application 
of algorithms which are specifically designed to clean the data 
from these inconsistencies. 

For data inconsistency (a), where information concerning 
the utilized work station is missing in the data, a well-known 
approach from market basket analysis called association rule 
induction has been adapted to fit the requirements of this pro-
duction control application and has been described extensive-
ly in a previous paper [21]. Therefore, in this paper the focus 
lies on data inconsistencies (b) to (g).  

Data inconsistency (b) is a case of overlapping time stamps 
of consecutive process steps which makes it seem as if the 
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following process step has been started before the preceding 
process step has even been finished, which cannot be the case 
in a production environment with fixed lot sizes. Therefore, it 
is assumed that the beginning of the following process step is 
actually correct and the preceding process step must have 
been finished accordingly. By taking into account an average 
transport and waiting duration of the material between two 
production steps, the actual finishing time of the preceding 
process step can be estimated and will be used to patch data 
inconsistency (b). The average transport and waiting duration 
can be retrieved from the available data not only company-
specific but even for each work station individually by taking 
the relevant time stamps within the data sets into account.  

Data inconsistencies (c) to (f) have in common that either 
the start time stamp of the following process step occurred 
before the start time stamp of the preceding process step or 
that the same is true analogically for the end time stamps of 
the two process steps. For data inconsistencies (d) and (e) 
both is even true at the same time. Therefore, one algorithm 
can be proposed in order to clean all these inconsistencies. For 
all four inconsistencies, these configurations of time stamps 
raise the question if the sequence of the two affected process 
steps has even been reported correctly. So the first step in all 
these cases has to be a determination if the proposed sequence 
makes technologically sense, e.g. a milling process step 
should occur before surface-hardening. If this review comes 
to the conclusion that the process steps should in fact be 
switched, data inconsistency (b) resembles (f) and vice versa, 
(d) becomes (b) and can be treated accordingly while (e) does 
not even pose an inconsistency any more. In case, the se-
quence can be retained, the end time stamp of the preceding 
process step will become the new proposed start time stamp 
of the following process step while adding the average 
transport and waiting duration on top. Simultaneously, the end 
time stamp of the following process step will be adapted in 
order to reflect the processing duration of this process step. 
This approach can lead to a newly occurring data inconsisten-
cy (b) which should then be treated accordingly. 

For data inconsistency (g) no data is given either for the 
start time nor the end time of a process step. In this case, the 
surrounding process steps constitute the anchor which can be 
used to estimate the start and end time stamps by taking into 
account the transportation and waiting duration as well as the 
set-up and processing time for the affected process step. In 
case the affected process step represent the first or the last 
process step of the production job, only one adjacent process 
step can be used to estimate the time stamps. However, this 
reduces the possibility to inflict another inconsistency by ad-
justing the time stamps. 

5. Validating the approach 

5.1. Validation process 

For proving the applicability of the proposed approach, a 
data set of perfect integrity is needed in order to act as a basis 
of comparison. Unfortunately, due to the described conditions 
on the shop floor and the data acquisition process, such a data 
set does not exist. Therefore, a validation process is proposed 

in Figure 1, where a basis data set is produced from scratch by 
cleaning a real-life production feedback data set and making 
this new basis data the starting point of the validation. By 
following this process, it is possible to evaluate if the imple-
mentation of integrity rules leads to better results in terms of 
the approximation to the unknown true information than 
cleaning the data by simply deleting faulty data. 

As described above, the raw data is gathered on the shop 
floor through different acquisition processes and afflicted with 
inconsistencies due to several system-inherent shortcomings. 
One of the most frequently used data cleaning methods is to 
simply discard of all data sets which are incomplete or incon-
sistent and to keep only the data with full integrity. This way 
the new basis data is created with some considerable manual 
effort. By analyzing the raw data regarding the relative rates 
of occurrence of the different data inconsistencies beforehand, 
the basis data can be purposely manipulated in order to fea-
ture the same inconsistencies with the respective rates of oc-
currence. This way, the new raw data is generated which pos-
sess the same qualities and characteristics as the original raw 
data with the important difference that a perfectly consistent 
basis data exists now for this new raw data set. 
 

 
 
 

By assuring the integrity rules are not breached by utilizing 
the derived algorithms onto the newly generated raw data set, 
the inconsistencies can be remedied. In order to validate the 
applicability of the integrity rules, a simulation study is con-
ducted through which the concurrence between the basis data 
and newly generated comparison data can be evaluated. Since 
the integrity rules will never retrieve the real data with perfect 
accuracy, a bias is introduced but knowing its level does not 
yet allow an assessment concerning the achievement of a 
higher scheduling accuracy. Therefore, instead of directly 
comparing both data sets line by line, this indirect approach of 

Fig. 1. Validation process 
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comparing simulation results has been chosen because of a 
higher conclusiveness regarding the ultimate goal to achieve a 
higher scheduling accuracy in production control. By addi-
tionally including the general approach of simply deleting the 
faulty data into the simulation study, the advantages of the 
integrity rules can be estimated. 

5.2. Validation results 

The validation process described in the previous paragraph 
has been conducted exemplarily for the data set of company 3.  

As shown in Table 1, the data set of company 3 has been 
primarily affected by data inconsistency (a) and (g), although 
all other data inconsistencies have been found as well. The 
original data set has been prepared according to the process 
described in the previous section which resulted in three data 
sets with complete consistency called basis data, comparison 
data 1 and comparison data 2. All three data sets have then 
been used as the basis for a simulation run with the same sim-
ulation model, representing the circumstances on the shop 
floor of company 3. The results of these three simulation runs 
are shown in Figure 2.  

 
 

 
 

The results are measured in the four key figures described 
in section 3.2 and are computed relatively to the results of the 
basis data in order to make the deviations between compari-
son data 1 and comparison data 2 easily accessible.  

The results of this simulation study can be deemed promis-
ing: comparison data 2 dominates comparison data 1 in re-
spect of depicting “reality” since the results of comparison 
data 2 in all four key figures are closer to the results obtained 
with the basis data. As expected, the work-in-progress has not 
been dramatically affected by the observed data inconsisten-
cies but still has improved slightly due to the application of 
the integrity rules.  

Equally promising is the increased concordance in the ad-
herence to promised delivery dates, since improving this key 
figure is usually among the most important logistic targets of 
mechanical engineering companies.  

The highest deviations for both comparison data sets can 
be observed in respect to utilization and lead time. Although, 
the application of integrity rules did not achieve a such high 
concordance with the basis data as in the previously discussed 
key figures, there has been a considerable approximation to 
the results of the basis data simulation run. In conclusion, the 
application of integrity rules has lead to an approximation to 
the basis data in all four key figures.  

6. Conclusions and further research 

In this paper, typical data inconsistencies in production 
feedback data have been assessed towards their severeness 
regarding simulations in production control. Afterwards, algo-
rithms have been derived based on integrity rules in order to 
clean affected data sets from any data inconsistencies which 
have been investigated in this paper. The overall goal is to 
improve detailed scheduling accuracy by increasing data in-
tegrity in production feedback data. First results of the valida-
tion look promising. 

However, further research still needs to be undertaken in 
several directions: First of all, the assessment of the severe-
ness has to be further examined and taken from the current 
qualitative evaluation to a more quantitative one in order to 
focus future research on the most important data inconsisten-
cies. Moreover, there are a vast number of additional possible 
algorithms to be derived based on the integrity rules which 
might deliver even better results in terms of recovering the 
original data. Hence, future research will also take alternative 
algorithms into consideration. 
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Appendix A. Data inconsistencies in production feedback 
data 

The appendix gives an overview of the data inconsistencies 
investigated in this paper. 

A.1. Inconsistencies associated with work stations 

In this paper, only data inconsistency (a) is associated with 
work stations:  

 
(a) No feedback about utilized work station: occurs when 

no information is given concerning the work station which has 
been utilized for a reported process step. 

Fig. 2. Validation results 
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A.2. Inconsistencies associated with time stamps 

Data inconsistencies (b) to (g) are associated with start and 
end time stamps of process steps. Data inconsistencies (b) to 
(f) represent different cases of overlapping time stamps which 
can occur for consecutive process steps as shown in Table A: 

 
Table A. Illustrations of data inconsistencies (b) to (f) 
Data incon-
sistency 

Inconsistent 
time stamps 

Illustration 

(b) Case #1 

 

(c) Case #2 

 

(d) Case #3 

 

(e) Case #4 

 

(f) Case #5  

Key to symbols Explanation  

 Timespan covered by process step 

 Possible beginning of process step in order to still be 
covered by respective case 

 Possible ending of process step in order to still be covered 
by respective case 

 
(g) Process step with missing start and end date: occurs 

when neither start nor end date of a reported process step are 
given. 
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