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1. Introduction

On a Lie groupG there are three kinds of natural linear connection: the plus, minus and zero
nections introduced first by E. Cartan and J.A. Schouten[3]. The plus and minus connections arise fr
the fact that any two tangent spaces toG may be “connected” by means of a unique left or right tra
lation, respectively. A simple way to define these connections is to give their values on left-inv
vector-fieldsX,Y by

∇+
XY = [X,Y ], ∇−

XY = 0,

and extend them to arbitrary vector fields by making them tensorial in theX argument and satisfy th
Leibniz rule in theY argument. It is easy to show that the curvature tensors of the minus and
connections are zero, indeed that is exactly what the structure equations of the Lie algebra sa
general, the corresponding torsion tensors are non-vanishing. In this article we shall be intereste
zero connection whose parallel transport rule is more complicated than the other two. Nonethe
value on left invariant vector fields is given simply by

∇0
XY = 1

2
[X,Y ].

Clearly∇0 has zero torsion but its curvature tensor is not zero in general; however, we shall pro
its curvature tensor is parallel. ThusG is in a sense a symmetric space with respect to∇0. All three of
the canonical connections have the same geodesics.

This paper is concerned with investigating the inverse problem of Lagrangian dynamics for th
desic flow associated to∇0 which henceforth shall be denoted simply by∇ and referred to as th
canonical symmetric, linear connection. Thus we wish to be able to decide if there exists a Lag
functionE defined on an open subset of the tangent bundleT G whose Euler–Lagrange equations co
cide with the geodesics of∇ and to a lesser extent to describe all possible such Lagrangians, or
realistically, their Hessians. An easy computation shows that the curvature of∇ is

(1)R(X,Y )Z = 1

4

[
Z, [X,Y ]],

whereX, Y andZ are arbitrary vector fields. Other important properties of∇ that we shall discuss i
Section1 are that every left or right invariant vector field is an affine collineation and dually ever
or right invariant one-form gives a first integral of the geodesics when thought of as a linear fu
on T G. Furthermore its Ricci tensorRij is symmetric and since the curvature tensor is parallel,Rij

gives a partial, that is possibly degenerate, quadratic Lagrangian function. IndeedRij is essentially jus
the left or right translation of the Killing form and soRij is non-degenerate precisely whenG is semi-
simple. In that case ifG is compact it is a Riemannian type II symmetric space or more genera
non-compact, a pseudo-Riemannian symmetric space[10]. It should be noted, however, that it is possi
for an indefinite metric Lagrangian to be associated to∇ even ifG is not semi-simple or flat. As regard
the inverse problem whereG is not semi-simple, the only results are as far as we aware are given b[14]
where the inverse problem for the cases of Lie groups up through dimension three is solved by
local coordinate calculations.

In this present paper we will concentrate on the higher dimensional case and in the main pa
tion 5) we push the computation as far as is reasonably possible in the generic case. In Section6 we con-
sider the example of the Euclidean group ASOn and compute explicitly the integrability conditions fou
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in Section5. We also prove that ASO2 is variational and use it as a worked example to explain the the
In Section7 we approach the inverse problem form the point of view of the Helmholtz conditions
give some examples that are intended to illuminate the theory. In particular we give a concrete sol
the inverse problem for the Euclidean group of the plane ASO2. Clearly the Lie group problem becom
very much more difficult as the dimension of the group increases. Therefore it is profitable to hav
the theoretical Spencer approach and coordinate formulations of Section7 available. For example th
case of the higher dimensional Euclidean groups is altogether more complicated with the involuti
running into dimensions in the hundreds. The coordinate version is also very difficult, not least b
there is a semi-simple part. The inverse problem for Lie groups of dimension two and three has b
dressed in[14]. In dimension four for indecomposable Lie algebras all algebras are solvable and th
is almost true in dimension five where only the Lie algebra of the special affine group is not solva

In this paper the Frölicher–Nijenhuis theory of derivations of the exterior algebra of differential
Λ(M) on a smooth manifoldM is used extensively. The reader may consult[5] or [9] for further details
but we mention here that there are two basic types of derivations from which all others are obtain
first kind of derivation, “of typei∗”, is purely algebraic and involves an interior product of a vector fi
by a form or more generally a vector-valued form by a form. IfL belongs to the space of vector fiel
X(M) onM andω is ak-form theniLω is the standard interior product. If, however,L is a vector-valued
l-form theniLω is ak + l − 1 vector-valued form. The second kind of derivation ofΛ(M), “of type d∗”,
involves the exterior derivatived . If againL ∈ X(M) andω is ak-form thendLω is the Lie derivative of
ω by L. If, however,L is a vector-valuedl-form thendLω is ak + l-vector-valued form. The action o
iLω anddLω are determined by their effect on forms of degree one and zero, respectively and t
that they act as derivations. IfL is a vector-valued form or endomorphism field andf is a function then
dLf is simply the value ofL applied todf . In fact dL is the graded commutator of the derivationsiL
andd . Another useful fact is that, in the case whereL is non-singular,dL · dL vanishes if and only if
the Nijenhuis torsion ofL is zero. Indeed, ifK andL are vector-valued forms of degreek and l it is
possible to show that the commutator[dK, dL] is again a derivation of typed∗ and therefore there exis
a vector-valued form[K,L] of degreek + l − 1 such that

[dK, dL] = d[K,L].

The other formalism which is employed is the Spencer–Goldschmidt theory of over-determine
tems of partial differential equations. The reader may find more details in[2] for example. In order to
make the paper intelligible we have found it useful to summarize some of the theory developed[9].
In particular the word “spray” below is synonymous with “second order vector field” although the
systems that we shall ever consider are the geodesics of a linear connection for which some au
serve the term “spray”. Finally the summation convention on repeated indices applies unless the
is stated.

2. Properties of the canonical connection

Let Eα denote a basis for the left invariant vector fields onG. Then the structure constantsC
γ

αβ of the
Lie algebrag are defined by

(2)[Eα,Eβ] = C
γ

αβEγ .
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Following the conventions of[10] a left invariant vector field associated to an elementX in TeG is
denoted byX̃; that is,X̃(x) = Lx∗X, wherex ande denote a typical and identity group elements, resp
tively, andLx denotes left translation. Likewise usingRx for right translation the right invariant vecto
field induced byX is denoted byX̃R(x) so thatX̃R(x) = Rx∗X.

Lemma 2.1. In the definition of∇ one can equally use right invariant vector fields instead of left invar
vector fields.

Proof. Let Ei be a basis for the Lie algebra ofG, that isTeG. According to the conventions introduce
above and lettingx denote a generic element ofG, there must exist a matrix of functionsfij (x) such that

(3)Ẽ
R(x)
i = fik(x)Ẽk.

If we calculate the quantity∇
Ẽ

R(x)
i

Ẽ
R(x)
j − 1

2[ẼR(x)
i , Ẽ

R(x)
j ] using the definition of∇ and the Koszul ax

ioms, we find that it is zero if and only if

(4)fik(Ẽkfjl)Ẽl + fjl(Ẽlfik)Ẽk = 0,

where the pointx in the group has been suppressed. If we interchangek andl in the second term abov
we find that the latter condition is equivalent to

(5)fik(Ẽkfjl) + fjk(Ẽkfil) = 0.

Starting from the condition above that relates left and right invariant fields and using the fact t
left invariantẼl and right invariant vector fields̃ER(x)

i commute we find that

(6)Ẽlfik + fimCk
lm = 0.

However, because of the skew-symmetry inCk
lm the latter condition implies(5) and hence in the definitio

of ∇ we can equally use right invariant vector fields.�
Corollary 2.2. ∇ is right invariant and hence bi-invariant.

Clearly the curvature tensor (on left invariant vector fields) is given by(1). Furthermore,G is a
symmetric space in the sense thatR is a parallel tensor field. Indeed suppose thatW,X,Y andZ are
left-invariant vector fields. Then from(1) and(2) we have that

4∇WR(X,Y )Z = 1/2
[
W, [Z, [X,Y ]]] − 4R(∇WX,Y )Z − 4R(X,∇WY)Z − 4R(X,Y )∇WZ

= 1/2
[
W, [Z, [X,Y ]]] − [

Z, [∇WX,Y ]] − [
Z, [X,∇WY ]] − [∇WZ, [X,Y ]]

= 1/2
[
W, [Z, [X,Y ]]] − 1/2

[
Z, [[W,X], Y ]]

− 1/2
[
Z, [X, [W,Y ]]] − 1/2

[[W,Z], [X,Y ]]
= 1/2

([
Z, [W, [X,Y ]]] − [

Z, [[W,X], Y ]] − [
Z, [X, [W,Y ]]])

= 0.

It follows from (3) that∇ is flat if and only if the Lie algebrag of G is nilpotent of order two. Clearly
left and right invariant vector fields are auto-parallel. Hence the geodesics of∇ are translates either t
the right or left of one-parameter subgroups ofG, that is of the formx(exp(tX)) or (exp(tX))x, where
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X andx are ing andG, respectively. The Ricci tensorRαβ of ∇ is symmetric and bi-invariant. In fact, i
the basis{Eα} of left invariant vector fields the Ricci tensorRαβ is given by

(7)Rαβ = 1

4
Cλ

βµC
µ
αλ

from which the symmetry ofRαβ becomes apparent. Indeed,Rαβ is obtained by translating to the left
right one quarter of the Killing form. SinceRδ

αβγ is a parallel tensor field andRαβ is symmetric, it follows
that Ricci gives rise to a quadratic Lagrangian which may, however, not be regular. IfG is semi-simple
then the Killing form provides a bi-invariant metric whose Levi-Civita connection is∇. For this reason
in what follows it will usually be assumed thatG is not semi-simple.

We remind the reader that a one-formωα dxα onG gives rise to a functionωαy
α onT G, that is linear

in the fibres, where(xα) is a system of local coordinates onG and(xα, yα) the induced system onT G.
Conversely any such linear function gives rise to a one-form and this construction is a general fe
second order systems and in no way depends on the group structure onG.

Proposition 2.3. Any left or right invariant one-form onG gives rise to a linear first integral onT G.

Proof. Let ω be a one-form onG that is left-invariant and letX andY be left-invariant vector fields. Th
function〈Y,ω〉 is left invariant and so is constant. Hence

(8)X〈Y,ω〉 = 〈∇XY,ω〉 + 〈Y,∇Xω〉 = 0.

Now interchangeX andY and add the resulting equations and use the definition of∇. One finds that

(9)〈X,∇Y ω〉 + 〈Y,∇Xω〉 = 0.

Since the last condition is tensorial inX andY it follows thatω satisfies Killing’s equation and henc
gives a first integral onT G. �

Alternatively just notice that since a left or right invariant vector field is a geodesic field, a left or
invariant one- form, respectively, must be constant along the geodesic.

Proposition 2.4. Consider the following conditions for a one-formω onG:

(i) ω is left-invariant and closed.
(ii) ω is right-invariant and closed.

(iii) ω is bi-invariant.
(iv) ω is parallel.

Then we have the following implications: (iii) implies (i); (iii) implies (ii); each of (i), (ii) or (iii) im-
plies(iv).

Proof. (i) implies (iv): The fact thatω is closed implies that for any two vector fieldsX and Y , in
particular right invariant ones, that

(10)〈X,∇Y ω〉 − 〈Y,∇Xω〉 = 0.
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On the other hand according toProposition 2.3

(11)〈X,∇Y ω〉 + 〈Y,∇Xω〉 = 0.

Henceω is parallel.
The proof that (ii) implies (iv) is similar to the proof that (i) implies (iv).
(iii) implies (i): A lemma of Helgason[10] states that if a one-form is bi-invariant then it is clos

Hence we are reduced to proving that (i) implies (iv), which has already been done.�
We note next that any left-invariant vector field will be a “Killing vector field” or affine collineation

∇, that is to say an infinitesimal symmetry of∇. Indeed ifX andY are also left-invariant one finds th
the Lie derivative of∇ alongZ is given by

(LZ∇)XY = [Z,∇XY ] − ∇[Z,X]Y − ∇X[Z,Y ]
= 1

2

{[
Z, [X.Y ]] + [[X,Z], Y ] + [

X, [Y,Z]]}
= 0

because of the Jacobi identity. The same argument applies equally to right-invariant vector fields.

Proposition 2.5. Every left or right invariant vector field onG is an infinitesimal symmetry of∇.

3. Connections, covariant differentials, Lagrangians

The natural framework of the calculus of variations is the tangent bundle, where one can pres
obstructions to the integrability of the Euler–Lagrange system in an intrinsic and natural way[9]. We
present here the basic objects that play a role in the theory.

If M is a manifoldT M denotes its tangent space andπ the natural submersion. LetJ :T T M → T T M

be the canonical vertical endomorphism andC ∈ X(T M) the Liouville vector-field: if(xα) is a local
coordinate system onM and(xα, yα) is the induced coordinate system onT M , then

J = dxα ⊗ ∂

∂yα
, C = yα ∂

∂yα
.

Definition 3.1 [7]. A (non-linear)connectionon M is a tensor field of type (1–1)Γ on T M such that
JΓ = J andΓ J = −J . The connection is called linear if[C,Γ ] = 0, andΓ is C1 on the 0 section.

If Γ is a connection,Γ 2 = idT T M and the eigenspace corresponding to the eigenvalue−1 is the
vertical spaceVz. Then, at anyz ∈ T M , we have the splitting

TzT M = Hz ⊕ Vz,

whereHz is the eigenspace corresponding to+1. The subspaceHz is called the horizontal space. In th
sequel we will write

h := 1

2
(I + Γ ), v := 1

2
(I − Γ ),
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h

(
∂

∂xα

)
= ∂

∂xα
− Γ β

α (x, y)
∂

∂yβ
, h

(
∂

∂yα

)
= 0,

whereΓ β
α are the coefficients of the connection. If the connection is linear, the coefficientsΓ β

α (x, y) are
linear iny and one would naturally writeyγ Γ β

αγ whereΓ β
αγ are the classical Christoffel components.

Proposition 3.2 [7]. If S is a spray, thanΓ := [J,S] is a connection.

Definition 3.3. The torsion of a connectionΓ is the vectorial 2-formt := [J,h] and the curvature i
R := −1

2[h,h].

For every sprayS, the connectionΓ = [J,S] has zero torsion. Moreover, the vertical distribution
integrable, and thereforeh[vX,vY ] = 0 and so

R(X,Y ) = −v[hX,hY ].
Every connectionΓ on M determines an almost complex structureF on T M which interchanges th
horizontal and the vertical spaces. More preciselyF is the unique (1–1) tensor field such thatFJ = h

andFh = −J . In the case whenΓ = [J,S] we have

(12)F = h[S,h] − J.

In Section4 we have to do a calculation that is crucial for our analysis. It is convenient for
purpose to introduce the following definition of covariant derivative that enables the standard de
to be generalized considerably even though we shall not need that generalization here[9]. Recall first
that if z ∈ T M andπ(z) = x, there is a natural isomorphism between the vertical subspaceT v

z of TzT M

andTxM that we denote byξz. Indeed the definition ofJ at z is simply the composition ofπ∗z followed
by (ξz)

−1.

Definition 3.4. Let M a manifold with connectionΓ . Suppose thatz ∈ X(M) and w ∈ TxM . Then
recalling thatv is vertical projector, thecovariant derivativeof z with respect tow is defined by:

(13)Dw(x)z = ξz(x)

(
v ◦ z∗(w)

)
.

A vector fieldz ∈ T M along a curveγ is calledparallel if D d
dt

z = 0. A geodesicis a curveγ : [a, b] → M

such thatD d
dt

γ ′ = 0.

If w,z ∈ X(M), we have locally

(14)Dwz = wα

(
∂zβ

∂xα
+ Γ β

α

(
x, z(x)

)) ∂

∂xβ
.

J. Douglas introduced a tensor now called the Jacobi endomorphism that plays an essential ro
theory of the inverse problem of the calculus of variations[4]. Its coordinate-free presentation was giv
by J. Klein in[11]:
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Definition 3.5. TheJacobi endomorphismis the (1–1) tensorΦ onT M defined by

(15)Φ := v · [h,S],
whereh and v are the horizontal and vertical projectors and[h,S] is simply the negative of the Li
derivative ofh with respect toS.

It is easy to see thatΦ is semi-basic and

(16)Φ = [h,S] + F + J,

whereF is the almost complex structure associated toΓ . The endomorphismΦ is related to the curvatur
by the formula

(17)R = 1

3
[J,Φ].

Definition 3.6. A Lagrangianis a mapE :T M → R that is smooth on at least an open subset ofT M .
The LagrangianE is said to beregular if the 2-form

(18)ΩE := ddJ E

has maximal rank.

The LagrangianE is regular if and only if det( ∂2E

∂yα∂yβ ) �= 0. If E :T M → R is a regular Lagrangian
then the vector fieldS onT M defined by the equation

(19)iSΩE = d(E −LCE)

is a spray and the paths ofS are the solutions to

d

dt

∂E

∂ẋα
− ∂E

∂xα
= 0, α = 1. . . n,

the Euler–Lagrange equations[6].

Definition 3.7. A sprayS is calledvariational if there exists a smooth, regular LagrangianE which
satisfies(19), the Euler–Lagrange equation.

To every LagrangianE and sprayS a scalar 1-formωE can be associated by

(20)ωE := iSΩE + dLCE − dE,

which is calledEuler–Lagrangeform. It is easy to see thatωE is semi-basic, and the local expression
the standard coordinate system onT M is

ωE =
n∑

i=1

(
S

(
∂E

∂yi

)
− ∂E

∂xi

)
dxi.

Therefore along a curveγ = x(t) associated withS we have

ωE|γ =
n∑(

d

dt

∂E

∂ẋi
− ∂E

∂xi

)
dxi,
i=1
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whered/dt denotes the differentiation alongγ . So, in order to solve the inverse problem of the c
culus of variations for a given spray, we have to look for a regular LagrangianE for which ωE ≡ 0.
For this purpose we must study the local integrability of the second order partial differential op
P1 :C∞(T M) −→ SecT ∗

v called theEuler–Lagrange operatordefined by

(21)P1 := iS ddJ + dLC − d.

4. The geometry of Lie groups

In this section we will describe the connection and geometric structures associated to the ca
covariant derivation∇ of a Lie groupG. Since our goal is to study the inverse problem, it will be v
convenient to suppose thatG is a linear Lie group, that is, a subgroup ofGl(n,R) for somen.

Let (x) be coordinates onG, (x, y) be the standard associated coordinate system onT G. We will also
use the “left-invariant” coordinates(x,α) on T G � G × g, whereα = (Lx−1)∗y is the Maurer–Cartan
form. The corresponding coordinates onT T G are(x,α,X,A), that is,

(x,α,X,A) = X
∂

∂x

∣∣∣∣
(x,α)

+ A
∂

∂α

∣∣∣∣
(x,α)

.

Since the coordinatesα andA are left-invariant, we find that left translation by a group elementg induces
onT T G

Lg(x,α,X,A) = (gx,α,gX,A) = gX
∂

∂x

∣∣∣∣
(gx,α)

+ A
∂

∂α

∣∣∣∣
(gx,α)

.

The canonical projectionπ :T G → G is (x,α) → x, thereforeπ∗ :T T G → T G is given by(x,α,X,

A) → (x, x−1X) and the vertical subspace on(x,α) ∈ T G is

V(x,α)T G := Kerπ∗ = {
(x,α,0, b) | b ∈ g

}
.

4.1. Horizontal and vertical lifts of left-invariant fields

A vector-fieldX ∈ X(G) can be represented as a mapX :G → G× g, x → (x, a(x)), wherea(x) ∈ g.
A vector-fieldX is left-invariant, if and only ifa(x) = a is a constant map.

Let X,Y :G → G × g be two left-invariant vector-field onG, X :x → (x, a), Y :x → (x, b). The
integral curve ofX passing through a pointx ∈ G is Lx(exp(tX)) = x(1+ ta + t2

2 a2 +· · ·), and therefore

Y∗X(x) = d

dt

∣∣∣∣
t=0

YLx(exp(tX)) = d

dt

∣∣∣∣
t=0

Lx

(
exp(tX)

)
∗Y

=
(

x, b,
d

dt

∣∣∣∣
t=0

(
x

(
1+ ta + t2

2
a2 + · · ·

)
,

d

dt

∣∣∣∣
t=0

b

))
= (x, b, xa,0).

By the definition of∇, we have

(22)(∇XY )x =
(

x,
1

2
[a, b]

)
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so from(13) takingD = ∇ we obtain that

(23)v(x, b, xa,0) =
(

x, b,0,
1

2
[a, b]

)
= 1

2
[a, b] ∂

∂α

∣∣∣∣
(x,b)

,

and

(24)h(x, b, xa,0) =
(

x, b, xa,−1

2
[a, b]

)
= xa

∂

∂x

∣∣∣∣
(x,b)

− 1

2
[a, b] ∂

∂α

∣∣∣∣
(x,b)

.

Therefore the horizontal and vertical lifts of a left-invariant vector-fieldX = (x, a) are

Xh
(x,α) = h(x,α, xa,0) =

(
x,α, xa,−1

2
[a,α]

)
= xa

∂

∂x

∣∣∣∣
(x,α)

− 1

2
[a,α] ∂

∂α

∣∣∣∣
(x,α)

,

Xv
(x,α) = JXh

(x,α) = (x,α,0, a) = a
∂

∂α

∣∣∣∣
(x,α)

.

We remark that at each point(x,α) of T G, the horizontal subspaceH(x,α) associated to∇ is the average
of the horizontal space determined by∇− and∇+.

4.2. The spray and the geodesics

Second order differential equations are described by vector-fieldsS̃ onT G that have the characterist
propertyJ S̃ = C. In the local coordinate system(x,α), S̃ is a spray if and only if it has the local form
S̃(x,α) = (x,α, xα, f̃ ), that is,

S̃(x,α) = xα
∂

∂x

∣∣∣∣
(x,α)

+ f̃
∂

∂α

∣∣∣∣
(x,α)

for some functionsf̃ = (f i
j ).

The sprayS associated to the connectionΓ can be computed asS = hS̃, whereS̃ is an arbitrary spray
on G. It, like any spray, has the characteristic property that the projection of its integral curves a
geodesics with respect to the associated covariant derivative∇. In order to computeS we can choose fo
S̃ simply the spray corresponding to the functionsf̃ = 0, and we find that

S = hS̃ = h(x,α, xα,0) =
(

x,α, xα,
1

2
[α,α]

)
= (x,α, xα,0),

that is,S andS̃ coincide. The equation of the geodesics isSγ̇ = γ̈ , whereγ = xt is a path onG. Its first
and second derivatives arėγ = (xt , αt ) and γ̈ = (x,α, xα, α̇) = (x,α, xα,−x−1ẋx−1ẋ + x−1ẍ), since
α = x−1ẋ. Therefore the spray corresponding to∇ is encoded in the system

(25)ẍ = ẋx−1ẋ.

Of course to obtain the spray proper, one has to select a certain number of independent coordina
matrixx.

In order to solve the inverse problem we have to find necessary and sufficient conditions for a s
be the Euler–Lagrange equations of a regular Lagrangian function. In practice we must obtain co
that will ensure integrability of an over-determined system of partial differential equations. Th
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compatibility conditions are determined by the curvature tensorR, the Jacobi endomorphismΦ and a
double hierarchy of tensors obtained from them by recursion[1,8,13]. In this section we will examine
them in the case of a Lie group.

4.3. The curvature

The curvatureR of a connectionΓ is described by the Nijenhuis torsion of the associated horizo
projection:R := −1

2[h,h]. Let us computeR(Xh,Y h), where theXh andYh are horizontal lifts of the
left-invariant vector fieldsX = (x, a) andY = (x, b). Using the formula

M
∂[α,N ]

∂α

∂

∂α
= [M,N ] ∂

∂α
,

whereN denotes a constant matrix, we obtain

[Xh,Y h] =
[
xa

∂

∂x
− 1

2
[a,α] ∂

∂α
, xb

∂

∂x
− 1

2
[b,α] ∂

∂α

]

= x[a, b] ∂

∂x
+ 1

4

([[α,a], b] − [[α,b], a]) ∂

∂α

= x[a, b] ∂

∂x
+ 1

4

[
α, [a, b]] ∂

∂α
=

(
x,α, x[a, b], 1

4

[
α, [a, b]]).

Now, using(23)we find that

R(x,α)(X
h,Y h) = −1

2
[h,h](Xh,Y h) = −v[Xh,Y h]

= −
(

x,α,0,
1

2

[[a, b], α] + 1

4

[
α, [a, b]])

=
(

x,α,0,
1

4

[
α, [a, b]]) = R∇(X,Y,α)v,

that is, roughly speaking the curvatureR(x,α) as defined above is the vertical lift of the usual curvat
R∇ associated to∇.

4.4. The Jacobi endomorphism

Let Φ be the Jacobi endomorphism,Φ := v ◦ [h,S] andX := (x, a) a left-invariant field. Then

Φ(Xh) = v

[
xa

∂

∂x
− 1

2
[a,α] ∂

∂α
, xα

∂

∂x

]
= v

(
1

2
x[a,α] ∂

∂x

)
= 1

4

[[a,α], α] ∂

∂α

and so

Φ(Xh) = R∇(α,X,α)v.
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4.5. The higher order curvature and Jacobi tensors

The higher order tensors obtained fromR andΦ are obtained by induction by means of the followi
formulas:

R(k+1)(X,Y ) := v[S,R(k)](hX,hY ), Φ(k+1)(X) := v[S,Φ(k)](hX).

(The bracket in the above formula is the Frölicher–Nijenhuis bracket. In the case when the first ar
is a vector-field it means simply the Lie derivative with respect to that vector-field.)

Let X = (x, a) andY = (x, b) left-invariant vector-fields. We have

R1(Xh,Y h) = v
([

R(Xh,Y h), S
] − R

([Xh,S], Y h
) − R

(
Xh, [Yh,S])).

Hence

[Xv,S] =
[
a

∂

∂α
, xα

∂

∂x

]
= xa

∂

∂x
,

[Xh,S] =
[
xa

∂

∂x
− 1

2
[a,α] ∂

∂α
, xα

∂

∂x

]
= 1

2
x[a,α] ∂

∂x
,

so using the fact thatR is semi-basic we find

R1(Xh,Y h) = v

[
1

4

[
α, [a, b]] ∂

∂α
, xα

∂

∂x

]
− R

(
1

2
x[a,α] ∂

∂x
, xb

∂

∂x

)
− R

(
xa

∂

∂x
,

1

2
x[b,α] ∂

∂x

)

= v

(
1

4
x
[
α, [a, b]] ∂

∂x

)
− 1

8

[
α, [[a,α], b] ∂

∂α
− 1

8

[
α, [a, [b,α]]] ∂

∂α

= 1

8

[[α, [a, [b,α]]], α] ∂

∂α
− 1

8

[
α, [[a,α], b]] ∂

∂α
− 1

8

[
α, [a, [b,α]]] ∂

∂α

= 1

8

[
α,

[[a, b], α] + [[b,α], a] + [[α,a], b]] = 0.

Of course, the higher order tensorsR(k) vanish also. Moreover

Φ1(Xh) = v ◦ [Φ,S](hXh) = v[ΦXh,S] − vΦ[Xh,S]
= v

[
1

4

[[a,α], α] ∂

∂α
, xα

∂

∂x

]
− Φ

(
1

2
x[a,α] ∂

∂x

)

= v

(
1

4
x
[[a,α], α] ∂

∂x

)
− 1

8

[[[a,α], α], α] ∂

∂α

= 1

8

[[[a,α], α], α] ∂

∂α
− 1

8

[[[a,α], α], α] ∂

∂α
= 0

and also, the higher order tensorsΦ(k) vanish.

5. The inverse problem of the calculus of variations on Lie groups

As we explained at the end of Section2, in order to solve the inverse problem of the Lagrange dynam
in the analytic category we have to study the integrability of the Euler–Lagrange differential operaP1.
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The method consists in principal of deriving successively a number of compatibility conditions and
no more can be obtained at a certain level, checking if the symbol of the system is involutive. If it
the Cartan–Kähler ensures the existence of a solution. If not then the system must be prolonged
entire process started over. According to the Cartan–Kuranishi theorem, the process must termi
finite stage at which point the Cartan–Kähler theorem is applicable or else the system is incom
and there are no solutions. As a comprehensive reference we cite[2] and also[9] as it pertains to the
inverse problem. In Sections5 and 6we shall adopt the following convention so as to ease the nota
the tangent and cotangent bundle ofG will be denoted simply byT andT ∗. Similarly instead ofT T G

we shall writeT T .
The computations made in[8] or [9] show that the first compatibility condition forP1 is given by the

equation

(26)iΓ ΩE = 0,

whereΩE := ddJ E. The geometric meaning of this condition is the following: if∇ is variational andE is
a regular Lagrangian associated to it, then the horizontal distribution associated to∇ must be Lagrangian
with respect to the symplectic 2-formΩE . If the dimension ofG is greater than one, the above condit
is not satisfied identically. In order to incorporate the condition(26)we introduce the operator

(27)PΓ :C∞(T ) → Λ2T ∗, PΓ (E) = iΓ ddJ E,

and define the systemP2 := (P1,PΓ ).
We refer to[8] and[9] once again, where the compatibility condition ofP2 is calculated; namely,

second order formal solutionE can be lifted into a third order formal solution if and only if the equati

(28)iΦΩE = 0,

(29)iRΩE = 0,

hold, whereΦ is the Jacobi endomorphism andR is the curvature introduced in Section2. The operator
P2 = (P1,PΓ ) is regular and involutive (see[9]). Therefore in the case where the curvature is zer
(that isΦ = λJ for some scalar functionλ that in fact must be identically zero in the case of a lin
connection), the system is formally integrable. It is clear from the formula for the curvature given
introduction that the canonical connection is flat if and only ifG is nilpotent of order two. Hence:

Proposition 5.1. The canonical connection of a two-step nilpotent Lie group is variational. In partic
The canonical connection of a commutative Lie group is variational.

If ∇ is non-flat, then Eqs.(28) and (29)are not satisfied identically. Therefore we must study
integrability of the system

(30)




iSΩE + dLCE − dE = 0,

iΓ ΩE = 0,

iΦΩE = 0,

iRΩE = 0,

whereΩE := ddJ E. The differential operator corresponding to the system(30) is

P3 :C∞(T G) → F3,
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i

defined by

P3 := (P1,PΓ ,PΦ,PR),

whereF3 := T ∗ ⊕ Λ2T ∗ ⊕ Λ2T ∗ ⊕ Λ3T ∗ and

(31)PΦ :C∞(T G) → Λ2T ∗, PΦ(E) = iΦ ddJ E,

(32)PR :C∞(T G) → Λ3T ∗, PR(E) = iR ddJ E,

are also second order linear differential operators.
The linear partial differential operatorP3 is of second order. Its symbol is the mapσ2(P3) :S2T ∗ → F3

given by the product of the symbols of the operators out of which it is formed:

σ2(P3) = σ2(P ) × σ2(PΓ ) × σ2(PΦ) × σ2(PR),

where(
σ2(P1)B

)
(X) = B(S,JX),(

σ2(PΓ )B
)
(X,Y ) = 2

(
B(hX,JY ) − B(hY,JX)

)
,(

σ2(PΦ)B
)
(X,Y ) = B(ΦX,JY ) − B(ΦY,JX),(

σ2(PR)B
)
(X,Y,Z) = B

(
R(X,Y ), JZ

) + B
(
R(Y,Z), JX

) + B
(
R(Z,X),JY

)
for everyB ∈ S2T ∗, andX,Y,Z ∈ T .

Remark 5.2. Although the curvature tensorR∇ is constant on the Lie groupG, the rank of the Jacob
endomorphismΦ and the curvature tensorR onT G can change depending on the point inT G. Therefore
the differential operatorP3 is regular only in a neighborhood of a generic point.

For the symbol of the first prolongationσ3(P3) of P3 we find thatσ3(P3) :S3T ∗ → T ∗ ⊗ F3, where
σ3(P3) = σ3(P ) × σ3(PΓ ) × σ3(PΦ) × σ3(PR) and the component maps are(

σ3(P1)B
)
(X,Y ) = B(X,S,JY ),(

σ3(PΓ )B
)
(X,Y,Z) = 2

(
B(X,hY,JZ) − B(X,hZ,JY )

)
,(

σ3(PΦ)B
)
(X,Y,Z) = B(X,ΦY,JZ) − B(X,ΦZ,JY ),

(
σ3(PR)B

)
(X,Y,Z,W) =

cycl∑
YZW

B
(
X,R(Y,Z), JW

)
.

Let us consider the mapτ :T ∗ ⊗ F3 → K with

τ := τΓ ⊕ τΦ ⊕ τR ⊕ τ[J,J ] ⊕ τΦ ′ ⊕ τ[h,Φ] ⊕ τ[Φ,Φ] ⊕ τ[J,Φ] ⊕ τR′ ⊕ τ[J,R] ⊕ τ[h,R] ⊕ τ[Φ,R]

where the corresponding maps are defined as follows: for every

ξ := (B,CΓ ,CΦ,DR) ∈ T ∗ ⊗ F3 ≡ (T ∗ ⊗ T ∗) ⊕ (T ∗ ⊗ Λ2T ∗) ⊕ (T ∗ ⊗ Λ2T ∗) ⊕ (T ∗ ⊗ Λ3T ∗)

we set

(τΓ ξ)(X,Y ) := B(JX,Y ) − B(JY,X),
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ructed
(τΦξ)(X,Y ) := B(hX,Y ) − B(hY,X) − 1

2
CΓ (S,X,Y ),

(τRξ)(X,Y,Z) := CΓ (hX,Y,Z) + CΓ (hY,Z,X) + CΓ (hZ,X,Y ),

(τ[J,J ]ξ)(X,Y,Z) := CΓ (JX,Y,Z) + CΓ (JY,Z,X) + CΓ (JZ,X,Y ),

(τΦ ′ξ)(X,Y ) := B(ΦX,Y ) − B(ΦY,X) − CΦ(S,X,Y ),

(τ[h,Φ]ξ)(X,Y,Z) :=
cyc∑

XYZ

CΦ(hX,Y,Z) − 1

2

cyc∑
XYZ

CΓ (ΦX,Y,Z),

(τ[Φ,Φ]ξ)(X,Y,Z) :=
cyc∑

XYZ

CΦ(ΦX,Y,Z),

(τ[J,Φ]ξ)(X,Y,Z) :=
cyc∑

XYZ

CΦ(JX,Y,Z),

(τR′ξ)(X,Y,Z) :=
cyc∑

XYZ

B(R(X,Y ),W) − CR(S,X,Y,W),

(τ[J,R]ξ)(X,Y,Z,W) :=
cyc∑

XYZ

CR(JX,Y,Z,W),

(τ[h,R]ξ)(X,Y,Z,W) :=
cyc∑

XYZ

CR(hX,Y,Z,W),

(τ[Φ,R]ξ)(X,Y,Z,W) :=
cyc∑

XYZ

CΦ(R(X,Y ),Z,W) −
cyc∑

XYZ

CR(ΦX,Y,Z,W).

A simple computation shows that Imσ3(P3) ⊂ Kerτ . Taking an arbitrary linear connectionD onT G we
can compute the mapϕ := τ ◦ D ◦ p0(P3) defined on the space of second order solutions ofP3: it gives
compatibility conditions onP3 (cf. [2,9]).

Remark 5.3. The mapτ is “universal”, in the sense that it has the smallest kernel that can be const
in the general situation without imposing any restriction onG.

It is not difficult to show that ifE is a second order solution ofP3 at a pointv ∈ T G, that is,P3E(v) =
0, then

(ϕE)v = (
iΓ ΩE, iΦΩE, iRΩE, i[J,J ]ΩE, iΦ ′ΩE, i[h,Φ]ΩE,

i[Φ,Φ]ΩE, i[J,Φ]ΩE, iR′ΩE, i[J,Φ]ΩE, i[h,R]ΩE, i[Φ,R]ΩE

)
,

and the new conditions that permit a second order solutionE to be lifted to a third order solution are:

(33)iΦ1ωE = 0,

(34)iR1ΩE = 0,

(35)i[h,R]ΩE = 0,

(36)i[R,R]ΩE = 0,
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(37)i[J,R]ΩE = 0,

(38)i[h,Φ]ΩE = 0,

(39)i[Φ,R]ΩE = 0,

(40)i[Φ,Φ]ΩE = 0.

Eqs.(33) and (34)hold since all derivatives ofR andΦ vanish. From the Bianchi identity ([h, [h,h]] =
0) we have also[R,R] = 0, and thereforei[h,R]Ω = 0 and i[R,R]Ω = 0. For the other compatibility
conditions we have:

[J,R] = −
[
J,

1

2
[h,h]

]
= [

h, [J,h]] t=0= 0,

so (37) holds. The vectorial 2-form[h,Φ] is semi-basic, henced[Φ,h]dJ E = i[Φ,h]ΩE . Also the torsion
t = 1

2[J,Γ ] is zero, so

[h,Φ] = [
h, [h,S] − h[h,S]] = [

h, [h,S]] + [h,F + J ]
(41)= [

h, [h,S]] + [h,F ] + [h,J ] t=0= −[R,S] + FR − R ∧F = R1.

SinceR1 = 0, Eq.(38) is satisfied. Using once again thatR1 = 0 we find that

[Φ,R] =
[
Φ,

1

2
[h,h]

]
= −1

2

[
h, [h,Φ]] − 1

2

[
h, [Φ,h]] = [

h, [Φ,h]] = [h,R1] = 0.

and(39) is satisfied.
In order to compute(40)we remark that ifN is a constant matrix, then

M
∂[[N,x], x]

∂x

∂

∂x
= ([[N,M], x] + [[N,x],M]) ∂

∂x
.

Indeed,

M
∂[[N,x], x]

∂x

∂

∂x
= Mi

j

∂

∂xi
j

(
Nα

k xβ
α xl

β − 2xα
k Nβ

α xl
β + xα

k xβ
α Nl

β

) ∂

∂xl
k

= Mi
j

(
Nα

k δj
αδ

i
βxl

β + Nα
k xβ

α δ
j

βδi
l − 2δ

j

k δ
i
αN

β
α xl

β − 2xα
k Nβ

α δ
j

βδi
l

+ δ
j

k δ
i
αx

β
α Nl

β + xα
k δj

αδ
i
βNl

β

) ∂

∂xl
k

= ([[N,M], x] + [[N,x],M]) ∂

∂x
.

Now letX = (x, a) andY = (x, b) be two left-invariant vector fields onG andXh andYh their horizontal
lifts. Using the fact thatΦ is semi-basic we haveΦ ◦ Φ = 0 and also since

Φ[ΦXh,Y h](x,α) = Φ

[(
x,α,0,

1

4

[[a,α], α])
,

(
x,α, xb,

1

2
[b,α]

)]

= Φ

[
1

4

[[a,α], α] ∂

∂α
, xb

∂

∂x
+ 1

2
[b,α] ∂

∂α

]
= 0,
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we have[Φ,Φ](Xh,Y h) = [ΦXh,ΦYh]. Therefore

[Φ,Φ](Xh,Y h) = [ΦXh,ΦYh] =
[

1

4

[[a,α], α] ∂

∂α
,

1

4

[[b,α], α] ∂

∂α

]

= 1

16

([([[[b,α], α], a] − [[[a,α], α], b] − [[a,α], [b,α]]), α]) ∂

∂α

= 1

16

([[Φ(b), a], α] − [[Φ(a), b], α] − [[[a,α], [b,α]], α]) ∂

∂α

= 1

16

(
R

(
Φ(Xh),Y h,α

) − R
(
Φ(Yh),Xh,α

) + R
([Xh,α], [Yh,α], α)) ∂

∂α
.

In the generic case the vectorial 2-form[Φ,Φ] is not linearly related toR andΦ and therefore Eq.(40)
represents potentially a new compatibility condition for the system. As we will see in the next sec
nontrivial example where this condition is identically satisfied is given by ASOn, the group of Euclidean
transformations ofRn.

6. Worked example: The Euclidean group

In this section we shall apply the theory developed in the previous sections to the Euclidean
ASOn of R

n, that is, the group generated by all rotations and translations. It consists of maps of th

R
n → R

n

x �→ Ax + t

whereA ∈ SO(n) is a rotation matrix. We represent ASOn as a matrix Lie group, in fact as a subgroup
GL(n + 1,R) by

ASOn =
{(

A t

0 1

) ∣∣∣ t ∈ R
n, A ∈ SO(n)

}
,

and the action onRn is given as a matrix action when we write an element ofR
n asx =t (x1, . . . , xn,1).

Therefore the Lie algebra of ASOn can be represented as

ason =
{(

M t

0 0

) ∣∣∣ t ∈ R
n, M ∈ so(n)

}
.

The systemB := {Ei,j ,Ek | j < i, i, j, k = 1. . . n} give us a basis ofason, whereEij denotes a skew
symmetric matrix with 1 in theith row andj th column,−1 in the j th row andith column, and 0
elsewhere, andEi denotes the matrix with 1 in theith row and(n + 1)th column and 0 elsewhere. Th
bracket relations of the Lie algebra are given by:

[Ei,Ej ] = 0,

[Eij ,Ek] = −δikEj + δjkEi,

[Eij ,Ekl] = δjkEil + δilEjk − δjlEik − δikEjl.

Let us compute the components of the curvature tensorRv at a tangent vectorv = (x,α) ∈ TxASOn,
whereα = αmnEmn +αmEm. In order to make the computation as simple as possible, we use the no
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pro-

vious

–

it is

ution
n be
Eji = −Eij for i > j . Thus:

Rv(Eij ,Ekl) = R∇(Eij ,Ekl, v) = 1

4
δ

j

k

(
αlmEmi − αimEml + αiEl − αlEi

)
+ 1

4
δi
l

(
αkmEmj − αjmEmk + αjEk − αkEj

)
− 1

4
δi
k

(
αlmEmj − αjmEml + αjEl − αlEj

)
− 1

4
δ

j

l

(
αkmEmi − αimEmk + αiEk − αkEi

)
,

Rv(Eij ,Ej ) = R∇(Eij ,Ej , v) = 1

4
δk
j (α

mi − αim)Em − 1

4
δk
i (α

mj − αjm)Em,

Rv(Ei,Ej ) = R∇(Ei,Ej , v) = 0.

Remark 6.1. It is not difficult to check that the Nijenhuis bracket of the Jacobi endomorphism is
portional to the curvature; in fact[Φ,Φ] = 1

4R. Since from the integrability conditions(33)–(40)only
the last one can be non-trivial, we conclude that all the compatibility conditions found in the pre
section are satisfied.

In the sequel we focus on the three dimensional group ASO2 and we show:

Theorem 6.2. The canonical connection ofASO2 is variational.

To prove the theorem we have to examine the integrability of the system(30)which contains the Euler
Lagrange equations and its first compatibility conditions. We denote bye1, e2 ande12 the left-invariant
vector-fields on ASO2 corresponding to the elementE1, E2 andE12 of aso2.

Remark 6.3. Let v be an arbitrary vector ofT ASO2 represented as(x,α) in ASO2 × aso2. From the
formulae of the curvature above we obtain that

Rv = ω ∧ J,

whereωv = α12e
12, e12 being the dual one-form corresponding toe12.

For this reason the operatorPR can be removed fromP3 because the equation represented by
identically satisfied. Indeed, for every LagrangianE we have

iRΩE = iω∧J ΩE = ω ∧ iJ ddJ E = ω ∧ dJ dJ E = ω ∧ d[J,J ]E = 0

because[J,J ] = 0. So it is sufficient to consider the operator

(42)PASO2 :C∞(T ASO2) → FASO2,

wherePASO2 := (P1,PΓ ,PΦ) andFASO2 := T ∗ ⊕ Λ2T ∗ ⊕ Λ2T ∗.
Therefore, to proveTheorem 6.2it is sufficient to show that there exists a second order regular sol

for PASO2 (Lemma 6.4), and thatPASO2 is formally integrable, that is, every second order solution ca
lifted to an infinite order solution (Lemmas 6.5 and 6.6).
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Lemma 6.4. For everyv �= 0 in T ASO2 there exists a second order regular formal solution toPASO2.

Proof. Let (xi) be a local coordinate system on ASO2, and(xi, yi) the associated coordinate system
T ASO2 in the neighborhood ofv. If E is a function onT ASO2, then its second order jet atv will be
denoted by

(j2E)x = (
xi, vi,p,pj ,pj ,pjk,pjk,pjk

)
,

wherep = E(v), andpi = ∂E

∂xi , pi = ∂E

∂yi , pij = ∂2E

∂xi∂xj , pij = ∂2E

∂xi∂yj , pij = ∂2E

∂yi∂yj are the correspondin
derivatives computed atv. Now (j2E)x is a second order regular solution ofPASO2 at v if and only if

(43)det(pij ) �= 0,

and (P1E)v = 0, (PΓ E)v = 0 and(PASO2E)v = 0 are satisfied, that is, if we have(43) and thelinear
system:

(44)vαpαi + f αpαi − pi = 0,

(45)pji − pij + Γ α
i pαj − Γ α

j pαi = 0,

(46)Φα
i pαj − Φα

j pαi = 0,

wheref α are the components of the spray andΓ α
β are the coefficients of the connectionΓ = [J,S].

Computing the Jacobi endomorphismΦ with the help of the formulaΦ = iSR we find that in the basi

B = {eh
1, e

h
2, S, ev

1, e
v
2,C} at v = (x,α) the matrix ofΦ is

(
0 0

Φ
j
i 0

)
, where 0 denotes the 3× 3 zero matrix

and

(Φ
j

i ) =
(

α12 0 0
0 α12 0
0 0 0

)
.

Now let g be a scalar product ofT v
x so that the basis{ev

1, e
v
2,C} is orthogonal. If(pij ) is the matrix of

g with respect to the basis{ ∂

∂yi }i=1,...,n, we find that(43) and(46) are satisfied. Solving the system(44)
and(45)with respect to the pivot termspi andpji we arrive at a regular second order formal solution
PASO2 at v. �
Lemma 6.5. Every second order solution ofPASO2 can be lifted into a3rd order solution.

Proof. Let τASO2 := (τΓ ⊕ τA ⊕ τ[J,J ] ⊕ τA′ ⊕ τ[h,A] ⊕ τ[A,A] ⊕ τ[J,A] ⊕ ρ) defined onT ∗ ⊗ FASO2, where
the mapsτΓ , τA, τ[J,J ], τA′ , τ[h,A], τ[A,A] andτ[J,A] and corresponding formulas are defined onpage 270
and let(

ρ(B,CΓ ,CΦ)
)
(X,Y ) := CΦ(hX,Y,S) − 1

2
CΓ (X,Y,S) − B(AY,X)

for every (B,CΓ ,CΦ) ∈ (T ∗ ⊗ T ∗) ⊕ (T ∗ ⊗ Λ2T ∗) ⊕ (T ∗ ⊗ Λ2T ∗) and X,Y ∈ H := 〈eh
1, e

h
2 〉: the

space generated by the horizontal lift of the infinitesimal translationse1 ande2. It is easy to show tha
Imσ3(PASO2) = KerτASO2. Therefore, taking an arbitrary linear connectionD on T M we can compute
the mapϕ := τASO2 ◦ D ◦ p0(PASO2) defined on the space of second order solutions ofP3: it gives all the
compatibility conditions ofP3 (cf. [9]).
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Using the computation of the previous section and theRemark 6.1we obtain

ϕE = (
0,0,0,0,0,0,0, ρ(DPASO2E)

)
for every second order solutionj2(E) of PASO2. Let us computeρ(DPASO2E): if X,Y ∈H, then

ρ(DPASO2E)(X,Y ) = X
(
ΩE(ΦY,S)

) − 1

2
ΦY

(
iΓ ΩE(X,S)

) − ΦY
(
ωE(X)

)
= XΩE(ΦY,S) − ΦYΩE(X,S) − dωE(ΦY,X).

Since

dωE = d(iS ddJ E + dLCE − dE) = diS ddJ E = LSΩE,

we obtain

ρ(DPASO2E)(X,Y ) = ΩE

([S,ΦY ],X) + ΩE

(
ΦY, [S,X]) +

∑
X,ΦY,S

XΩE(ΦY,S)

= dΩE(X,ΦY,S) + ΩE

([X,ΦY ], S) = ΩE

([X,ΦY ], S)
becausedΩE = d2dJ E = 0. ReplacingX andY by the generatorseh

i andeh
j in the above formula an

using the fact that[eh
i , e

v
j ] = 0 we find that atv

ρ(DPASO2E)
(
eh
i , e

h
j

) = ΩE

([
eh
i ,Φeh

j

]
, S

) = ΩE

([
eh
i , α12e

v
j

]
, S

)
= (

eh
i α12

)
ΩE

(
ev
j , S

) = (eh
i α12)

α12
iAΩE

(
ev
j , S

) = 0,

because,E being a second order solution atv, iAΩE vanishes onTvASO2. Hence for every second ord
solutionE the mapϕE is zero and so every second order solution can be lifted into a third order sol
This proves the lemma.�
Lemma 6.6. The symbol ofPASO2 is involutive.

Proof. To prove the lemma we have to find a quasi-regular basis[2,9], that is, a basis{vi}6
i=1 of T ∗ such

that

(47)dimg2(PASO2) +
6∑

k=1

dimg2(PASO2)v1...vk
= dimg3(PASO2),

whereg2(PASO2) = Kerσ2(PASO2) is the kernel of the symbol ofPASO2, g3(PASO2) := Kerσ3(PASO2) is
the kernel of the symbol of the first prolongation, andg2(PASO2)v1...vk

:= {B ∈ g2(PASO2) | B(vi, .) = 0,
i = 1. . . k}.

An easy computation shows that the basis{vi}6
i=1 satisfies the condition(47), where

v1 := eh
1 + C, v2 := eh

2 + ev
1, v3 := S + ev

2,

v4 := ev
1, v5 := ev

2, v6 := C. �
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7. The Helmholtz conditions and more examples

In the previous two sections we have applied Spencer theory to study the existence of Lagrang
the canonical symmetric connection of a Lie group. Spencer theory is probably the best theoreti
for establishing existence of such Lagrangians and we have given details for the Euclidean grou
plane as a means of providing a nice worked example of the theory. It has been known since th
of Douglas[4] however, in the context of the general inverse problem for second order systems,
alternative to studying the Euler–Lagrange operator directly is to work with the Helmholtz cond
Indeed apart from[8,9] almost all recent investigations into the inverse problem have proceeded th
the Helmholtz conditions.

The Helmholtz conditions are formulated in terms of “the multiplier” or Hessiangij which is related
to the two-form ofDefinition 3.6by

(48)ΩE = gαβ dxα ∧ θβ

whereθβ are the horizontal one-forms of the connection, that is,dyβ + Γ β
αγ yα dxγ . They consist of in

addition to(28)

(49)
dgαβ

dt
− yδΓ

γ

αδgγβ − yδΓ
γ

βδgγα = 0

and

(50)
∂gαβ

∂yγ
− ∂gαγ

∂yβ
= 0.

Of course the Helmholtz conditions can easily be formulated for general second order syste
we shall have no need to do so here. Notice that(28) is now to be regarded as an algebraic condi
whereas(49) and (50) are systems of ordinary and partial differential equations, respectively. I
Helmholtz approach if a non-degenerate solution can be found, the Lagrangian can found by m
two quadratures and the addition of suitable terms linear inyα ; there is no obstruction to the constructi
of these terms and the only ambiguity in the Lagrangian is the addition of a total time derivative. I
out that(29)arises as an integrability condition so it may as well be appended to the other condition
the outset. Now(28) and(29) are linear algebraic conditions that in principle can be solved. Like
there is no obstruction to solving(49), though it may be difficult to solve them in practice. The hard
part by far is to solve(50) of which there are in general 2

(
n+1

3

)
conditions for ann-dimensional Lie

group. On the other hand if one is interested in finding just a single Lagrangian it may not be ne
to integrate or analyze(50) in complete generality.

Throughout this article we have assumed that we are given a linear groupG at the outset. However,
is interesting to observe that(28)and(29)can be solved purely at a Lie algebra level where in differen
geometry one often prefers to start. In fact in some cases one is able to conclude that the mul
singular and hence the canonical connection of any associated Lie group is not variational. If o
start with ann-dimensional Lie algebrag and the multiplier is not forced to be singular one is then fa
with the problem of finding a local vector field representation ofg in terms of vector fields onRn, if one
wants to obtain the equations for the geodesics of∇ locally. Such a representation is guaranteed by L
third theorem[10].

There is one final general remark that we shall make assuming that we have been able to fi
cal representation for the geodesics of∇. One is at liberty to change coordinates so as to simplify
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geodesics before solving the Helmhlotz conditions. Again, if only a single Lagrangian is requir
transformation may lead easily to the construction of such a Lagrangian.

We proceed in this final section by considering some special kinds of Lie algebra that occur
inverse problem. The results complement the theory of the previous sections.

Example 7.1 (Lie algebras nilpotent of order two). Let g be a finite dimensional Lie algebra associa
to a Lie groupG. We know that the canonical connection onG is flat if and only if g is nilpotent of
order two andProposition 5.1showed that a Lagrangian exists in this case. We shall now construc
concretely. The necessary and sufficient condition forg to be nilpotent of order two is thatg′ ⊂ Z(g),
whereg′ = [g,g] is the derived algebra andZ(g) denotes the center ofg. We can introduce a basis{ei, eA}
for g where 1� i � p andp + 1 � A � n such that{ei} is a basis forZ(g). The Lie bracket relations o
g are given by

[ei, ej ] = 0, [ei, eA] = 0, [eA, eB] = γ i
ABei,

whereγ i
AB = −γ i

BA. Clearly the Jacobi identity is satisfied because all second order Lie brackets v
We can obtain a faithful local representation forg in terms of vector fields onRn as follows: put

ei = ∂

∂xi
, eA = ∂

∂wA
− 1

2
γ i

AB

∂

∂xi
.

If we compute the connection components of the canonical connection we find that they are a
Hence the geodesic equations are given by

ẍi = 0, ẅA = 0.

Clearly thenh := ∑
(dxi)2 + ∑

(dwA)2 is a Riemannian metric compatible with∇. However,h is not
bi-invariant because, according to[12], a bi-invariant metric exists on a Lie groupG if and only if G is a
product of compact and abelian Lie groups.

A particular case of two-step nilpotent algebras are the Heisenberg algebrasg of dimension 2n + 1
which are characterized by the extra property that the derived algebrag′ is one-dimensional. There is
basis{e1, e2, e3, . . . , e2n+1} such that the only non-zero brackets are given by

[ep, en+p] = e2n+1

for 1 � p � n. In this case it is easy to find a group which hasg as its Lie algebra; namely, for algebr
of dimension 2n + 1 the(n + 2) × (n + 2) matrices:

x =




1 x1 x2 . . . xn z

0 1 0 . . . 0 y1

0 0 1 . . . 0 y2
...

. . .
...

0 0 0 . . . 1 yn

0 0 0 . . . 0 1




.

The corresponding system of geodesic equations is given by

(51)z̈ =
n∑

j=1

ẋj ẏj , ẍi = 0, ÿi = 0 (1 � i � n).
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A metric Lagrangian is given by

E =
(

ż −
n∑

j=1

(xj ẏj + yj ẋj )

2

)2

+
n∑

j=1

(
ẋ2

j + ẏ2
j

)
.

Example 7.2 (The affine group of the plane). The affine group of motions ofR2 is the six-dimensiona
subgroup ofGL(3,R) given by

A(2) =
{(

A t

0 1

) ∣∣∣ t ∈ R
2, A ∈ GL(2,R)

}
,

and the Lie algebra ofA(2) is given by

a(2) =
{(

a x

0 0

) ∣∣∣ x ∈ R
2, a ∈ gl(2,R)

}
.

When conditions(28)and(29)are imposed one finds that the multipliergij has the following form:

gij =

y2

2g22 + 2y2y3g23 + y2
3 −y1(y2g22 + y3g23) −y1(y2g23 + y3g33)

−y1(y2g22 + y3g23) y2
1g22 y2

1g23

−y1(y2g23 + y3g33) y2
1g23 y2

1g33


 .

The same conclusion can be reached starting from the Lie algebra basis{e1, e2, e3, e4, e5, e6} with non-
zero bracket relations:

[e1, e2] = e2, [e1, e3] = −e3, [e1, e5] = e5, [e2, e3] = e1 − e4, [e2, e4] = e2,

[e2, e6] = e5, [e3, e4] = −e3, [e3, e5] = e6, [e4, e6] = e6.

However, it is clear that in this examplegij is singular and therefore there can be no Lagrangian fo
geodesics, which are given by:

ẏ1 = x4y1y5 − x3y1y6 − x6y2y5 + x5y2y6

∆
, ẏ2 = x4y1y3 − x3y1y4 − x6y2y3 + x5y2y4

∆
,

ẏ3 = −x6y
2
3 + x5y3y4 + x4y3y5 − x3y4y5

∆
, ẏ4 = −x6y3y4 + x4y3y6 + x5y

2
4 − x3y4y6

∆
,

ẏ5 = −x6y3y5 + x5y3y6 + x4y
2
5 − x3y5y6

∆
, ẏ6 = −x6y4y5 + x5y4y6 + x4y5y6 − x3y

2
6

∆
,

where∆ is the determinantx4x5 − x3x6. We do not know if a similar conclusion holds for the affi
groupA(n) in general.

Example 7.3 (The Euclidean group of the plane). To conclude this section we shall revisit the inve
problem for ASO2, the Euclidean group of the plane. This example was treated in[14] but we are now in
a position to complete the analysis. The corresponding Lie algebra has the basise1, e2, e3 with non-zero
brackets,

[e1, e3] = −e2, [e2, e3] = e1.

As in [14] the geodesics are given by

(52)u̇ = tv, v̇ = −tu, ṫ = 0,
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whereu,v andt denoteẋ, ẏ andż, respectively. The connection formθ is given by

−2θ =
[ 0 −dz −dy

dz 0 dx

0 0 0

]

and the curvature two-form is given by

4Ω =
[0 0 dx dz

0 0 dy dz

0 0 0

]
.

Hence we see that the curvature tensor has essentially only the following non-zero components

(53)R1
313 = 1

4
, R2

323 = 1

4
.

Conditions(28)and(29)entail thatgij satisfies the conditions

g1qu
q = g2qu

q = 0,

whereuq is the 3-vector(u, v, t) and the solution of the ODE conditions(49) imply thatgij is given by

gij = M

[
t2u t2v −t (u2 + v2)

t2v −t2u 0
−t (u2 + v2) 0 u(u2 + v2)

]
+ P

[
t2 0 −tu

0 t2 −tv

−tu −tv u2 + v2

]

+ N

[−t2v t2u 0
t2u t2v −t (u2 + v2)

0 −t (u2 + v2) v(u2 + v2)

]
+ H

[0 0 0
0 0 0
0 0 F

]
,

whereH , M , N andP are arbitrary first integrals.
The closure conditions(50) turn out to be

(54)uMu + vMv + tMt + 4M = 0,

(55)uNu + vNv + tNt + 4N = 0,

(56)uPu + vPv + tPt + 3P = 0,

(57)Fu = 0,

(58)Fv = 0,

(59)Pv + 2N + tNt + uMv − vMu = 0,

(60)Pu + 2M + tMt − uNv + vNu = 0.

The closure conditions can be solved by introducing the following first integrals:α = u
t
− y, β = v

t
+ x,

γ = cos(z)u−sin(z)v
t

, δ = cos(z)v+sin(z)u
t

. Thus

(61)F = F(t),

(62)M = m(α,β)

t4
,

(63)N = n(α,β)

t4
,

(64)P = (2n + δmγ − γmδ)β + (2m − δnγ + γ nδ)α
,

t3
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wherem,n andF are arbitrary smooth functions. Two simple Lagrangians in this case are given b

(65)L1 = (u2 + v2)

t
+ xv − yu + t2,

(66)L2 = (v2 − u2)cosz + 2uv sinz

2t
+ t2.
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