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With respect to brittleness, it is about the type of material and its related strength. In comparison
with ductile material under load, brittle material has a relatively shorter plastic deformation and
responds dominantly by the elastic deformation. With respect to fracability, it is about the rock
failure under the ultimate rock strength in either brittle or ductile formation. In comparison, the
higher fracable formation should have smaller formation strength than that of the lower fracable
formation. In consequence, it is not certain that the brittle formation is easy to fracture than the
ductile formation since brittle formation may have greater strength than ductile formation even
though the exceptions may exist.

More complications arise when evaluating the responses of subsurface formation in great depth
to the formation types (e.g. brittle formation or ductile formation). Under this condition, the impact
of confinement on the fracability cannot be ignored. In general, the formation subject to higher
confinement pressure is more difficult to fracture as the formation strength is greater. Conversely,
the formation subject to lower confinement pressure is easy to fracture since the formation
strength is smaller.

In view of efficient stimulation of tight shale gas reservoirs, it is unclear whether we would
choose the brittle interval or the ductile interval to fracture as the strength of either interval is
unknown. However, it is apparent that we should choose the formation interval with a higher
fracability which is equivalent to the lower formation strength. Under the similar confinements, the
lower formation strength may be indicated by the smaller unconfined compressive strength (UCS).
As a result, it is advisable that the most fracable interval is the one with lowest UCS.

When evaluating the present technology, the formation brittleness should no longer be the
associated subject matter as we are unclear about its role to improve the fracability of the tight
formation. Disassociating the brittleness with the fracability enables us to focus on identifying the
true mechanisms of efficient fracturing of tight shale gas reservoirs.

With the objective review and sensible definition of brittleness used in the present petro-
physical field to identify the desirable fracturing intervals, the paper presents the ambiguities of
using the brittleness to define the formation fracability and points out that the formation brittle-
ness can be unrelated to the formation fracability. As an alternative approach, the paper provides an
effective method to define the most fracable formation intervals in designing the hydraulic frac-
turing in tight shale gas formations.

Copyright © 2016, Southwest Petroleum University. Production and hosting by Elsevier B.V. on
behalf of KeAi Communications Co., Ltd. This is an open access article under the CC BY-NC-ND
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Fig. 1. Linear relationship between Young's modulus and Poisson's ratio from Eq.
(1) (YMS_C unit is mpsi / psi � 106 and 1 mpsi ¼ 6.8947573 GPa; [3].
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1. Introduction

As world conventional hydrocarbon resources have reduced
rapidly in recent years, unconventional hydrocarbon resources
are gradually taking the central stage in all phases of exploita-
tion from exploration to production. The key parameter that
separates the unconventional resources in shale from conven-
tional resources in sandstone is the formation permeability (k)
with the common divider of 0.1 md, with k > 0.1 md for con-
ventional reservoirs and k < 0.1 md for unconventional reser-
voirs [1]. The key method for producing from unconventional
shale formations with ultralow permeability is to hydraulically
fracture the tight formation with the assistance from connected
natural fractures.

Based on fracture mechanics, it appears that a more brittle
formation is easier to fracture [2]. As a result, identifying the
brittle zones in unconventional reservoirs to achieve effective
fracturing has become the focus of current research. A variety of
definitions of brittleness has arisen from various disciplines
which promotes the development of empirical relations be-
tween formation brittleness and formation mechanical proper-
ties, such as the correlation of Young's modulus and Poisson's
ratio.

The empirical correlation such as developed by Rickman et al.
[3] is convenient to use as a brittleness index log with reference
to other wireline logs to assist in locating the preferred injection
intervals. Brittleness is an important property that controls the
failure process as discussed by Van Dam et al. [4]. Alassi et al. [5]
pointed out that although rock material is considered brittle in
general, many rocks show less brittle and more plastic behaviour
at high stress conditions. Rock brittleness has been considered an
important geomechanics parameter in the pool of petrophysical
e geomechanical factors for stimulating unconventional reser-
voirs [6].

These empirical methods, however, have their defects of
frequently neglecting the true mechanisms of effective frac-
turing. The controversial debates over the brittleness and
fracability even for their respective definitions have intensified
in recent years. For example, the negative relationship between
Young's modulus and Poisson's ratio may be appropriate for
certain materials. The generalization of the relation by associ-
ating it with brittleness can be dangerous. Another important
but controversial question is whether the brittleness should be
related to the rock strength (UCS) instead of to the rock stiff-
ness (Young's modulus). Finally, the brittleness and fracability
appear to be simple terms to relate to the stimulation effec-
tiveness. However, the complication of brittleness may largely
overshadow its usefulness in achieving the desired fracability,
and the effective fracability could be determined without
relating to the brittleness. The purpose of the present paper is
to identify the complications of brittleness and to propose an
effective method in determining the fracability to stimulate
the unconventional tight reservoirs without resourcing to
brittleness.
Fig. 2. Relation between stress and strain to determine the elastic strain (εel) and
plastic strain (εpl) [7].
2. Review of current brittleness approach

Based on the laboratory ultrasonic measurements to derive
the relationship between dynamic Young's modulus and Pois-
son's ratio, Rickman et al. [3] proposed the following equation to
evaluate the brittleness:

Br ¼ 50
7

ðE � 28nþ 10:2Þ (1)
where E is Young's modulus and n is Poisson's ratio, both are
derived from the correlations of sonic velocity logs. It can be
easily proved that

- Br ¼ 0 when E ¼ 1 (mpsi) and n ¼ 0.4
- Br ¼ 70 when E ¼ 6.1604 (mpsi) and n ¼ 0.2343

where mpsi ¼ psi � 106; 1 mpsi ¼ 6.8947573 GPa.
The data from Eq. (1) can be illustrated by the dotted pink line

in Fig. 1.
The relationship between Young's modulus and Poisson's

ratio to interpret formation brittleness proposed by Rickman
et al. [3] in Eq. (1) has been widely used in the petrophysical
domain as an indispensable geomechanical component in
stimulating unconventional tight reservoirs. The workflow has
been established by the practitioners in oil/gas industry to plot
the brittleness index log along the perforated interval in order to
identify the desired fracturing intervals.

However, Rickman et al.'s proposal raised much opposition
from the geomechanics domain. The main debate is about the
definition of brittleness. Using the proportion between elastic



Fig. 5. Positive correlation between Young's modulus and Poisson's ratio for
Woodford cases [8].

Fig. 3. Relation between brittleness defined in Eq. (2) and effective confining stress
[7].
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deformation and plastic deformation as well as the maximum
stress (tmax) and residual stress (tres) as reference points, as
shown in Fig. 2, Holt et al. [7] proposed the following equation to
calculate the brittleness:

Br ¼ εel

εt
(2)

where εel is the elastic strain and εt is the total strain:

εt ¼ εel þ εpl (3)

where εpl is the plastic strain.
For three types of clay-rich shale (H Shale e clay 30e85%; S

Shale e clay 47%; W Shale clay 44%), Holt et al. [7] related brit-
tleness defined in Eq. (2) to the effective confining stress as
shown in Fig. 3. The apparent reversed relation between brit-
tleness and effective confining stress exists for all shales, espe-
cially for H Shale. In other words, greater brittleness refers to
smaller confining stress.

Holt et al. [7] attempted to reproduce the result from
Rickman et al. [3] using laboratory ultrasonic tests under the
same hydrostatic loading conditions to generate the P wave
and S wave velocities. The brittleness by Rickman et al. [3]
should in principle represent brittleness under the conditions
where wave velocities are measured. Since wave speeds
Fig. 4. Relation between brittleness defined in Eq. (1) and effective confining stress
based on the ultrasonic measurements under hydrostatic loading [7].
increase with increasing stress and P-wave velocity normally
increases faster than S-wave velocity, one would expect the
brittleness by Rickman et al. [3] to increase rather than
decrease with increasing stress such as confining stress. Holt
et al. [7] performed the laboratory ultrasonic tests under
hydrostatic stress condition to clay-rich North Sea F Shale and
confirmed the positive correlation between brittleness and
confining stress, as shown in Fig. 4. It is understood that the
in-situ confining stress represents the lateral stress or often
horizontal stress that can be determined if the stress path is
known. In general, the in-situ stress under the hydrostatic
condition (stress path ¼ 1) is extremely rare. For this reason,
the result in Fig. 4 should not be considered as a general guide
to the derivation of brittleness.

Miskimins [8] collected the correlations between Young's
modulus and Poisson's ratio from various depths of different
parts of Woodford shale intervals, and showed in Fig. 5 that a
positive trend between Young's modulus and Poisson's ratio
indeed exists. The trend in Fig. 5 is apparently contradictory to
the trend by Rickman et al. [3] in Fig. 1 (Note: “Y” axis in Mis-
kimins' case is in a reversed order from “Y” axis in Rickman
et al.'s case).
Fig. 6. Poisson's ratio is positively related to Young's modulus in fractured dry rock
[9].



Fig. 9. Brittle shale is either quartz rich or ca

Fig. 8. The relationship between Young's modulus and Poisson's ratio is in reserve
mode when the deformable rock contains fewer fractures but fractures are water
saturated [9].

Fig. 7. Poisson's ratio is negatively related to Young's modulus in fractured wet rock
[9].
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Zhang and Bentley [9] proposed that the fractures in the rock
and their saturation status would affect the relation between
Young's modulus and Poisson's ratio significantly. For the case
with the fractures being dominated in the rockwithout saturated
fluid, Fig. 6 indicates that Young's modulus has a positive relation
with Poisson's ratio, similar to the case shown in Fig. 5. The rock is
dryandunder the effective pressureof 10MPa. Zhang andBentley
argued that greater Poisson's ratio corresponds to larger Young's
modulus while the higher Poisson's ratio is the result of fewer
cracks, which leads to the larger Young modulus.

If the fractures are still pervasive but the rock is water satu-
rated, then the relationship between Young's modulus and
Poisson's ratio is reversed, as shown in Fig. 7 [9]. The greater
Poisson's ratio is related to the smaller Young's modulus. The
fewer cracks are conversely the result of high pressure.

If the deformable rock is not heavily fractured and if the rock
is water saturated, the reverse relation between Young's
modulus and Poisson's ratio with certain degree of smearing is
observed (Fig. 8).

Altindag [10] defined the brittleness as a property of materials
that rupture or fracture with little or no plastic deformation.
Altindagbelieved thatbrittlenessmeasures the relative preference
of a material to two competing mechanical responses: deforma-
tion and fracture in the process of ductileebrittle transition.

The equations calculating brittleness are largely empirical.
The following criterion of brittleness has been used widely
[11e14]; and [15]:

Br ¼ sc

st
(4)

where sc is the unconfined compressive strength (UCS) and st is
the tensile strength.

Br in Eq. (4) is a dimensionless number. It means that if the
rock strength under no confinement (i.e., UCS) is significant,
the rock is brittle. If no information about the tensile strength of
the rock is available, it can be assumed to be 1/10th of UCS.

Instead of the simple ratio in Eq. (4), Altindag [10] proposed
the alternative brittleness as follows:

Br ¼ sc � st

2
(5)
rbonate rich, otherwise it is ductile [3].



Fig. 10. Cross plot between Young's modulus and Poisson's ratio showing negative relation in the upper shale and positive relation in reservoir sands. The data from the lower
shale has little impact in the relationship chart.
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Using the average area concept to calculate the brittleness
shown in Eq. (5), Altindag [10] considered the brittleness defi-
nition in Eq. (5) as a better one because it showed a strong cor-
relation to the specific energy with the improved application in
describing cutting efficiency.

With respect to the influence of mineralogy on brittleness of
the shale, Rickman et al. [3] claimed that shale is brittle if it is
quartz rich or carbonate rich. Conversely, the shale is ductile if it
is clay rich, as depicted in Fig. 9.
Fig. 11. Negative linear relation between Young's modulus and Poisson's ratio for
the shallow shale section in Fig. 10.
Jarvie [16] proposed the relation between brittleness and
shale mineralogy as follows:

Brittleness ¼ Quartz
Quartzþ Carbonateþ Clay

(6)

Jarvie assumed that the content of quartz dictates the brit-
tleness of the shale.
Fig. 12. Positive linear relation between Young's modulus and Poisson's ratio for
the sandstone section in Fig. 10.



Table 1
Brittleness definition in current literature Ref. [17].

Formulae Variables Methods References

Br1 ¼ (Hm � H)/K H-hardness, Hm-micro hardness, K-bulk modulus Hardness test Honda and Sanada [18]
Br2 ¼ qsc q-percent of debris, sc-compressive strength Impact test Protodyakonov [19]
Br3 ¼ εux (100%) εux-unrecoverable axial strain Stressestrain test Andreev [20]
Br4 ¼ (εp � εr)/εp εp-peak strain, εr-residual strain As above Hajiabdolmajid and Kaiser [21]
Br5 ¼ (tp � tr)/tp tp-peak shear stress, tr-residual shear stress As above Bishop [22]
Br6 ¼ εr/εt εr-recoverable strain, εt-total strain As above Hucka and Das [23]
Br7 ¼ Wr/Wt Wr-recoverable strain energy, Wt-total strain energy As above As above
Br8 ¼ sc/sten sc-compressive strength, sten-tensile strength UCS and Brazilian tests As above
Br9 ¼ (sc � sten)/(sc þ sten) As above As above As above
Br10 ¼ (scsten)/2 As above As above Altindag [10]
Br11 ¼ (scsten)0.5/2 As above As above As above
Br12 ¼ H/KIC H-hardness, KIC-fracture toughness Hardness and fracture toughness tests Lawn and Marshall [24]
Br13 ¼ c/d c-crack length, d-indent size Indentation test Sehgal et al. [25]
Br14 ¼ Pinc/Pdec Pinc-increment force, Pdec-decrement force As above Copur et al. [26]
Br15 ¼ Fmax/P Fmax-max. force, P-related penetration As above Yagiz [27]
Br16 ¼ H*E* KIC

2 H-hardness, E-Young's modulus,
KIC-fracture toughness

Hardness, stressestrain, and fracture
toughness tests

Quinn and Quinn [28]

Br17 ¼ 45� þ 4/2 4-internal friction angle Mohr-Coulomb analysis Hucka and Das [23]
Br18 ¼ sin4 As above As above As above
Br19 ¼ (En þ nn)/2 En-normalized Young's modulus, nn-normalized

Poisson's ratio
Sonic logging data analysis Rickman et al. [3]

Br20 ¼ Wqtz/Wt Wqtz-weight of quartz, Wt-total mineral weight Mineralogy or XRD analysis Jarvie et al. [16]
Br21 ¼ (Wqtz þ Wdol)/Wt As above, also Wdol-weight of dolomite As above Wang and Gale [29]
Br22 ¼ (WQFM þ Wcarb)/Wt WQFM-weight of quartz, feldspar and mica;

Wcarb-weight of carbonates, Wt-total mineral weight
As above Jin et al. [17]
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Buller et al. [30] proposed the equation to calculate the Fra-
cindex (i.e., fracability) as:

Fracindex ¼
Br
TIV

(7)

where Br is the brittleness defined by Rickman et al. [3] in Eq. (1),
while TIV is the transverse interval velocity and:

TIV ¼ DTSslow
DTSfast

(8)

whereDTSslow is the slow sonic shear travel time and DTSfast is the
fast sonic shear travel time, respectively.

Hucka and Das [23] proposed a simple method to calculate
the brittleness using the single factor of internal friction angle as
follows:

Br ¼ sin4ð0 � 4 � 90Þ (9)
Fig. 13. A stiffer material has a greater Young's modulus E.
where 4 is internal friction angle. From Eq. (9), it is seen that the
larger the friction angle, the greater the brittleness.

Referring to the unconfined compressive strength and tensile
strength, Hucka and Das [23] presented another equation of
brittleness:

Br ¼ C0 � sT

C0 þ sT
(10)

where C0 is the unconfined compressive strength (UCS) and sT is
tensile strength.

Baron et al. [31] presented the brittleness using the energy
terms as follows:

Br ¼ Wel

Wtot
(11)

where Wel is the elastic energy while Wtot is the total energy.
Using peak shear strength (tmax) and residual shear strength

(tres), Bishop [22] defined the brittleness as:
Fig. 14. Material failure in brittle mode and ductile mode.



Fig. 15. Brittle rock failure for low stiffness and low strength rock as well as for high stiffness and high strength rock [32].
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Br ¼ tmax � tres

tmax
(12)

Hajiabdolmajid and Kaiser [21] proposed the brittleness in
the following equation:

Br ¼
εp* � εs*

εs*
(13)

where εp* is the plastic strain at failure while εs* is the specific
strain beyond failure.

Employing the stress as primary variable, Ingram and Urai
[33] defined the brittleness in the following equation:

Br ¼
�
sv;max

sv

�b

(14)

where sv,max is the maximum previous experienced effective
vertical stress, sv is the current effective vertical stress, and b is
the empirical constant.

Using the static data from rock mechanical testing [34,35],
Yang et al. [36] observed that the brittleness defined by Holt et al.
[7] in Eq. (2) showed the reversed relationship with the
confinement pressure, as observed by Holt et al. [7]. On the other
hand, the brittleness defined by Eq. (2) did not show an apparent
relationship to Young's modulus and Poisson's ratio, according to
the report by Yang et al. [36].
Fig. 16. Ductile rock failure for low stiffness and low strength ro
With reference to various definitions of brittleness as
described above, sensible ones are those related to rock strength
(e.g., tensile, shear or compressive strength) and rock failure (e.g.,
permanent failure or plastic deformation). Other non-strength or
non-failure related definitions of brittleness have been suggested
but may have not been physically verified.

From the data of a well in Gulf of Mexico (GOM, data from the
published domain), Fig. 10 shows the cross plot between Young's
modulus and Poisson's ratio for sandstone and shale. The blue
dots represent values from the upper overburden shale forma-
tion while the red dots represent values from the reservoir
sandstone section. The green dots represent the lower shale
formation.

The approximated negative linear section between Young's
modulus and Poisson's ratio is from Section 1 of the shallow
shale (Section 1, blue dots). Conversely, Sandstone (red dots) in
Section 2 shows an approximately positive linear relationship
between Young's modulus and Poisson's ratio. For the deep shale
(Section 3, green dots), the relationship between Young's
modulus and Poisson's ratio becomes unclear. It appears that the
data from the deep shale are clustered at the intersection be-
tween the shallow shale and sandstone sections and further are
overshadowed by the two strong linear relationships.

For the shallow shale section, the negative linear relationship
between Young's modulus and Poisson's ratio can be represented
in Fig. 11. The trend is consistent with the one proposed by Rick-
man et al. [3] shown in Fig. 1 (note: 1 mpsi¼ 6.8947573 GPa). For
ck as well as for high stiffness and high strength rock [37].



Fig. 17. Strain from ductile failure is much greater than strain from brittle failure
[38].
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sandstone section, the positive linear relationship between
Young's modulus and Poisson's ratio is depicted in Fig. 12. It may
be speculated that the relation between Young's modulus and
Poisson's ratioproposedbyRickmanet al. [3]maybe relevantonly
to the shallow shale formations.

Jin et al. [17] provided a comprehensive listing of current
brittleness definitions and methods, which can be viewed in
Table 1.
Fig. 18. Stiffness, strength, brittleness and ductility can h
3. Brittleness and ductility are related to rock strength

The definitions of stiffness and strength can be confusing. A
material may be stiff and strong, but this statement cannot be
generalized because some stiff materials may also be weak. From
the point of view of rock mechanical testing, strength refers to a
load carrying capability, which is related to the material failure,
while stiffness refers to a deflection capability, which is related to
a material property.

The definition of stiffness is the ability of a material to resist
the non-permanent (or elastic) deformation. For example,
Young's modulus (E), also known as the elastic modulus, is a
measure of the stiffness of an elastic material or a material at the
elastic stage [see stress (s) e strain (ε) relationship in Fig. 13].
There is no indication of material failure from Young's modulus
(E) alone (Fig. 13).

Brittleness, on the other hand, is the ability of a material to
resist permanent (or inelastic) deformation. Permanent defor-
mation represents material failure. When the material changes
from the elastic stage to the plastic stage, the material is sub-
jected to failure or the material is in dilation. For brittle failure,
however, the period of plastic deformation is short and brief. If
the period of plastic deformation is long, the material is sub-
jected to ductile failure. As shown in Fig. 14, the difference be-
tween brittle material and ductile material is the duration of the
ability to resist the permanent deformation (plastic strain) or
ultimate load. It is noted that brittleness is independent of
Young's modulus.

The bottom line is that elasticity and plasticity are related to
rock mechanical properties while brittleness and ductility are
related to the rockmechanical strength at failure. In other words,
ave different combinations for different rocks [39].



Fig. 20. Axial stress difference (axial) versus strain (axial and radial) relations from
four triaxial tests [41].
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brittle rock failure implies that rock is still largely elastic but may
be partially plastic. By the same token, ductile rock failure in-
dicates that rock is largely plastic but may be partially elastic.
Elastice brittle and plastic e ductile are often used as equivalent
terms in literature. However, the subtle but important differ-
ences among them must be recognized.

As in Fig. 15 [37], brittle rock failure can occur with both low
strength and low modulus (stiffness) as well as with high
strength and high modulus.

Similarly, the ductile rock failure can occur with both low
stiffness and low strength rock as well as with high stiffness and
high strength rock, as shown in Fig. 16 [37].

The comparison between the brittle failure in Fig. 15 and
ductile failure in Fig. 16 points out an important difference be-
tween these two failures, that is, the deformation, or strain, from
brittle failure is much smaller than that from ductile failure. This
difference was recognized by MPE [38] for different materials
(alloys, ceramics and polymers) as shown in Fig. 17.

Therefore, there is no definite rule that more brittle rock is
stiffer and stronger while more ductile rock is softer and weaker.
As demonstrated by Hudson and Harrison [39]; the rock stiffness
and strength vary with different rocks regardless of whether it is
brittle failure or ductile failure (Fig. 18).

As illustrated in Fig. 19 [40], brittle failure is dominated by the
elastic deformation with a small portion of plastic deformation
from the rock mechanical testing. The opposite is true for ductile
failure which is dominated by plastic deformation.

As reviewed in Section 3, definition of brittleness is not
unique due to the physical complexity of rock failure. While
multiple definitions of brittleness should be permitted, a simple
check of the definition is necessary to constrain the brittleness in
the concept of rock failure rather than in other mechanisms. For
example, most of brittleness definitions reviewed by Jin et al.
shown in Table 1 are related to the rock strength and associated
rock failure. As a result, these definitions of brittleness are
generally acceptable. However, the definitions of brittleness by
methods 19, 20, 21 and 22 in Table 1 are related to none rock
strength factors such as Young's modulus and rock mineralogy,
Fig. 19. Brittle failure and ductile failure from rock mechanical tests [40].
which are not acceptable as the strength is different from the
stiffness even though they are both mechanical properties, while
the mineralogy is a chemical property which deviates from the
original definition of brittleness (i.e., a mechanical term).

4. Impact of confinement on brittleness and ductility

The impact of confinement on the rock brittleness was
pointed out by Holt et al. [7] as seen in Figs. 3 and 4. Since the
brittleness is strongly the function of confinement conditions,
we focus on the more in-depth discussion about the relationship
between brittleness and confinement.

The critical transition from brittle failure to ductile failure is
an important point to be determined from the stress strain
curve of the rock mechanical test. A common misconception is
that this critical brittleeductile transition point can be deter-
mined from the relationship between axial stress difference and
strain by capturing the slope change of the stressestrain rela-
tion. As shown in the stressestrain curves from four triaxial
tests under four different confinement pressures in Fig. 20 [41],
we cannot determine if there are any of these critical brit-
tleeductile transition points. At the lower confinement pressure
(Pc ¼ 1 MPa and Pc ¼ 4 MPa), the rock failure appears to be
brittle. When the confinement pressure was increased to
10 MPa, the rock failure becomes ductile. There was a slight
Fig. 21. Axial stress difference versus strain relations (axial and radial) from four
triaxial tests using high strength rocks Ref. [41].



Fig. 22. Axial stress difference versus various strains from one triaxial test [42].
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drop of ductility when the confinement pressure was increased
to 20 MPa. However, Lutz et al. [41] presented another group of
tests using the higher strength rocks (i.e., about doubled
effective compressive strength compared to the previous
group), as shown in Fig. 21. It can be seen that all rock failures
were brittle in nature regardless of the significant changes in
the confinement pressures.

Determining whether the material is subjected to dilation or
not can only be done with the help of the relationship between
Fig. 23. Four cases of stressestrain relation
axial stress difference and volumetric strain. As shown in Fig. 22
[42], dilation did not occur until the volumetric strain passed the
deflection point. The negative change of volumetric strain rep-
resents the domination of radial strain over axial strain that in-
dicates rock dilation under compressive loading.

The scenarios in Figs. 20 and 21 indicate that the rock appears
to be stiffer as the confinement pressure increases, i.e., Young's
modulus increases as the confinement pressure increases. We
intend to draw a similar conclusion for the brittleness even
though it is not conclusive in Fig. 20 and even less certain in
Fig. 21. Four stressestrain relation cases are presented in Fig. 23,
while Case (A) was from rock testing (i.e., Berea sandstone) and
Cases (B), (C) and (D) were from concrete testing. It is almost
certain that the lower confinement pressure contribute to the
more brittle material failure, and the material failure becomes
more ductile as the confinement increases. It is of interest to note
from Fig. 23 that material stiffness in the form of Young's
modulus derived from the four groups of tests varies from case to
case as: a) the stiffness varies greatly in the positive fashion,
i.e., stiffness increases as confinement increases in Case (A); b)
the stiffness has little change in Case (B) except for the 0.81 MPa
confinement case; c) the stiffness varies in the negative manner,
i.e., stiffness decreases as the confinement increases in Case (C);
and d) the stiffness has no change in Case (D). The three cases for
concrete testing in Fig. 23 demonstrate that the Young's modulus
appears to be not related to the confinement pressures because
that the material is not a real rock with the porosity being
nearly zero. In contrast, the positive responses of variations in
s under various confinements [43,44].



Fig. 26. It may be commonly known that brittle failure occurs in the low
confinement condition while ductile plastic failure occurs in the high confinement
condition [46].Fig. 24. Example yield point is the cutoff value in the transition failure between

brittle (lower confinement) and ductile (higher confinement) rock failures in the
MohreCoulomb chart.
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Young's modulus for the real rock [e.g., sandstone in Case (A) of
Fig. 23] with respect to the increase in the confining pressures
are the result of increasing rock porous space compaction under
loading.

It is understood thatmore brittle rock failure occurs at a lower
confinement condition while more ductile failure occurs at a
higher confinement condition, as demonstrated by Fig. 24 for the
conceptual two-sample testing case, and by Fig. 25 for the actual
six-sample testing case [45].

The transition point from brittle rock failure to ductile rock
failure cannot be easily captured since the transition is gradual.
The case presented by Kirby [46] using the chart between stress
difference and confining pressure in Fig. 26 supports the cases in
Figs. 24 and 25 that the brittle rock is under a lower confinement
and the ductile rock is under a higher confinement.
Fig. 25. Lower confinement leads to more brittle failure while higher confinement
leads to more ductile failure. The brittleeductile transition is gradual [27].
Based on this concept described in Figs. 24e26, Suppe [32]
examined rock strength in quartz rich sedimentary rocks with
hydrostatic pore pressure and made assumptions that the brittle
rock failure occurred in the under-deformed shallower region,
while the ductile rock failure occurred in the deformed deeper
formation (Fig. 27 quoted from Suppe-1985 with modification).
The brittleeductile transition point is at the intersection be-
tween bilinear lines for brittle rock strength in the under-
deformed region and a nonlinear curve for ductile rock
strength in the deformed region.
5. Formation fracability e unrestricted fracturing

Previous discussion indicates that rock brittleness and
ductility are not related to the rock stiffness (e.g., Young's
Fig. 27. Brittle rock in the undeformed shallower depth versus ductile rock in the
deformed deeper depth (modified from Ref. [32]).
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modulus) but are related to rock strength while the cutoff value
between brittle and ductile range is not easy to determine due to
the fact that the transition brittleness and ductility can be
affected by numerous factors.

The fracability is about the quantification of ultimate rock
strength, i.e., the rock failure. For hydraulic fracturing of tight
reservoirs, the most important task is to determine whether the
formation can be broken down under the designated pressure. In
practice, the injectivity tests are usually performed to ensure the
formation breakdown. The effective injectivity tests include but
are not limited to diagnostic formation injection test (DFIT) and
MiniFrac test (MF).

Hubbert and Willis [47] defined the breakdown pressure as:

Pb ¼ 3sh � sH � Pp þ st (15)

where sh is the minimum horizontal stress, sH is the maximum
horizontal stress, Pp is the reservoir pore pressure, and st is the
rock tensile strength. Eq. (15) applies to the wellbore conditions
in which the borehole wall is intact and impermeable, and the
borehole wall effective tensile stress is less than the rock tensile
strength.

From the MiniFrac tests, Raaen and Brudy [48] recognized
that higher injection pressure is required to breakdown the
brittle formation than to breakdown the ductile formation
(Fig. 28).

In the ductile breakdown of Fig. 28(b), the slope change of the
bottom hole pressure (BHP) has been mostly interpreted as the
indication of fracture initiation. Bai [49] considered it either as an
indication of fracture initiation (i.e., LOP) or as the indication of
ductile behaviour of rock failure (i.e., in the period of brit-
tleeductile transition). Bai [49] compared the pressure responses
in the MiniFrac tests between the brittle formation and ductile
formation as shown in Fig. 29 and provided the detailed calcu-
lation of various pressures under either brittle or ductile
conditions.

In summary, fracability defines the degree of easiness to
which a formation can be fractured. Generally speaking, frac-
ability is related to the rock strength but can be associated with
many other factors besides the rock strength. The following
items can be considered as some key factors to identify the
preferred perforation spots with high fracability:

� Small confinement
� Dominant elastic deformation
Fig. 28. Breakdown of brittle formation (a) an
� Thermally enhanced (heating)
� Large permeability and porosity
� High density of natural fractures or micro fractures
� Not cemented
� No super seals
� Open fractures
� In tensile stress zone

Like brittleness, it is difficult to define the fracability by a
single equation due to the influences of multiple factors. Based
on the discussion in this paper especially aspired by the scenario
illustrated in Fig. 24, the following simplified criteria are pro-
posed to define the fracability for all practical purposes:

� No fracability: Fb ¼ 0 where the breakdown pressure cannot
be achieved during DFIT or MiniFrac tests.

� Maximum fracability: Fb ¼ 1 where the breakdown pressure
can be achieved and fracture extension has been verified
during DFIT or MiniFrac tests.

� Variable fracability: 0 < Fb < 1 according to the degree of
easiness of obtaining the breakdown pressure. In particular:
� Low fracability: 0 < Fb < 0.5 where breakdown is ensured in
the ductile formation but the fracture geometry is limited.

� Average fracability: Fb ¼ 0.5 where breakdown pressure is
achieved.

� High fracability: 0.5 < Fb < 1 where breakdown pressure
and fracture extension are achieved and the fracture ge-
ometry is sufficient.

Based on the discussion of this paper, the better fracability
should be near the formation of lower confinement, and lower
UCS. Fig. 30 shows the decreased fracability is related to the
larger UCS and increased effective normal stress. Conversely,
increased fracability is associated with the smaller UCS and
decreased effective normal stress.

Employing the concept described in Fig. 30, the detailed UCS
measured in the laminated shale/sand section can be used for
identifying the effective injection intervals, as shown in Fig. 31
where the selected perforation locations are formation in-
tervals with lower UCS and more fracable rocks. It should be
emphasized that fracability is a dimensionless term which is a
relative term with respect to the ease of fracturing.

The most fracable intervals are usually the weak spots which
could be prone to excessive sand production. For shale gas res-
ervoirs, this is usually not an issue. As a result, the preferred
d ductile formation (b) by injection [28].



Fig. 31. Preferred perforation areas can be determined from the smaller UCS in-
tervals, which is more fracable.

Fig. 29. Different pressure responses in the MiniFrac tests from the rocks with
different properties [49].
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perforation intervals are those relatively weak spots, as shown in
Fig. 32.
6. Formation fracability e restricted fracturing

The formation breakdown scenario shown in Fig. 29 generally
represents the formation fracturing under unconfined condi-
tions. The examples of such conditions are: a) the hydraulic
fracture grows out of payzone as a result of low stress contrast
between the payzone and the bounding layers; and b) the frac-
turing occurs in the homogeneous formation where no perme-
ability contrast between the perforated intervals and adjacent
intervals can be identified.

In reality, unrestricted fracturing cases are rare since the free
fracture extension can be frequently hindered as a result of: a)
contained fracture growth within the payzone due to stress,
Fig. 32. Selecting desired perforation intervals from the weak spots.
Fig. 30. Smaller UCS corresponds to larger fracability while greater UCS is related to
decreased fracability.



Fig. 34. The hydraulic fracture grows when the net pressure (i.e. Pn ¼ Pw � Pc) is
positive. The fracture shrinks in the region where the net pressure is negative. The
resistance for the fracture growth is the fracture toughness [51].

Fig. 33. Comparison between contained fracturing and uncontained fracturing with respect to fracture geometry and injection pressure [50].
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modulus, or permeability contrasts between the payzone and the
bounding formations; b) localized screen out that restricts the
free fracture propagation; c) formation heterogeneities that form
the discreted compartments of flow domains; and d) insufficient
net pressure to extend the hydraulic fracture in the growing
mode, etc.

Using the different signatures of bottom hole pressure re-
sponses during the injection (i.e., increasing pressure without
obvious breakdown for contained fracturing and declining
pressure with clear picture of formation breakdown for uncon-
tained fracturing), Bai et al. [50] showed the geometric contrasts
between the contained fracture growths within the payzone and
uncontained penny shape fracture growths (Fig. 33).

For the restricted fracturing, the formation toughness plays a
big role to reduce the fracture growth. Bai [49] provided a
detailed relationship between breakdown pressure and fracture
toughness. In fracture mechanics, the mode 1 fracture toughness
KIC represents the inherent ability of a material (e.g., a rock) to
withstand a given stress field intensity at the tip of a fracture and
to resist progressive tensile fracture extension.

For the hydraulic fracturing without using proppant, the
fracture can be created onlywhen the net pressure is sufficient to
overcome the formation toughness. The net pressure is equal to
the difference between the injection pressure and the closure
stress. Papanastasiou [51] depicted the fracture propagation as a
result of significant net pressure which exceeded the fracture
toughness KIC. As shown schematically in Fig. 34, the fracture
grows when the fluid pressure exceeds the closure stress which
creates positive net pressure and overcomes the fracture
toughness Ki
ðþÞ. In contrast, the fracture shrinks when the fluid

lag occurs in the fracture tip area which creates negative net
pressure and fracture toughness Ki

ð�Þ. The mode 1 fracture
toughness KIC is the summation of Ki

ðþÞ and Ki
ð�Þ. Therefore, the

fracture toughness is the critical rock strength value. If the pos-
itive net pressure exceeds this critical toughness value, the
fracture will grow. Once the fracture grows bigger, the net
pressure may consequently drop. As a result, the fracture will
stop growing until the net pressure being increased to the level



Fig. 38. Reversed relationship between rock penetration and applied stress [52].

Fig. 37. Schematics showing smaller fracture length due to higher in-situ and
greater fracture length due to lower in-situ stress from a hydraulic fracturing
stimulation.

Fig. 35. Formation fracability chart from the relationship between fracture
toughness and formation brittleness [17].
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that again exceeds the fracture toughness. The dynamic process
continues as long as the net pressure is continuously built up.

In Table 1, Jin et al. [17] defined the brittleness from the
weight percentage of brittle silicate minerals (e.g., quartz, feld-
spar, and mica, or QFM) and brittle carbonate minerals (e.g.,
calcite and dolomite) while excluding the ductile clay minerals.

The fracability index from Jin et al. [17] is an arithmetic
average of brittleness shown in Table 1 and fracture toughness,
as indicated as follows:

FI ¼ BQC þ KIC

2
(16)

where KIC is the mode 1 fracture toughness (i.e., tensile fracture).
Considering the rock with greater fracture toughness as one

of the primary fracture barriers where the formation is less fra-
cable, Jin et al. [17] provided fracability index chart from the cross
plot between the fracture toughness and the normalized brit-
tleness index, as shown in Fig. 35.
Fig. 36. Schematics showing smaller fracture width due to higher in-situ stress in
shale layers and greater fracture width due to lower in-situ stress in sandstone
layers from a hydraulic fracturing stimulation.
It is seen from Fig. 35 that smaller fracability is associated
with greater fracture toughness while the relationship between
the toughness and the brittleness is nonlinear due to the addi-
tional influence of mineralogy on fracability shown in Eq. (16).
Fig. 39. Schematics showing the required sufficient contrasts to contain fracture
height between layers (A) and (B) with respect to: a) stress, b) Young's modulus,
and c) rock strength.



Fig. 40. Greater perforation penetration can be obtained in the rock with smaller compressive strength [53].
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7. Verification of fracability

Rock fracability is related not only to the formation me-
chanical properties but also to the in-situ stress conditions of
stimulated reservoir rocks. In the sedimentary rocks such as the
laminated sandstone e shale sequences, shale is often subjected
to the higher lateral stress than that of sandstone due to greater
lateral rock strength. As described in Fig. 36, the stimulated
wider fracture widths in sandstone layers and narrower fracture
widths in shale layers are the result of the stress contrasts where
the wider width corresponds to the lower stress and vice versa.
In the hydraulic fracturing design for a vertical well, the fracture
width is along the direction of minimum horizontal stress while
the fracture length is parallel to the direction of maximum hor-
izontal stress. Similarly to the case of fracture width, greater
Fig. 41. Penetration depth is inversely rela
stimulated fracture length can be achieved when the hydraulic
fracture is subjected to the smaller lateral stress and vice versa,
as depicted in Fig. 37.

The stress value also has an impact on the depth of perfora-
tion penetration. Based on the laboratory testing of various rocks,
the reversed relationship between the applied stress and the
rock perforation penetration depth was reported by Halleck et al.
[52]; as shown in Fig. 38.

Based on the analysis of stress impact on the stimulated
fracture geometry, it appears that most fracable formation in-
tervals are those subjected to the lowest stress. Naturally, the
stress is not the only factor that dictates the fracture geometry.
Other mechanical contrasts such as formation Young's
modulus and rock compressive strength also have significant
impact on the stimulated fracture geometry. The fracture height
ted to rock compressive strength [54].



Fig. 42. Reversed relationship between penetration depth and effective loading
stress [55].
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containment can frequently be achieved if the mechanical con-
trasts (e.g., Young's modulus and rock compressive strength) are
sufficiently large, as illustrated in Fig. 39.

Among other factors, the impact of rock compressive strength
on reservoir stimulation has been recognized in the past. King
[53] reported the perforation tests on various types of rocks that
had different compressive strengths, as shown in Fig. 40 where
the largest perforation length (or depth, 1600) had been achieved
on the Austin Chalk that had the lowest compressive strength
(i.e., 2200 psi), which was in contrast to the smallest perforation
length (700) on the Carthage Dolomite that had the highest
compressive strength (i.e., 13,000 psi).

Weeks [54] provided the reverse relationship between the
penetration depth and rock compressive strength (i.e., greater
penetration depth related to smaller compressive strength)
Fig. 43. Recommended perforation interval with lower rock strength and av
based on the core testing in the normalized graph shown in
Fig. 41.

As the rock strength can be defined from the subjected
effective stress (i.e., difference between stress and pore pres-
sure), Grove et al. [55] presented the reversed relationship be-
tween the perforation penetration depth and the in-situ effective
loading stress, as shown in Fig. 42.

Generally speaking, the interval with higher rock strength is
the barrier and the opposite is true (i.e., the interval with lower
strength is the recommended perforation interval.). Fig. 43
shows an example of identifying barriers and fracable in-
tervals in the shale reservoir. The carbonate interval (GR in
Track 2) is identified as the barrier that should be avoided
which has the higher strength (UCS in Track 4), greater density
(RHOB in Track 5), and lower porosity (NPHI in Track 6). In
contrast, the upper shale section is identified as the recom-
mended fracable interval which has the lower strength (UCS in
Track 4), smaller density (RHOB in Track 5), and greater
porosity (NPHI in Track 6).
8. Conclusions

In the present study of stimulating unconventional shale
gas reservoirs, the brittleness index profile along the reservoir
payzone to identify the most desirable perforated intervals has
become a common practice and has been considered as an
indispensable geomechanics component in the approaches by
the petro-physical domain. However, this paper challenges the
validity of the brittleness index profiling method. The
following conclusions are drawn as the result of the presented
study:

� Formation brittleness and ductility are not related to the
formation mechanical properties such as Young's modulus
and Poisson's ratio as commonly used in the brittleness index
profiling. Instead, formation brittleness and ductility are
oided perforation interval with higher rock strength in shale reservoir.
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related to the rock strength such as unconfined compressive
strength (UCS) or fracture toughness.

� It is ambiguous to relate the formation brittleness to the
formation fracability as brittle formation may have a greater
rock strength under higher confinement that is more difficult
to fracture, and vice versa.

� The formation fracability is about the ultimate rock failure
defined by the formation breakdown pressure. The break-
down pressure can be identified in the unrestricted frac-
turing. Unconfined compressive strength (UCS) is a good
benchmark for the correlated breakdown pressure. However,
it is difficult or sometime impossible to identify the break-
down pressure in the restricted fracturing since the fracturing
is limited in size and is often localizedwhile the extended free
fracture propagation is not seen from the bottom hole pres-
sure response. Under this condition, the formation fracability
may be determined from the fracture toughness based dy-
namic fracturing process.

� Disassociating formation brittleness from formation frac-
ability allows us to correctly determine the most fracable
formation intervals to perforate.

� This paper proposes an effective approach to select the
desirable stimulating intervals, i.e., select the weak spots
determined from the formation UCS profile to establish the
perforated intervals. The proposed method is supported by
many early experimental studies.
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