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Abstract

Let {Xn, n�1} be iid elliptical random vectors in Rd , d �2 and let I, J be two non-empty disjoint index
sets. Denote by Xn,I , Xn,J the subvectors of Xn with indices in I, J , respectively. For any a ∈ Rd such that
aJ is in the support of X1,J the conditional random sample Xn,I |Xn,J = aJ , n�1 consists of elliptically
distributed random vectors. In this paper we investigate the relation between the asymptotic behaviour of
the multivariate extremes of the conditional sample and the unconditional one. We show that the asymptotic
behaviour of the multivariate extremes of both samples is the same, provided that the associated random radius
of X1 has distribution function in the max-domain of attraction of a univariate extreme value distribution.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Let X = (X1, . . . , Xd)� be an elliptical random vector in Rd , d �2 with stochastic represen-

tation X
d= RA�Ud , where R is an almost surely positive random variable independent of the

random vector Ud , which is uniformly distributed on the unit sphere of Rd , and A ∈ Rd×d is a

non-singular matrix (� and
d= stand for the transpose sign and equality of distribution functions,

respectively). For any vector x = (x1, . . . , xd)� ∈ Rd define xI := (xi,i∈I )
�, xJ := (xi,i∈J )�

with I, J two non-empty disjoint index sets such that I ∪ J = {1, . . . , d}.
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The main distributional properties of elliptical random vectors are presented in
[5,1,10,9,4,18,20,24] among several others.

As shown in [5] if a is a given vector in Rd such that P{XJ �aJ } ∈ (0, 1), then the random
vector XI |XJ = aJ is elliptically distributed. This property is well known for Gaussian random
vectors. Conditioning in that case changes only the mean and the covariance matrix of the Gaussian
vector. In general for elliptical random vectors this is not the case; other moments may change
too.

Asymptotic tail behaviour and extremes of spherical random vectors are discussed in details
in [2–4,12,7]. From these results we know that the asymptotic tail behaviour of the associated
random radius R determines the asymptotic behaviour of the sample extremes. This fact extends
to the class of elliptical random vectors, see, e.g. [13].

Let X1, . . . , Xn, n�1 be independent elliptical random vectors in Rd such that Xi
d= X, 1� i�n.

The conditional random sample (Xn)I |(Xn)J = aJ , n�1 consists of elliptical random vectors.
In this paper we study the asymptotic behaviour of the sample maxima (defined componentwise)
of the conditional and the unconditional samples.

We show that the asymptotic tail behaviour of the associated random radius R determines
the asymptotic behaviour of the maxima of the conditional sample. Further, we prove that the
asymptotic tail behaviour of the associated random radius of the conditional sample determines
the asymptotic tail behaviour of R.

Organisation of the paper: in Section 2 we present several notation and some key results for
elliptical random vectors and multivariate extremes. The main results are given in Section 3
followed by the proofs in Section 4.

2. Preliminaries

We shall introduce first some notation, and then give a brief introduction to elliptical random
vectors and multivariate extremes.

Let I, J be two non-empty disjoint index sets satisfying I ∪ J = {1, . . . , d}, d �2. For any
vector x = (x1, . . . , xd)� ∈ Rd the vector xI := (xi,i∈I )

� consists of the components of x with
indices in I and similarly for a given d × d matrix B ∈ Rd×d , the matrix BIJ is obtained by
deleting the rows of B with indices in J and by deleting the columns of B with indices in I. Write
x�
I instead of (xI )

�. For two vectors x, y in Rd the relations x�y, x > y and x �= y are understood
componentwise. Further we write

0 := (0, . . . , 0)� ∈ Rd , 1 := (1, . . . , 1)� ∈ Rd ,

ax := (a1x1, . . . , adxd)�, x/a := (x1/a1, . . . , xd/ad)�, cx := (cx1, . . . , cxd)�,

a ∈ Rd , c ∈ R.

Let throughout the paper A be a d ×d real non-singular matrix, and let Uk, k�1 denote a random
vector uniformly distributed on the unit sphere of Rk . In this paper we consider an elliptical
random vector X in Rd with stochastic representation

X
d= RA�Ud , (2.1)

where R is an almost surely positive random variable with distribution function F independent
of Ud .
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A canonical example of elliptical random vectors is a Gaussian random vector with non-singular
covariance matrix. In this case R2 is chi-squared distributed with d degrees of freedom.

Let a be a given vector in Rd such that F(q(aJ )) ∈ (0, 1) with q(aJ ) := a�
J (�JJ )−1aJ ,

� := A�A. Cambanis et al. [5] showed that the random vector XI |XJ = aJ is elliptically
distributed with stochastic representation

(XI |XJ = aJ )
d= RI,aJ

D�Um + �IJ (�JJ )−1aJ , (2.2)

where D is a square matrix such that D�D = �II − �IJ (�JJ )−1�J I and RI,aJ
is a positive

random radius independent of Um, m := |I |. The distribution function FI,aJ
of RI,aJ

is given by

FI,aJ
(x) = c(aJ )

∫ (q(aJ )+x2)1/2

√
q(aJ )

(r2 − q(aJ ))m/2−1r−(d−2) dF (r), x > 0, (2.3)

with

c(aJ ) :=
(∫ ∞

√
q(aJ )

(r2 − q(aJ ))m/2−1r−(d−2) dF (r)

)−1

.

Write in the following � := sup{x : F(x) < 1} > 0 for the upper endpoint of F. Clearly,
�aJ

:= √
�2 − q(aJ ) is the upper endpoint of the distribution function FI,aJ

, and � = ∞
implies �aJ

= ∞. Cambanis et al. [5] showed further that FI,aJ
defines F in [q(aJ ), �) by the

following relation:

1 − F(r) = 1

c(aJ )

∫ �aJ

√
r2−q(aJ )

(x2 + q(aJ ))d/2−1x−(m−2) dFI,aJ
(x) (2.4)

for r ∈ [q(aJ ), �).
Next, we give few details for multivariate sample extremes.
Let G, H be two distribution functions on Rd . If there exist functions ai > 0, bi, i = 1, . . . , d

such that

lim
t→∞ sup

x=(x1,...,xd )∈Rd

∣∣Gt(a(t)x + b(t)) − H(x)
∣∣ = 0, (2.5)

with a(t) := (a1(t), . . . , ad(t))�, b(t) := (b1(t), . . . , bd(t))�, then we say that G is in the max-
domain of attraction of H. This is abbreviated as G ∈ MDA(H).

It is well known that H is a max-stable distribution function, see, e.g. [23,22] or [8]. If
Gi, Hi, 1� i�d are the marginal distributions of G, H , then (2.5) implies

lim
t→∞ sup

x∈R

∣∣Gt
i(ai(t)x + bi(t)) − Hi(x)

∣∣ = 0,

which is again abbreviated as Gi ∈ MDA(Hi). The univariate extreme value distribution func-
tion Hi, 1� i�d is either the Gumbel distribution �(x) = exp(− exp(−x)), x ∈ R, or the
Weibull distribution ��(x) = exp(−|x|�), � > 0, x < 0, or the Fréchet distribution ��(x) =
exp(−x−�), � > 0, x > 0.

We present next a result for the asymptotic behaviour of the sample maxima considering
multivariate elliptical random vectors with representation (2.1) and A such that � = A�A is
a positive definite correlation matrix with diagonal entries equal 1. We omit the proof, since it
follows easily using the results of Berman [4] or Hashorva [13].
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Proposition 2.1. Let X be an elliptical random vector in Rd , d �2 with distribution function G
and stochastic representation (2.1). Assume that the random radius R has distribution function F in
the max-domain of attraction of � or ��, � > 0. Then G ∈ MDA(Q) with Q(x) = ∏d

i=1 �(xi) or

Q(x) = ∏d
i=1 ��+(d−1)/2(xi), x ∈ Rd , respectively. If F ∈ MDA(��), � > 0 then G ∈ MDA(Q)

with Q a max-stable distribution function which has dependent Fréchet marginal distributions
with index �.

3. Main results

In this section we deal with multivariate elliptical random vectors with stochastic representation
(2.1), and consider I, J, a, RI,aJ

, c(aJ ) as in the previous section.
We discuss separately the three possible cases for the max-domain of attractions of the distri-

bution function F, FI,aJ
of the associated random radius R, RI,aJ

, respectively. Proposition 2.1
shows that the asymptotic behaviour of the extremes of elliptical random vectors is known if the
asymptotic tail behaviour of the associated random radius is known. Therefore, we treat in details
the asymptotic relation between R and RI,aJ

. We begin first with the Gumbel case, followed by
the Fréchet and Weibull one. The extreme value results mentioned in the following can be found
in [6,21,11,23,22,8,19] therefore we omit some details.

3.1. Gumbel case

Let F be a distribution function on R with upper endpoint �. A necessary and sufficient condition
for F ∈ MDA(�) is the existence of a positive scaling function w such that

lim
t↑�

1 − F(t + x/w(t))

1 − F(t)
= exp(−x) ∀x ∈ R. (3.1)

In the next proposition we derive the asymptotic tail behaviour of RI,aJ
assuming that the dis-

tribution function F of R is in the Gumbel max-domain of attraction. For any x ∈ Rd define
�xJ

:= (�2 −q(xJ ))1/2 whenever q(xJ ) ∈ [0,
√

�), � > 0 and denote by GI,xJ
the distribution

function of XI |XJ = xJ . (Recall q(xJ ) := x�
J (�JJ )−1xJ , x ∈ Rd ).

Proposition 3.1. Let A be a d × d real non-singular matrix, and let R be an almost surely
positive random variable with distribution function F independent of Ud . Define the elliptical

random vector X
d= RA�Ud with distribution function G and let I, J be two non-empty disjoint

index sets such that I ∪J = {1, . . . , d}. If (3.1) holds, then for any a ∈ Rd such that �aJ
∈ (0, �)

we have FI,aJ
∈ MDA(�).

Furthermore

1 − FI,a(u) = (1 + o(1))c(aJ )
�aJ

m−2

�d−2

[
1 − F

(√
q(aJ ) + u2

)]
, u ↑ �aJ

(3.2)

holds with m := |I |�1 where we set �aJ
/� := u if � = ∞.

Corollary 3.2. Under the assumptions of Proposition 3.1 the multivariate distribution function
GI,aJ

is in the max-domain of attraction of a product distribution with unit Gumbel marginal
distributions.

In the next proposition the converse of Proposition 3.1 is stated.
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Proposition 3.3. Let F, G, I, J, X be as in Proposition 3.1 and let b be a given vector in Rd

with �bJ
∈ (0, �). If FI,bJ

∈ MDA(�) then F ∈ MDA(�) and G ∈ MDA(Q) with Q a product
distribution with unit Gumbel marginal distributions.

We give next an example.

Example 1 (Kotz type I). Let X be an elliptical random vector as in Proposition 3.1 and let I, J

be partitions of {1, . . . , d}. We consider the special case R has asymptotic tail behaviour given by

P{R > x} = (1 + o(1)) exp(−Kx�), K > 0, � > 0, x → ∞.

It follows easily that (3.1) is satisfied with scaling function w(u) = K�u�−1. Hence (3.2) implies
for any a ∈ Rd , aJ �= 0J

1 − FI,aJ
(u) = (1 + o(1))c(aJ )um−d exp(−K(q(aJ ) + u2)�/2), u → ∞.

Note in passing that if K� = 1 and � = 2 then w(u) = u which is in particular the case if X is a
standard Gaussian random vector with positive definite covariance matrix �.

3.2. Fréchet case

If the distribution function F of the associated random radius is in the max-domain of attraction
of ��, � > 0, then the upper endpoint � equals ∞. A typical example F ∈ MDA(��) is when F
has the following tail asymptotics:

1 − F(u) = (1 + o(1))cu−�, c > 0, � > 0, u → ∞.

Denote by G
(j)
I,aJ

, 1�j �m the marginal distributions of the distribution function GI,aJ
, a ∈ Rd .

Proposition 3.4. Let F, G, I, J, m, X be as in Proposition 3.1. If F ∈ MDA(��), � > 0 then we
have for any vector a ∈ Rd , aJ �= 0J

1 − FI,aJ
(u) = (1 + o(1))c(aJ )

1 + (d − m)/�
um−d [1 − F(u)], u → ∞, (3.3)

and both FI,aJ
and G

(j)
I,aJ

, 1�j �m are in the Fréchet max-domain of attraction with index
� + d − m > 0.

Note that F ∈ MDA(��) is equivalent with X1 has distribution function in the Fréchet max-
domain of attraction (see [15,17]). Assuming that the conditional radius RI,aJ

has distribution
function in the Fréchet max-domain of attraction we obtain the converse results.

Proposition 3.5. Let F, G, I, J, m, X be as in the above proposition. Assume that for a vector
a ∈ Rd , a �= 0J we have FI,aJ

∈ MDA(��), � > d − m. Then F ∈ MDA(��+m−d) and (3.3)
hold. Furthermore, G ∈ MDA(Q) with Q a max-stable distribution function on (0, ∞)d which is
not a product distribution. The marginal distributions of Q are Fréchet with positive parameter
� + m − d.
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We remark that if FI,aJ
∈ MDA(��), ��d −m the above proposition does not provide the tail

asymptotic behaviour of F.

3.3. Weibull case

We consider now the last case F ∈ MDA(��), with � > 0. Both the upper endpoints �, �bJ

of F and FI,aJ
are necessarily finite. We assume for simplicity that � = 1. The other case

� ∈ (0, ∞) \ {1} follows easily.

Proposition 3.6. Let F, G, I, J, m, X be as in Proposition 3.1. If F ∈ MDA(��), � > 0 with
upper endpoint � = 1, then we have for any vector a ∈ Rd such that �aJ

∈ (0, 1)

1 − FI,aJ
(�aJ

− 1/u) = (1 + o(1))c(aJ )�m−2
aJ

[
1 − F

(
1 − �aJ

u

)]
, u → ∞. (3.4)

Furthermore FI,aJ
∈ MDA(��) and GI,aJ

∈ MDA(Q) with Q(xI ) = ∏
i∈I ��+(m−1)/2(xi), x ∈

(−∞, 0)d .
Conversely, if for a given a ∈ Rd such that �aJ

∈ (0, 1) we have FI,aJ
∈ MDA(��), � > 0,

then G ∈ MDA(Q) with Q(x) = ∏d
i=1 ��+(d−1)/2(xi), x ∈ Rd and (3.4) holds.

Next we give a simple example.

Example 2. Let X be a random vector as in the above theorem with associated random radius
R with distribution function F. We suppose in this example that F is the Beta distribution with
positive parameters �, �. It follows easily that

1 − F(1 − 1/u) = (1 + o(1))
�(� + �)

�(�)�(� + 1)
u−�, u → ∞

holds with �(·) the Gamma function implying that F is in the Weibull max-domain of attraction
with index �. Consequently, the above theorem yields for a ∈ Rd such that q(aJ ) ∈ (0, 1) with
I, J partitions of {1, . . . , d}

1−FI,aJ

(√
1−q(aJ )−1/u

)
=(1 + o(1))c(aJ )

�(� + �)

�(�)�(� + 1)
(1 − q(aJ ))m/2−1+�/2u−�

as u → ∞.

4. Proofs

Proof of Proposition 3.1. Define u∗ := (q(aJ ) + u2)1/2, u ∈ (0, �bJ
). By (2.3) we have

1 − FI,aJ
(u) = c(aJ )

∫ �

u∗
(x2 − q(aJ ))m/2−1x−(d−2) dF (x).

We prove first (3.2). Assume therefore that � ∈ (0, ∞). Clearly, if u ↑ �bJ
then u∗ → �. Since

the integrand is positive and continuous at � it follows easily that

1 − FI,aJ
(u) = (1 + o(1))c(aJ )�2−d�m−2

bJ

[
1 − F

(√
q(aJ ) + u2

)]
, u ↑ �bJ
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holds, thus (3.2) is satisfied. By the properties of the scaling function w we have (see, e.g. [23,4])
limu∗↑∞ w(u∗) = ∞, hence we obtain for any x ∈ R

lim
u↑�bJ

1 − FI,aJ
(u + x/w(u∗))

1 − FI,aJ
(u)

= exp(−x�bJ
/�),

consequently FI,aJ
∈ MDA(�). Utilising [14, Lemmas 4.3, 4.4] we obtain for � = ∞

1 − FI,aJ
(u) = c(aJ )

∫ �

u∗
(x2 − q(aJ ))m/2−1x−(d−2) dF (x)

= (1 + o(1))c(aJ )um−d

[
1 − F

(√
q(aJ ) + u2

)]
, u → ∞.

Since further limu↑∞ uw(u) = ∞ and limu→∞ u∗/u = 1 we have

lim
u→∞

1 − FI,aJ
(u + x/w(u∗))

1 − FI,aJ
(u)

= lim
u→∞

1 − F
(√

q(aJ ) + (u + x/w(u∗))2
)

1 − F
(√

q(aJ ) + u2
)

= exp(−x),

hence FI,aJ
∈ MDA(�). Thus the proof is complete. �

Proof of Corollary 3.2. By Proposition 3.1 using further Proposition 2.1 for the Gumbel case we
have GI,aJ

∈ MDA(Q) with Q a product distribution with unit Gumbel marginal
distributions. �

Proof of Proposition 3.3. Set b2∗ := b�
J (�JJ )−1bJ and u∗ := √

u2 − b2∗. In the case � is finite
(2.4) implies

1 − F(u) = 1

c(bJ )

∫ �bJ

√
u2−b2∗

(x + b2∗)d/2−1x−(m−2) dFI,bJ
(x)

= 1

c(bJ )

∫ �bJ

u∗
(x + b2∗)d/2−1x−(m−2) dFI,bJ

(x)

= 1

c(bJ )
�d−2�2−m

bJ

[
1 − FI,bJ

(√
u2 − b2∗

)]
, u ↑ �.

The above asymptotic relation yields thus for any x ∈ R

lim
u↑�

1 − F(u + x/w(u∗))
1 − F(u)

= lim
u↑�

1 − FI,bJ

(√
(u + x/w(u∗))2 − b2∗

)

1 − FI,bJ

(√
u2 − b2∗

)
= exp(−x�/�bJ

),

consequently F ∈ MDA(�). Hence the proof for this case follows easily using further Propositions
2.1 and 3.3. If � = ∞ we obtain utilising again [14, Lemmas 4.3, 4.4]

1 − F(u) = 1

c(bJ )

∫ ∞
√

u2−b2∗
(x + b2∗)d/2−1x−(m−2) dFI,bJ

(x)

= (1 + o(1))

c(bJ )
ud−m

[
1 − FI,bJ

(√
u2 − b2∗

)]
, u → ∞.
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Since further limu→∞ u/u∗ = 1 we have

lim
u→∞

1 − F(u + x/w(u∗))
1 − F(u)

= lim
u→∞

1 − FI,bJ
(u∗ + ux/(u∗w(u∗))(1 + o(1)))

1 − FI,bJ
(u∗)

= lim
u→∞

1 − FI,bJ
(u + x/w(u))

1 − FI,bJ
(u)

= exp(−x),

hence the proof follows using further Propositions 2.1 and 3.1. �

Proof of Proposition 3.4. F ∈ MDA(��) implies

lim
u→∞

1 − F(xu)

1 − F(u)
= x−� ∀x > 0,

hence utilising [6, Theorem 1.2.1] and (2.3) we obtain

1 − FI,aJ
(u) = c(aJ )

∫ ∞
√

q(aJ )+u2
(x2 − q(aJ ))m/2−1x−(d−2) dF (x)

= 1 + o(1)

1 + (d − m)/�
um−d [1 − F(u)], u → ∞.

The rest of the proof follows by Proposition 4.2 of Hashorva (2005). �

Proof of Proposition 3.5. The proof follows easily by (2.4), Propositions 2.1 and 3.4. �

Proof of Proposition 3.6. By the definition, the distribution function FI,aJ
has upper endpoint

�aJ
:= √

1 − q(aJ ). Next, using (2.3) we have as u → ∞

1 − FI,aJ
(�aJ

− 1/u) = c(aJ )

∫ �

√
q(aJ )+(�aJ

−1/u)2
(x2 − q(aJ ))m/2−1x−(d−2) dF (x)

= (1 + o(1))c(aJ )�m−2
aJ

[1 − F(1 − �aJ
/u)],

where we used the fact that the integrand is continuous at 1. Consequently, FI,aJ
∈ MDA(��)

and the proof follows applying Proposition 2.1.
Utilising (2.4) and the assumption FI,aJ

∈ MDA(��) we obtain with similar arguments for
u → ∞

1 − F(1 − 1/u) = 1

c(aJ )

∫ �aJ

√
(1−1/u)2−q(aJ )

(x2 + q(aJ ))d/2−1x−(m−2) dFI,aJ
(x)

= (1 + o(1))

c(aJ )
�2−m

aJ
[1 − FI,aJ

(�aJ
− 1/u)]

implying F ∈ MDA(��). The proof follows now by Propositions 2.1 and 3.6. �
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