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Abstract

Reputation and trust management systems have been useful in domains that rely on the cooperation of members to function correctly and to fulfil their purposes. Despite the advent of these systems, having trusted communications remains a challenge. This is as a result of relying on the domain members for reputation information. These systems lack well analysed approaches for determining the bias of the members. A semi-distributed framework D3-FRT, which is inspired by the Dynamic Data-Driven Simulation paradigm, is presented in this paper. The framework adopts an agent-based modelling approach to make predictions about domain members. The D3-FRT framework is novel as it uses past, online and predicted data to identify misbehaving members. In this paper, the accuracy of the prediction is tested and a report on the framework’s performance in different network scenarios is also presented. The results of experiments and simulations using the D3-FRT approach are discussed.
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1. Introduction

The spread of Internet usage, proliferation of mobile devices, computing, and online market places and the rapid growth of wireless networks has changed the landscape of security in terms of trust. This change is because of users collaborating anonymously with others in these domains, resulting in users being exposed to risks. The domains primarily rely on cooperative member behaviour for their reliable operation; else, they are unable to fulfil their functions.

To reduce risks and improve reliability, applications must manage trust relationships between users by motivating cooperation and honest participation [1]. For example, Peer-to-Peer (P2P) networks are undergoing rapid progress and have had numerous developments in recent years. For such networks to be effective in fulfilling their purpose of anonymous sharing, they should be relatively reliable, efficient and secure [2]. However, due to their anonymous and open nature, malicious users can abuse the system by disseminating inauthentic files or acting together to commit as much damage as possible (collusion attack).

Furthermore, Internet applications have evolved from centralised and private computing platforms to distributed and collaborative computing systems: the wide spread of social computing, ecommerce and the advent of cloud
federation models are some timely examples of how corroboration is a fundamental Internet computing requirement. As a result, there is an urgent need for an approach of dynamically managing trust and predicting reputation effectively.

Managing trust and its dynamic nature in such large-scale distributed applications and domains is a difficult challenge, but one well suited for reputation and trust management. Reputation and trust management research is highly interdisciplinary [3], involving researchers from networking and communications: Mobile Ad-hoc Networks (MANETs); Wireless Sensor Network (WSNs) and P2P; data management and information systems; e-commerce and online communities: YouTube, Amazon and eBay; Artificial Intelligence; also in the Social Sciences and Evolution Biology.

Reputation and trust management models (RTM) have gained popularity because they have shown to be promising in the area of trust management and have provided solutions to the issue of trusted communications. These models aim to collect, aggregate, and disseminate feedback about users’ behaviour (reputation), based on some premise. Reputation and trust management is useful for establishing a healthy and efficient collaboration among a network of participants and users that might not have sufficient prior knowledge of each other [3]. Consider eBay for example, that has several millions of auctions open at a time and serving as a listing service, where buyers and sellers assume all associated risks with transactions [4]. Though there are fraudulent transactions on the eBay system, there is still a high rate of successful transactions as well, which is attributed to the reputation management system on eBay called the Feedback Forum.

RTMs aim to provide mechanisms to produce a metric encapsulating reputation (referred to as Trust Value (TV)) in a given domain, for each identity in the domain [5]. Despite the proliferation of RTMs, building reliable systems remains a challenge. Several unaddressed threats still limit the effectiveness of the models, as in the process of solving the issues, other problems are introduced [1]. Existing RTMs focus on historical and online information in determining the reputation of domain members. However, the dynamic nature of reputation and trust requires an equally dynamic approach to computing and resolving trust related issues in the application domains. We propose that possible future TVs of entities in the systems should be anticipated to aid predictions and thereby resulting in more reliable and agile reputation systems.

In [6], we introduced a novel agent-based and data-driven predictive framework called D3-FRT, and we provided an initial evaluation. This framework takes advantage of past behaviour, anticipates future and online events for reputation and trust management. In this paper, we discuss in more details, the attributes of the framework and provide a qualitative validation of the proposed approach, confirming that data-driven agent based simulation is a method that can be effectively utilised in this problem domain. We also present a more extensive quantitative evaluation of D3-FRT which demonstrates its efficiency under different conditions.

The rest of this paper is organised as follows: Section 2 describes the reputation management architectures in detail. The use of agent-based modelling for trust management is discussed in section 3, while section 4 summarises the D3-FRT framework proposed. Section 5 presents a set of experimental results and analysis of the framework and section 6 describes significant reputation systems in literature. Finally, the conclusions are stated in section 7.

2. Reputation system architecture

There are two types of RTM architecture: the centralised and distributed architectures. In centralised architectures, trust is managed by a trusted central server(s) (Trusted Third Party (TTP)) that is connected to all or some of the identities in the system. The centralised architecture has been successfully deployed in real life applications such as eBay and Amazon. On eBay’s feedback forum for example, buyers and sellers can rate each other after each transaction. Members receive: +1 point for each positive rating, 0 points for each average rating, −1 point for each negative rating. The overall reputation of each entity is the sum of these ratings for some months. This simple approach to trust management has drawbacks because the approach used is linear. This implies that a rater gives either positive or negative scores per transaction, therefore, failing to capture the dynamic nature of reputation effectively. For example, an eBay seller with 50 positive feedback scores is rated the same as a seller with 100 positive feedback scores and 50 negative scores. Also generally, the downsides of centralised architecture are the performance bottleneck of the central entity and the resulting lack of scalability.

Contrarily, a purely distributed approach requires each entity or domain member (subsequently referred to as agent in this paper) to maintain trust-related information about other agents in the system. This implies that reputation...
management is determined, spread and shared among the agents. This approach introduces the problems of obtaining and propagating information across the system. In such an agent-centric model, each agent monitors, analyses and calculates the trustworthiness of other agents of interest based on some defined metrics. A purely distributed approach results in some real-life problems such as the corruption of trust decisions through recommendations made by agents. This approach exposes the system to *false praise/accusation* and *collusion attack* [7, 8]. This vulnerability is attributed to existing RTMs lacking well analysed approaches to determining the bias of each agent [9]. The use of a distributed architecture is an issue because the correct functioning of the system relies on the cooperation of domain members in terms of good behaviour, which cannot always be guaranteed. Following these downsides of purely distributed and centralised systems, a semi-distributed approach is more desirable, as it combines the upsides of both types of architecture.

Some previous work [10, 11] in the area of RTM research claim to be distributed, but still employ the use of TTP(s) for trust management. These RTMs are indeed not completely distributed. For example, in the work of Lin et al [10] for web applications, the RTM comprises of 3 components: *users*, *brokers* and *reputation authorities* as depicted in Fig 1. Users do not rely on a database managed by the same users but on the brokers to collect reputation information. The reputation authority is a last resort for information, in case there is insufficient information about any other user. The reliance on a TTP such as the broker and the reputation authority therefore, implies that the RTM is not completely distributed but may be regarded as a semi-distributed approach.

The semi-distributed approaches are similar to the concept of D3-FRT framework as they recognise the need for a distributed architecture but with a form of control to aid reputation management. In the D3-FRT framework, the reputation of other agents is not entirely determined and managed by individual agents but by super-agents (this is similar to the hierarchical intrusion detection systems in [12]) and through simulation of the domain. Therefore, a semi-distributed approach is more desirable, as it combines the upsides of both types of architecture. The semi-distributed architecture does not rely on only individual agents alone for making trust decision but employs the use of a TTP.

The ultimate aim of any RTM is to achieve trusted communications among a network of agents by meeting certain requirements. Firstly, there is a requirement for monitoring the behaviour of agents at runtime and providing feedback to the reputation system and the domain. The monitoring requirement is an important one especially in critical domains such as traffic management systems and military applications etc. Secondly, the prediction of agent TVs is essential and a more proactive approach to the detection of misbehaving agents.

The Dynamic Data Driven Application Systems (DDDAS) [13, 14] paradigm makes provisions to meet these requirements. The concepts of the paradigm, namely: *measurement*, *simulation*, *feedback* and *control* have the potential of providing dynamism in the detection of malicious agents and prediction of future ratings of each agent. The runtime measurements (qualitative behaviour of agents which is converted to quantitative TVs) are simulated to gain a better understanding and provide a more accurate prediction of the level of trust for each agent. The simulation dynamically measures trust levels, and continually incorporates new measurements at runtime. This will enable the reputation system to determine and give a feedback of the reputation of each agent. The output of the simulation controls the system relative to the decisions to be made in order to maintain trusted communications. Therefore, the presence of a TTP in a semi-distributed architecture to monitor, simulate, feedback measurements in the system which
allows agents to collaborate and at the same time to provide unbiased monitoring and feedback in the system is ideal, therefore resulting in a better trust management.

3. Using agent-based modelling

Due to the complexity of the systems in use these days, their interactions and interdependencies, a dynamic approach to predicting future events is required to capture all requirements, in order to provide a close representation of reality. Agent-Based Modelling and Simulation (ABMS) is an approach to modelling complex systems composed of interacting, autonomous agents. ABMS offers ways to model social systems that are composed of interacting agents that influence each other, learn from their experiences, and adapt their behaviours [15].
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ABMS is very applicable as behavioural emergence is a major consideration of this research. Provision of useful information to control the systems is another justification for the use of ABMS. When agents optimise their collective behaviour through simple exchanges of information as is done in an ant colony optimisation [16] for instance, the purpose is to achieve a desired end-state. This is an optimised system rather than the simulation of a dynamic process for its own sake. ABMS is suitable for reputation and trust management and its use is supported by its potential to provide insightful views of the past, present and future states of a system. The use of ABMS in the framework therefore enables D3-FRT to be proactive in terms of making predictions about future states of agents in the domain it is applied.

4. D3-FRT

For an RTM to be reliable and effective in trust management, trust has to be predictable. Generally RTMs make use of past events as pointers for the future. This is because it is generally assumed that the predictive power of an RTM depends on the supposition that past behaviour is an indication of the future. In previous papers [6, 7], we have shown that this supposition might not hold in the case of misbehaviours such as intoxication. Intoxication occurs when an agent behaves as expected for a sustained period of time to obtain a good reputation in the domain and only starts to misbehave afterwards. By way of illustration of such an attack on the eBay system, an agent builds a high feedback rating with low-valued transactions and then misbehaves with a high-valued one.

D3-FRT extends the supposition further by considering the past, present and possible future behaviours. D3-FRT uses a semi-distributed approach and is data-driven as data obtained from agent interactions is incorporated in the simulation and subsequently used for making informed decisions in the domain.

For easy referencing, the subsequent frequently used notations are listed below:

- $tv^R_h$, $tv^S_h$: Historical TVs in the system and simulation respectively
- $tv^R_o$: Current online TV
- $tv^S_f$: Predicted TV
- $N$: Number of agents

In D3-FRT, agent behaviours are described by simple rules. Interactions with other agents in turn influence the behaviours of agents. The agents have internal and external properties referred to as state variables that are depicted...
in Fig 2. Some variables such as trust value \((t_{vR}^h, t_{vS}^h, t_{vR}^o, t_{vS}^f)\), agent identifier, trust region, agent type are static while others may change with time. Changes in the state variables may either be as a consequence of the influence of the internal in-built logic of the agent or as a result of cooperating with another agent or domain member. D3-FRT comprises agents, Cluster Heads (CHs) and a Controller, as shown in Fig 3.

Fig 4 shows a normal collaboration scenario of an agent A, for example, that registers its presence with a CH and obtains a unique AgentID with neutral \(t_{vR}^o\) of 2.5 (agents’ TVs range between 0 and 5). The network of agents is partitioned into clusters, where each cluster has a head; a CH that is a super-agent. Each CH has a direct connection with every other member of the cluster.

As a substitute to each agent monitoring the actions of every other agent, the CH is responsible for monitoring and obtaining information about agent interactions. Agents obtain reputation information from the CH and TVs of other agents of interest. The CH in turn shares information about the agents. Agents are encouraged to be cooperative and to collaborate with reputable agents through the incentive of increase in TVs and decrease in TVs for misbehaviour which could eventually result in exclusion from the system. In the scenario of Fig 4, if agent A wishes to collaborate with another agent B for example, agent B’s reputation will impact on A’s TV. Agent A requests the TV of B from the nearest CH. The CH that B is connected to and which stores the TV provides the current TV of agent B from its table.

The output from the interactions is reported by both interacting agents to their corresponding CH(s). This information is used in computing the \(t_{vR}^o\) of the agents and the values are stored for future reference. The controller obtains data about events in the system from the CHs to compute an updated TV of each agent. This implies that at specific time intervals, D3-FRT selects useful data from a stream of data from the system, which is dynamically injected into a controller to compute the current TVs of all agents. The data is obtained from agent interactions that occurred within a specific time frame, which includes the feedback from the interacting agent and observations captured by CH. The simulation component of D3-FRT then determines the future TVs of the agents, using historical data, online events in the system and anticipated future activities.

Considering the computation of TVs, similar to the approach of [17, 18], the current behaviour of an agent carries more weight in D3-FRT. This is to prevent agents from obtaining a good reputation with high TVs and subsequently misbehaving (intoxication).

To make predictions, the simulation considers different ‘what-if’ scenarios in which an agent may be in the future. This component utilises the processed data to predict the \(t_{vS}^f\) of agents. Historical data \((t_{vR}^h, t_{vS}^h)\) about agent behaviour is also considered in making the predictions. Depending on their TVs, agents logically belong to risk-regions in the domain. This enables the RTM to focus on agents that are of high-risk to the system. A detailed description of the D3-FRT components is given in previous papers [6, 7].

5. Simulations and analysis

In this section, we evaluate the performance of the D3-FRT framework in terms of its predictive capability in the presence of collusion and intoxication attacks. The performance of the framework in different network sizes with different numbers of misbehaving agents is also evaluated.
Fig 5 provides an indication of the predictive capability of D3-FRT. The following parameters were used throughout the simulation: $N = 50$ in a super-peer P2P file-sharing network with 2 CHs and all agents with an initial $tv^0_o$ of 2.5. A super-peer network is simply a P2P network consisting of super-peers and their clients [19]. An agent with a TV of 1 and below is regarded as misbehaving and is automatically excluded from the network. The total time for this experiment was 1000 ticks, which is a compression of time. Throughout the experiment, 30% of the agents misbehaved. The predicted TV is computed using the formula [7, 6]:

$$
\mu_{htv^R_h} + \mu_{otv^R_o} + \mu_{f tv^S_f}
$$

and the following scaling factors were used: $\mu_h = 0.3, \mu_o = 0.5$ and $\mu_f = 0.17$. Higher weighting was given to recent interactions (that is, $\mu_o > \mu_h$) to reduce the possibility of intoxication.

In the experiment, agents interact randomly as in a P2P network and these interactions are captured at every 1 tick. The predictive accuracy of D3-FRT is measured by comparing the agents’ TV in the network with the predicted TVs by D3-FRT. We then obtain the Magnitude Relative Error (MRE): $\frac{|TV_{actual} - TV_{predicted}|}{TV_{actual}}$ for all agents for the duration of the simulation averaged over a set of randomly selected agents. Where $TV_{actual}$ is the value computed for nodes in the network while $TV_{predicted}$ is obtained from the simulation. The MRE remained below 1.0 throughout the duration of the simulation.

Fig 6 shows the results of the Mean Magnitude Relative Error (MMRE): $\frac{1}{N} \sum \frac{|TV_{actual} - TV_{predicted}|}{TV_{actual}}$ where $N = 10$ from the data obtained from the previous experiment. The result ranged between 0.39 and 0.5 and the overall MMRE averaged at $\approx 0.46$. This value is attributed to the simulation not having any prior knowledge of the network initially. However as the system evolves, the simulation converges as shown in the following experiments. From these results,
the degree of variance between the actual TVs and the predicted values might account for possible false-positives and false-negatives in the predictions. Note that the aim of D3-FRT is not to accurately make predictions about the agents but near-accurate predictions.

In order to test the reliability of the framework, the error rate in predictions made is tested with different parameters. The acceptable error rate of D3-FRT will depend on the criticality of the application domain and the risk appetite in the domain. With penalty of 0.4 and 0.5 for intoxication and collusive behaviour respectively, and a reward of 0.5 for normal behaviour, the following parameters are used: Scaling factors $\mu_h = 0.3, \mu_o = 0.5$. For every 100-tick cycle of the simulation, $N = 50$ collaborating agents with 12% and 10% of the agents exhibiting collusive and intoxicating behaviours and for the duration of 9000 ticks. As shown in Figures 7 and 8, there was 5.1% prediction error rate at an allowable error threshold of $\pm 0.6$ in the domain.

However, with $\mu_o$ set to 0.6 and error threshold of $\pm 0.6$, D3-FRT made some inaccurate predictions about agent trust values at the rate of 15%; this is much higher than error rate of when $\mu_o = 0.5$. The graph in Fig 9 shows the overall TV values of the agents compared with the predicted values. In Fig 10, from approximately 5500 tick in the simulation, the error rate reduced considerably and remained above the lower bound $-0.6$ of the threshold.

To test the behaviour of D3-FRT when the scaling factors are equal, $\mu_o$ was set to 0.3. That is, $\mu_o = \mu_h = 0.3$. The results of this experiment are depicted in figures 11 and 12 and the error rate is 21%. Fig 12 shows that the errors in prediction initially fluctuated above and within the threshold value but later remained within the threshold value from around 3800 and for the rest of the simulation. Therefore, the best values for the scaling factors are $\mu_h = 0.3, \mu_o = 0.5$ as the best results were obtained with these values. This clearly shows that making D3-FRT adaptable allows for obtaining the best results in terms of predictions.

The performance of D3-FRT is evaluated by considering the effect of network size in terms of the total number of agents and population of misbehaving agents. The observation is that as the network size increases with an increase in the number of misbehaving agents, so does the Time-To-Detect (TTD) all the agents with TVs less than the threshold of 1. This is illustrated in Fig 13. With $N = 400$, out of which 15% are misbehaving agents, the TTD is $\approx 90$ ticks.
However with 1600 agents and with 6.25% of the population misbehaving, TTD is $\approx 120$ ticks. This result shows that the number of interacting agents has an impact on performance of the D3-FRT.

6. Related work

RTMs that have shown positive results and contributed significantly to trust management in literature are discussed in this section. Michiardi and Molva [20] proposed a model where reputation is formed and updated over time by direct observations and information provided by other members of the network. In their model, nodes have to contribute continuously to remain trusted or their reputation will be degraded until they are excluded from the network. The model gives a higher weight to past behaviour. The authors argue that a more recent sporadic misbehaviour should have minimal influence on a node’s reputation that has been built over a long period of time.

A file-sharing P2P reputation system’s algorithm: EigenTrust [21], similar to the popular PageRank aims to identify sources of inauthentic file and to prevent peers downloading from them. The algorithm assigns each peer a unique TV, based on the peer’s history of uploads. EigenTrust’s susceptibility to collusion has been demonstrated in [22], where certain colluding peers are able to obtain high TVs.

Buchegger et al. [17] proposed a protocol that aims to detect and isolate misbehaving nodes, making it unattractive for any node to deny cooperation with others. In the protocol, each node maintains a reputation and a trust rating about every other node of interest. Only fresh reputation is propagated in the network, with more weight given to the current behaviour of a node over its past behaviour. Nodes monitor and detect misbehaviour in their neighbourhood by means
of an enhanced packet acknowledgment mechanism; where the confirmation of acknowledgment comes indirectly by overhearing the next node forward the packet [18, 23].

Similarly to the scaling factors used in D3-FRT, TrustGuard [24] system which includes a TTP, can be implemented with different degrees of centralisation. TrustGuard allows for flexibility by giving different trust components varying weights. The system uses a strategic oscillation guard based on a controller to combat malicious sudden or oscillatory behaviour among nodes.

In the work of Ganeriwal et al. [25]; which is applicable to WSNs, each sensor node maintains reputation metrics. These metrics represent the past behaviour of other nodes and are used as an inherent aspect in predicting their future behaviour. The model relies on network members to maintain the reputation of others based on their experiences and uses this to evaluate their trustworthiness.

More recent studies on RTMs are discussed in [9, 26, 27]. A common problem seen in the models is the vulnerability to collusion attacks [28]. Models applicable in the mobile networks domain, make use of a component resident on each node called watchdog mechanism. This component monitors its neighbourhood and gathers data by promiscuous observation. Promiscuous observation refers to the situation where each node overhears the transmission of neighbours to detect misbehaviour. Watchdog requires that every node report to the originator about the next node and once misbehaviour is detected, a negative TV is stored. However, nodes may decide to cover up for one another, thereby deceiving the reputation system.

7. Conclusion

Leveraging on our previous work, in this paper we have presented a more extensive qualitative and quantitative evaluation of D3-FRT, an agent-based predictive framework for reputation and trust management. This semi-distributed framework uses agent-based modelling simulation approach, and exploits the DDDAS paradigm in managing reputation. These have shown to be useful in aiding the prediction of domain events and agents’ trust values.

D3-FRT’s simulation component anticipates future events and considers available information to make predictions about participants in a P2P network scenario. D3-FRT has the potential to be adaptable as it allows for varying variables, to then select the best input values that will provide the closest set of predictions. This therefore allows for informed decisions to be made to prevent misbehaviour in the system. This paper shows how the D3-FRT framework fulfils its purpose in identifying misbehaving agents and in making predictions. It can be concluded that the use of monitoring, simulation and feedback, can potentially improve the reliability of reputation and trust management systems.
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