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#### Abstract

An algorithm for the solution of the finite difference approximation of the perturbed biharmonic problem is proposed which consists of both direct and iterative stages. The optimality of this algorithm is proved under the opportune hypothesis on the perturbation.


## 1. INTRODUCTION

In solving non linear or time-dependent problems we frequently have to solve equations of the type

$$
\begin{equation*}
\left(T+a^{2} I\right) \mathbf{u}=\mathbf{v}, \quad a \in \mathbb{R} \tag{1}
\end{equation*}
$$

where $T=M$ or $T=N, M$ and $N$ being the finite difference matrices respectively of the Poisson and of the biharmonic equation on an $n \times n$ grid with square mesh.

The parallel solution of such systems can be obtained by using direct algorithms similar to those proposed in Ref. [1] requiring $O(\log n)$ and $O(n \log n)$ time steps respectively when $T=M$ and $T=N$, and a number of processors $O\left(n^{2}\right)$.

In Ref. [2] an iterative method has been shown (parallel Gauss algorithm) for the LDU factorization and the solution of tridiagonal and block-tridiagonal systems.

It is possible to show that the combined use of these direct and iterative algorithms produces two algorithms to solve equation (1), for sufficiently large values of $a$, requiring $O\left(n^{2}\right)$ processors and $O(\log n), O(n)$ time steps respectively when $T=M$ and $T=N$. Since the fastest available sequential algorithm for equation (1) when $T=N$ requires $O\left(n^{3}\right)$ operations [3] [this algorithm uses a preprocessing phase requiring $O\left(n^{3}\right)$ operations] then the resulting speed up and efficiency of our "perturbed" biharmonic solver are $S(p)=O\left(n^{2}\right)$ and $E(p)=O(1)$.

## 2. THE PARALLEL GAUSS ALGORITHM

The parallel Gauss (PG) algorithm for the $n \times n$ Toeplitz tridiagonal linear system $A \mathbf{x}=\mathbf{b}$, with

$$
A=\left(\begin{array}{ccccc}
a & -1 & & &  \tag{2}\\
-1 & a & -1 & & \\
& \cdots & \cdots & \cdots & \\
& & -1 & a & -1 \\
& & & -1 & a
\end{array}\right], a \in \mathbb{C}
$$

is essentially based on the classical Gaussian elimination algorithm:

1. Factor $A=(I+L) D\left(I+L^{\mathrm{T}}\right)$,
where $D=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right), \quad L=\operatorname{subdiag}\left(l_{2}, l_{3}, \ldots, l_{n}\right)$.
2. Solve $(I+L) \mathbf{f}=\mathbf{b}$;
3. Solve $\left(I+L^{\mathrm{T}}\right) \mathbf{x}=\mathbf{g}$, where $\mathbf{g}=D^{-1} \mathbf{f}$.

Let $d_{1}=a, \quad$ then $d_{i}=a-d_{i-1}^{-1}, \quad l_{i}=-1 / d_{i-1}, \quad i=1,2, \ldots, n$.
The PG algorithm is carried out by the following three iterative methods:

1. $d_{1}^{k}=a, \quad d_{i}^{0}=a, \quad d_{i}^{k}=a-\left(d_{i-1}^{k-1}\right)^{-1}, \quad k=1, \ldots, I D$.

Define $\tilde{l}_{j}=-1 / d_{j-1}^{(D)}, j=2,3, \ldots, n-1$, then
2. $\mathbf{f}^{0}=\mathbf{b}, \quad \mathbf{f}^{k}=\mathbf{b}-\tilde{L} \mathbf{f}^{k-1}, \quad k=1, \ldots, I F$.

Define $\tilde{g}_{j}=f_{j}^{(I f)} / d_{j}^{(I D)}, j=1,2, \ldots, n$, then
3. $\mathbf{x}^{0}=\tilde{\mathbf{g}}, \quad \mathbf{x}^{k}=\tilde{\mathbf{g}}-\tilde{L}^{\mathrm{T}} \mathbf{x}^{k-1}, \quad k=1, \ldots, I X ;$
where the iteration limit $I D, I F, I X$ may be fixed in advance or determined automatically. Note that, because of the special structure of matrix $A$, at the $k$ th step of the iterative method 1 , only the new value of the $(k+1)$ th entry has to be computed, whereas the iterative methods 2 and 3 require $O(n)$ processors.

Let $l=4\left|a^{-1}\right|^{2}$, then it is possible to prove the following.

## Lemma 2.1

Let $l \leqslant 1$, then $A$ is nonsingular, $\left|a d_{i}^{-1}\right|<2 /(1+\sqrt{1-l})$ and $\left|1-a^{-1} d_{i}\right|<(1-\sqrt{1-l}) / 2 \quad \forall i$. Furthermore, if $\left|1-a^{-1} d_{i}^{0}\right|<(1-\sqrt{1-l}) / 2$ and $d_{1}^{k}=a \quad \forall i$ then $\left|a\left(d_{i}^{k}\right)^{-1}\right|<2 /(1+\sqrt{1-l})$ and $\left|1-a^{-1} d_{i}^{k}\right|<(1-\sqrt{1-l}) / 2 \quad \forall i$ and $k$.

## Proof

The bounds can be proved by using the same technique as used in Ref. [2] for the block PG algorithm.

Under the same hypothesis of Lemma 2.1 it is possible to prove that $\left\|D^{k}-D\right\|<l /(1+\sqrt{1-l})^{2}\left\|D^{k-1}-D\right\|$. Moreover, we have

$$
\left|d_{i}-d_{i-1}\right|=\left|d_{i-2}^{-1} d_{i-1}^{-1}\right|\left|d_{i-1}-d_{i-2}\right|<l /(1+\sqrt{1+l})^{2}\left|d_{i-1}-d_{i-2}\right|,
$$

and a similar bound holds for the iterates $d^{k}$, i.e.

$$
\left|d_{i}^{k}-d_{i-1}^{k}\right|<l /(1+\sqrt{1-l})^{2}\left|d_{i-1}^{k-1}-d_{i-2}^{k-1}\right| .
$$

By using the same technique shown in Ref. [2] it is possible to prove the following.

## Theorem 2.1

Assume $l \leqslant 1$, then for PG

$$
\begin{aligned}
\left\|D^{k}-D\right\| & <l /(1+\sqrt{1-l})^{2}\left\|D^{k-1}-D\right\|, & k=2, \ldots, I D, \\
\left\|\mathbf{f}^{k}-\mathbf{f}\right\| & <\sqrt{l} /(1+\sqrt{1-l})\left\|\mathbf{f}^{k-1}-\mathbf{f}\right\|+d_{\mathrm{f}}, & k=2, \ldots, I F,
\end{aligned}
$$

and

$$
\left\|\mathbf{x}^{k}-\mathbf{x}\right\|<\sqrt{l} /(1+\sqrt{1-l})\left\|\mathbf{x}^{k-1}-\mathbf{x}\right\|+d_{\mathrm{x}}, \quad k=2, \ldots, I X,
$$

where $d_{\mathrm{r}}$ and $d_{\mathrm{x}}$ depend upon the previous steps and can be made arbitrarily small.
In Ref. [2] an estimation is given for the total number of iterations required to reduce the initial error $\mathbf{e}^{0}$ by a constant factor $2^{-b}$. Moreover, numerical experiments giving results which are consistent with the theoretical estimates are shown.

The theoretical analysis of the PG algorithm is carried out by assuming that the $D$ and $f$ iterations are performed long enough so that the quantities $d_{\mathrm{f}}$ and $d_{\mathrm{x}}$ which occur in Theorem 2.1 are negligible, i.e. the following relations are assumed to hold:

$$
\begin{aligned}
\left\|D^{k}-D\right\| & <\left[l /(1+\sqrt{1-l})^{2}\right]^{k}\left\|D^{0}-D\right\|, \\
\left\|\mathbf{f}^{k}-\mathbf{f}\right\| & <[\sqrt{l} /(1+\sqrt{1-l})]^{k}\left\|\mathbf{f}^{0}-\mathbf{f}\right\|, \\
\left\|\mathbf{x}^{k}-\mathbf{x}\right\| & <[\sqrt{l} /(1+\sqrt{1-l})]^{k}\left\|\mathbf{x}^{0}-\mathbf{x}\right\| .
\end{aligned}
$$

## 3. A PERTURBED BIHARMONIC SOLVER

Let us consider the perturbed biharmonic equation.

$$
\begin{equation*}
\nabla 4 u+d^{2} u=f \quad \text { in } \quad R, \quad d \in \mathbb{R} \tag{3}
\end{equation*}
$$

where $R$ is the unit square with the boundary conditions $u(x, y)=0$ and $u_{n}(x, y)=0$ for $(x, y) \in \delta R$, and $u_{n}(x, y)$ is the outward normal derivative at the boundary. Superimposing a square mesh on the unit square with mesh size $h=1 /(n+1)$, then a finite difference approximation leads to the linear system

$$
\begin{equation*}
\left(N+a^{2} I\right) \mathbf{x}=\mathbf{b}, \quad a \in \mathbb{R} \tag{4}
\end{equation*}
$$

where

$$
N=\left(\begin{array}{cccccc}
C+I & 2 B & I & & & \\
2 B & C & 2 B & I & & \\
I & 2 B & C & 2 B & I & \\
& \cdots & \cdots & \cdots & \cdots & \cdots \\
& & \cdots & \cdots & \cdots & \cdots \\
& & & I & 2 B & C+I
\end{array}\right), \quad \mathbf{x}=\left(\begin{array}{c}
\mathbf{x}_{1} \\
\cdots \\
\cdots \\
\cdots \\
\mathbf{x}_{n}
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{c}
\mathbf{b}_{1} \\
\cdots \\
\cdots \\
\cdots \\
\mathbf{b}_{n}
\end{array}\right)
$$

with

$$
\begin{gathered}
C=B^{2}+\left(2+a^{2}\right) I+2 E E^{\mathrm{T}}, \quad E^{\mathrm{T}}=\binom{\mathbf{e}_{1}^{\mathrm{T}}}{\mathbf{e}_{n}^{\mathrm{T}}}, \quad B=-A \quad \text { and } \\
A= \\
\left.-1 \begin{array}{rrrrr}
4 & -1 & & & \\
-1 & 4 & -1 & & \\
& \cdots & \cdots & \cdots & \\
& & -1 & 4 & -1 \\
& & & -1 & 4
\end{array}\right] \text { is an } n \times n \text { matrix with eigenvalues }
\end{gathered}
$$

$l_{j}=4-2 \cos [j \pi /(n+1)], j=1,2, \ldots, n$, and the corresponding eigenvector matrix

$$
Q=\left(q_{i j}\right)=\left(\frac{2}{n+1}\right)^{1 / 2} \sin \frac{i j \pi}{n+1}
$$

The system (4) can be expressed as

$$
\left(G+2 F F^{\mathrm{T}}\right) \mathbf{x}=\mathbf{b}
$$

where $F=\operatorname{diag}(E, E, \ldots, E), G=M^{2}+2 J+a^{2} I$ with $J=\operatorname{diag}\left(I, 0, \ldots, 0, I_{n}\right)$ and $M$ is the matrix associated to the five-point finite difference approximation of the Poisson equation with Dirichlet boundary conditions, i.e.

$$
M=\left(\begin{array}{ccccc}
A & -I & & & \\
-I & A & -I & & \\
& \cdots & \cdots & \cdots & \\
& & -I & A & -I \\
& & & -I & A
\end{array}\right)
$$

Thus, by the Woodbury formula,

$$
\mathbf{x}=\mathbf{G}^{-1} \mathbf{b}-2 G^{-1} F\left(I+2 F^{\mathrm{T}} G^{-1} F\right)^{-1} F^{\mathrm{T}} G^{-1} \mathbf{b}
$$

and the algorithm proceeds as in the following four stages:

1. Solve the $2 n$ linear systems $G Y=F$.
2. Solve the linear system $G \mathbf{v}=\mathbf{b}$.
3. Solve the linear system $\left(I_{2 n}+2 F^{\mathrm{T}} Y\right) \mathbf{z}=\mathbf{F}^{\mathrm{T}} \mathbf{v}$.
4. Compute $\mathbf{x}=\mathrm{v}-2 Y \mathrm{z}$.

It is possible to show that for the solution of the linear systems $G \mathbf{v}=\mathbf{b}$ and $G Y=F$, by using direct algorithms similar to that proposed in Ref. [1], $O(\log n)$ steps and a number of processors of order $O\left(n^{2}\right)$ and $O\left(n^{3}\right)$ respectively suffice. On the other hand the use of the PG algorithm allows solving the linear systems $G \mathbf{v}=\mathbf{b}$ and $G Y=F$ with $O\left(n^{2}\right)$ processors and a number of steps of order $O(\log n)$ and $O\left(\log ^{2} n\right)$ respectively, under the opportune hypothesis on $d^{2}$.

## Stage 1

We have to solve the $2 n$ systems

$$
\begin{equation*}
G \mathbf{y}^{k}=\mathbf{f}^{k}, \quad k=2(i-1)+j, \quad i=1,2, \ldots, n, j=1,2, \tag{5}
\end{equation*}
$$

where $\mathbf{y}^{k}$ and $\mathbf{f}^{k}$ are the $k$ th columns of $Y$ and $F$ respectively, $\mathbf{f}^{k}=\mathbf{e}_{i} \otimes \mathbf{e}_{1}$, if $j=1$, and $\mathbf{f}^{k}=\mathbf{e}_{i} \otimes \mathbf{e}_{n}$, if $j=2$, where $e_{l}$ is the $l$ th column of the $n \times n$ identity matrix.

The problem of solving the linear systems (5) can be reduced [1] to that of solving the $2 n^{2}$ linear systems

$$
\begin{equation*}
T_{j} \hat{\mathbf{y}}_{j}^{k}=\hat{\mathbf{f}}_{j}^{k}, \quad j=1,2, \ldots, n, \quad k=1,2, \ldots, 2 n, \tag{6}
\end{equation*}
$$

where

$$
\begin{aligned}
& T_{j}=\left(\begin{array}{cccccc}
q_{j}+1 & p_{j} & 1 & & & \\
p_{j} & q_{j} & p_{j} & 1 & & \\
1 & p_{j} & q_{j} & p_{j} & 1 & \\
& \cdots & \cdots & \cdots & \cdots & \ldots \\
& & & & p_{j} & q_{j}+1
\end{array}\right], \quad \text { with } q_{j}=l_{j}^{2}+2+a^{2}, \\
& p_{j}=-2 l_{j}, \quad \hat{\mathbf{f}}_{j}^{k}=\left(\bar{f}_{j 1}^{k}, \bar{f}_{j 2}^{k}, \ldots, \bar{f}_{j n}^{k}\right)^{\mathrm{T}} \text { and } \hat{\mathbf{y}}_{j}^{k}=\left(\bar{y}_{j 1}^{k}, \bar{y}_{j 2}^{k}, \ldots, \bar{y}_{j n}^{k}\right)^{\mathrm{T}},
\end{aligned}
$$

in which $\bar{f}_{j l}^{k}$ and $\bar{y}_{j l}^{k}$ are the $j$ th components of $\overline{\mathbf{f}}_{l}^{k}=Q^{\mathrm{T}} \mathbf{f}_{l}^{k}$ and $\overline{\mathbf{y}}_{i}^{k}=Q^{\mathrm{T}} \mathbf{y}_{i}^{k}$, respectively. Therefore the algorithm consists of the following three stages:
(a) Compute $\mathbf{f}_{l}^{k}=Q^{\top} \mathbf{f}_{l}^{k}, \quad l=1,2, \ldots, n, \quad k=1,2, \ldots, 2 n$.
(b) Solve the $2 n^{2}$ systems (6).
(c) Compute $\mathbf{y}_{i}^{k}=Q \overline{\mathbf{y}}_{i}^{k}, \quad l=1,2, \ldots, n, \quad k=1,2, \ldots, 2 n$.

Stage (a) does not affect the complexity of the algorithm because of the simple structure of $F$. In Stage (b) it is easy to see that the 5 -diagonal matrix $T_{j}$ cannot be decomposed as the matrix $\Omega_{j}$ in Ref. [1], but can be written as

$$
T_{j}=B_{j} S_{j}+2 E E^{\mathrm{T}}
$$

where

$$
R_{j}=\left(\begin{array}{cccc}
r_{j} & -1 & & \\
-1 & r_{j} & -1 & \\
& \cdots & \ldots & \ldots \\
& -1 & r_{j} & -1 \\
& & -1 & r_{j}
\end{array}\right], \quad S_{j}=\left[\begin{array}{cccc}
s_{j} & -1 & & \\
-1 & s_{j} & -1 & \\
& \cdots & \ldots & \\
& -1 & s_{j} & -1 \\
& & -1 & s_{j}
\end{array}\right],
$$

are Toeplitz tridiagonal matrices with entries $r_{j}=l_{j}+a \mathbf{i}, s_{j}=l_{j}-a \mathbf{i}$, $\mathbf{i}$ being the imaginary unit, and $\left|r_{j}\right|=\left|s_{j}\right|>2$.

By the Woodbury formula we have

$$
\hat{\mathbf{y}}_{j}^{k}=T_{j}^{-1} \hat{\mathbf{f}}_{j}^{k}=S_{j}^{-1} R_{j}^{-1} \hat{\mathbf{f}}_{j}^{k}-2 S_{j}^{-1} R_{j}^{-1} E\left(I+2 E^{\mathrm{T}} S_{j}^{-1} R_{j}^{-1} E\right)^{-1} E^{\mathrm{T}} S_{j}^{-1} R_{j}^{-1} \hat{\mathbf{f}}_{j}^{k},
$$

therefore the algorithm proceeds in the following way:
(i) Solve the linear system $R_{j} S_{j} z_{j}^{k}=\hat{\mathbf{f}}_{j}^{k}$.
(ii) Solve the two linear systems $R_{j} S_{j} X_{j}=E$.
(iii) Solve the linear system $\left(I_{2}+2 E^{\mathrm{T}} X_{j}\right) \mathbf{x}_{j}^{k}=E^{\mathrm{T}} \mathbf{z}_{j}^{k}$.
(iv) Compute $\hat{\mathbf{y}}_{j}^{k}=\mathbf{z}_{j}^{k}-2 X_{j} \mathbf{x}_{j}^{k}$.

Phase (i) can be performed by successively applying the PG algorithms to the two systems

$$
\begin{equation*}
R_{j} \mathbf{w}_{j}^{k}=\hat{\mathbf{f}}_{j}^{k} \tag{7a}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{j} \mathbf{z}_{j}^{k}=\mathbf{w}_{j}^{k} . \tag{7b}
\end{equation*}
$$

It is possible to show that, under the opportune hypothesis on $d^{2}$, the bounds $T=O\left(\log ^{2} n\right)$ and $p=O(1)$ can be obtained by successively applying the PG algorithm to the two systems (7a) and (7b), if we want to reduce the initial error by a factor $1 / n^{4}$. In fact, assuming that the errors, for the three iterations which comprise the parallel Gauss algorithm, satisfy relations of the type

$$
\left\|\mathbf{e}^{k+1}\right\|<s\left\|\mathbf{e}^{k}\right\|
$$

then we estimate the number of iterations to reduce the error norm by $2^{-b}=1 / n^{4}$ as $K=-4 \log n / \log s$. Therefore a number of iterations $I D, I F, I X$ of order $O(\log n)$ suffice, provided that $s=s(n)$ is upper bounded by a constant $<1$. We will comment on this point later.

The system (7a) is of the type $R \mathbf{w}=\mathbf{g}$ where $\mathbf{g}=\mathbf{e}_{i} b, \mathbf{e}_{i}$ being the $i$ th column of the $n \times n$ identity matrix, and $R$ is an $n \times n$ Toeplitz matrix of the type (2). As previously noted, at the $k$ th step of the first iterative process of the PG algorithm only the $(k+1)$ th entry has to be computed. Therefore $O(\log n)$ steps and $O(1)$ processors suffice to perform the first phase of the PG algorithm.

Let $R=(I+L) D\left(I+L^{\mathbf{T}}\right)$ be the factorization of $R$, then the solution of $(I+L) \mathbf{p}=\mathbf{g}$ can be obtained in $T=O(\log n)$ steps with $O(1)$ processors because of the special structure of vector $g$ and of matrix $(I+L)$. In fact by applying the iterative method $\mathbf{p}^{0}=\mathbf{g} \cdot \mathbf{p}^{k}=\mathbf{g}-L \mathbf{p}^{k-1}$, where $\boldsymbol{p}^{0}=\mathbf{e}_{i} b$ and $L=\operatorname{subdiag}\left(l_{2}, l_{3}, \ldots, l_{n}\right)$, at the $I F$ th step we obtain

$$
\mathbf{p}^{i F}=\sum_{j=i}^{i+I F}(-1)^{j-i} \mathbf{e}_{j} q_{j}, \quad \text { with } \quad q_{i}=b, \quad q_{j}=1_{j} q_{j-1}, \quad j=i+1, \ldots, i+I F
$$

Therefore we have to perform one multiplicative step at each iteration and after IF $=O(\log n)$ iterations we obtain a vector $\mathbf{p}^{\mathrm{IF}}$ having only $O(\log n)$ nonzero entries.

Analogously, the special structure of vector $\mathbf{p}^{\mathrm{IF}}$ and the special structure of matrix ( $I+L^{\mathrm{T}}$ ), allow solving the system $R \mathbf{w}=\mathbf{g}$ in no more than $O\left(\log ^{2} n\right)$ steps with $O(1)$ processors. Moreover the resulting vector has only $O(\log n)$ nonzero entries. From these considerations it follows that phase (i) can be carried out in $T=O\left(\log ^{2} n\right)$ steps with $p=O$ (1) processors.

Phase (ii) can be carried out in $T=O\left(\log ^{2} n\right)$ steps and $p=O(1)$ processors.
Phase (iii) can be performed in $O(1)$, steps with $O(1)$ processors.
Phase (iv) can be performed in $O(\log n)$ steps with $O(1)$ processors because of the special structure of matrix $X_{j}$ and vector $\mathbf{z}_{j}^{k}$. Therefore stage (b) requires $T=O\left(\log ^{2} n\right)$ steps by using no more than $p=O\left(n^{2}\right)$ processors.

Stage (c), because of the special structure of $f^{k}$ and the finiteness of the PG algorithm, we have that $\overline{\mathbf{y}}^{k}$ contains only $O(\log n)$ blocks $\overline{\mathbf{y}}_{i}^{k}$ not equal to the null vector. Therefore stage (c) requires only $O(n \log n)$ FFT which can be performed in $T=O\left(\log ^{2} n\right)$ steps by using no more than $p=O\left(n^{2}\right)$ processors. From the previous analysis it follows that Stage 1 can be carried out in $T=O\left(\log ^{2} n\right)$ steps using $p=O\left(n^{2}\right)$ processors.

Note that at phases (i) and (ii) of the previous algorithms we can apply a direct method to solve both systems (7a) and (7b). This method can be derived from a decomposition of the Toeplitz tridiagonal matrices (in the complex field) similar to that shown in Ref. [1] (see Lemma 4). It is easy to see that this direct algorithm to solve the linear systems (7a) and (7b) can be carried out in $O(\log n)$ steps with $O(n)$ processors. Then, in this case, stage (b) can be performed in $T=O(\log n)$ steps with $p=O\left(n^{2}\right)$ processors. Moreover stage (c) consists of $O\left(n^{2}\right)$ FFT which can be performed in $T=O(\log n)$ steps by using $p=O\left(n^{3}\right)$ processors. The resulting bounds of this direct algorithm are $T=O(\log n), p=O\left(n^{3}\right)$ or, as pointed out in Ref. [1], if the requirement
of $O\left(n^{3}\right)$ processors is impractical, we may restrict it to $O\left(n^{2}\right)$ at the cost of increasing time $O(n \log n)$.

## Stage 2

Let us consider now the problem of solving the linear system $G \mathbf{v}=\mathbf{b}$. Note that in this case we cannot make use of the structure of vector $b$, then the trivial application of the previous algorithm produces the bounds $T=O(\log n), p=O\left(n^{2}\right)$ either by using a direct method similar to that shown in Ref. [3] or by using the PG iterative method.

## Stages 3 and 4

Can be performed in $T=O(n)$ steps with $p=O\left(n^{2}\right)$ processors [1].
Therefore $T=O(n)$ steps and $p=O\left(n^{2}\right)$ processors suffice to solve equation (4). The resulting speed up and efficiency of this algorithm are respectively $S=O\left(n^{2}\right)$ and $E=O(1)$ and they follow from the fact that the fastest available serial algorithm for the finite difference approximation of the perturbed biharmonic equation requires $O\left(n^{3}\right)$ steps [3].

## 4. CONCLUSION

We have shown that the use of the PG algorithm in the solution of the finite approximation (4) of the perturbed biharmonic equation on the unit square produces the bounds $p=O\left(n^{2}\right)$, $T=O(n)$, with a resulting speed up $S=O\left(n^{2}\right)$ and efficiency $E=O(1)$, which are better than the corresponding ones obtained by direct methods.

We have shown also that the above statement is valid when $s=1-e$, with $e>e^{\prime}>0$ for each $n$. This means that the constant $d^{2}$ in equation (3) must be numerically of the same order of $n^{4}$.

The required approximation error implies a precise choice of $n$. Once $n$ is fixed the proposed method is convenient when the constant $d^{2}$ is sufficiently large to make $e^{\prime}$ such that $\log n / \log s \simeq \log n$.

On the other hand, it is possible to see that the use of the PG algorithm in the solution of the finite approximation of the perturbed Poisson equation with Dirichlet boundary conditions on a square domain produces the same bounds obtained by direct methods, that is $p=O\left(n^{2}\right)$, $T=O(\log n)[1,4]$.
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